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A B S T R A C T   

The reliability redundancy allocation problem (RRAP) has been mostly solved either as a single or as a multi- 
objective optimization problem. However, this problem also has numerous important constraints which play 
prominent roles in meeting the objectives. This paper proposes a novel formulation named ‘prioritized many 
reliability redundancy allocation problems (PrMaORRAP)’ that optimizes all the problem objectives concur
rently, and also preserves the priority among them. Then, we propose a hybrid method which utilizes the features 
of many-objective optimization as well as priority relations between different objectives. Here, we divide the 
procedure into two modules: one is the main priority or the leader which will stay at the top level; underneath 
the first lie the second part in which rest of the objectives are optimized. The solution approach embeds the 
optimization structure within the evolutionary process making a prioritized many-objective evolutionary algo
rithms. We formulate various structures such as series, series-parallel, complex bridge and overspeed gas turbine 
system of RRAP as many-objective optimization problems, and provide detailed experimental demonstration on 
how our proposed model works for all these structures. We compare the results given by the proposed approach 
with the results of other approaches available in the literature and establish the superiority of our proposed 
solution approach.   

1. Introduction 

Optimization problems are often classified as single objective, multi- 
objective and many-objective problems, based on the number of avail
able objectives in those problems. Single objective optimization prob
lems, as the name suggests, contain only one objective. In multi- 
objective optimization problems, number of objectives are either two 
or three. If the number of objectives in a problem is more than three, 
then such problems are called many-objective optimization problems 
[1]. However, irrespective of the number of available objectives, such 
optimization problems are difficult to solve because of the high 
computational complexity [2]. Accordingly, since last few decades, re
searchers usually consider evolutionary and metaheuristic-based ap
proaches to solve those optimization problems [3]. However, the prime 
domains where evolutionary approaches have found their wider use by 
now are single objective and multi-objective optimization problems. 
This is because there were hardly any available evolutionary approaches 

to solve many-objective optimization problems until last few years. 
Though researchers attempted to solve the many-objective optimization 
problems using available multi-objective evolutionary approaches, the 
outcomes were hardly satisfactory. This is because, the performance of 
multi-objective evolutionary approaches (specifically, their ability in 
finding better solutions) starts deteriorating as the number of objectives 
goes beyond three [3]. It affects the selection pressure, and the density 
estimation in the high-dimensional objective space, resulting 
non-convergence of the population. 

Due to the surge in the number of objectives in real-life problems, the 
number of dominated solutions decreases. If a solution has the best value 
for one objective and worst for the rest, then that solution will be 
considered as a non-dominated solution. Therefore, the surge in the 
number of objectives increases the number of partially good solutions. 
Accordingly, when more and more solutions become non-dominated, 
then it becomes very difficult to find better solutions since they are no 
longer distinguishable based upon the dominance. Furthermore, the 
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density estimator functions, like crowding distance becomes inefficient 
because the solutions which are not nearer to the Pareto area gets picked 
up as they are also less dense. This results in the slower convergence or 
non-convergence of the population most of the time. 

To increase the selection pressure, researchers attempted to find 
alternate method like partial dominance [4], ε-dominace [5], fuzzy 
dominance [6], decomposition and reference point selection, [1,7], etc. 
Accordingly, a number of research works on evolutionary approaches 
were reported recently. One such approaches is the ‘multi-objective 
evolutionary algorithm based on decomposition (MOEA/D)’, where in
efficiency of selection pressure is tackled by decomposing the solutions 
in several sub-problems and introducing the reference point [7]. This 
approach can solve the problem of dominance in higher dimensions; but 
it is not quite efficient to handle the diversity because some good solu
tions may dominate most of the sub-problems [8]. There are also pop
ular approaches which use Pareto dominance like ‘non-dominated 
sorting genetic algorithm-II (NSGA-II)’ and ‘strength Pareto evolu
tionary archive 2 (SPEA2)’. 

In Ref. [9], hypervolume was used as ranking of solutions for solving 
many-objective optimization problems. To predict the convergence of 
population while proposing a procedure to solve many-objective prob
lems, the concept of evolution path was used in Ref. [10]. A reference 
direction-based density estimation with improved assignment and se
lection strategy was used in Ref. [11] to handle multi and 
many-objective problems. The idea of maximum vector angle first and 
worst estimation principles for many-objective problems was used in 
Ref. [12]. Knee points were also used as reference to solve 
many-objective problems [13]. 

A reference point-based non-dominated sorting genetic algorithm 
called ‘non-dominated sorting genetic algorithm-III (NSGA-III)’ was 
proposed in Ref. [1] for solving many-objective problems. Here, to 
maintain diversity rather than crowding distance, counting of associated 
solutions with reference point was used to facilitate the density esti
mation in higher dimensions. This approach was just an extension of 
NSGA-II, where reference points are generated with respect to the 
available objectives in addition to the non-dominated sorting. Here, all 
the solutions are normalized to fit the plane bounded by the reference 
point. To counter the selection pressure and the density problem, both 
Pareto dominance (like one used in NSGA-II and SPEA2) and the 
decomposition (such as one used in MOEA/D) are used in NSGA-III. 
Accordingly, NSGA-III is now considered as one of the representative 
evolutionary algorithms to solve the many-objective optimization 
problems. It has attracted notable praise from the scientific community 
and are being applied in diverse domains every day. Thus, in a new trend 
and for practical need, many real-world problems are currently being 
studied as many-objective optimization problems [14–16]. 

The reliability redundancy allocation problem (RRAP) has often 
been solved as a multi-objective problem. In addition to obtaining the 
desirable value of reliability, there is a need to optimize all the objec
tives simultaneously. Therefore, recently, effort has also been made to 
study RRAP as a many-objective optimization problem [17]. Unfortu
nately, one of the crucial aspects of such optimization problems in the 
practical domains, which was rarely addressed by the researchers, is the 
fact that not all the objectives in those problems are of same priority. 
More specifically, there are clear needs to have a closer look at the un
derlying importance and priorities that exist among the objectives of the 
real-life optimization problems. A situation which is often overlooked by 
the designers at the designing or modelling phase of a system. Accord
ingly, in many cases, designers as well as the users had to settle for less 
suitable solutions away from their optima, if not outside of their feasible 
regions [2,18]. For example, if a civil engineer is assigned to make 
structure design, there is no need of personal decision but a value 
judgement. This is because the integrity of the structure results in saving 

of lives in case of catastrophic events. So, there is a need for a 
preference-based solutions upon the value judgements integrated in the 
optimization of the structure design. Another example is modelling a 
dam on river, where there is a need of choosing flood control and water 
supply control which help in saving the structural loss and human life. In 
another case, for example, if in the radioactive waste material disposable 
process, preference is given to save costs, it may have adverse health 
effect [19]. Therefore, we clearly see that based upon the environment 
and resource availability, preference changes. These preferences play a 
crucial role in robust and safe system designing. 

In multi-objective optimization, the final solution is a set of Pareto 
optimal solutions. But to obtain a single solution, designers had to select 
based upon the preferences. That is, with preferences in the multi- 
objective optimization, the expected solution may be obtained [20]. 
Using preferences in the initial phase allow the optimizer to find a so
lution in accordance with the provided preferences, and it also provides 
a single solution. The decision maker usually has a better idea of the 
situation as well as the relative importance of the preferences, in 
advance. However, just adding preferences do not result in the optimal 
values of all the objectives. Thus, in this paper, we target both of these 
aspects and model the reliability redundancy allocation problem as a 
prioritized many-objective optimization problem. This is because, in 
real world scenarios, we have to give priority to make user-specific and 
sustainable systems. So, in order to optimize all the objectives of the 
RRAP, and also to preserve the priorities among the objectives, we 
propose a novel formulation named ‘prioritized many reliability 
redundancy allocation problems (PrMaORRAP). Then, to achieve the 
prioritized many-objective optimization while solving, we propose a 
hybrid method which utilizes the features of many-objective optimiza
tion as well as the priority relations between different objectives. We 
have divided the procedure into two modules: one is the main priority or 
the leader which will stay at the top level; underneath the first lie the 
second part in which rest of the objectives are optimized. This optimi
zation structure is embedded in the evolutionary process making a 
prioritized many-objective evolutionary algorithm. Furthermore, 
working of the approach is demonstrated through a detailed experi
mental investigation. We have extensively compared the results given by 
the proposed approach with the results of other approaches available in 
the literature. For experimentations with the proposed approach, four 
case studies (system structures): series, series-parallel, complex bridge 
and overspeed protection system for gas turbine are considered. All the 
four case studies have common objectives: maximization of reliability 
and minimization of cost, weight, and volume. The priority of reliability 
is higher than other objectives to simulate the applications where reli
ability cannot be compromised. Based on the results of simulation we 
show that the proposed approach has the capability to optimize all the 
objectives by maintaining a good value of reliability. 

The paper is ordered as follows: Section 2 gives a brief review of the 

Table 1 
Notations and symbols.  

Notation Description Notation Description 

m Number of sub- 
systems 

f Fitness function 

ri Component reliability N Number of objectives 
ni No. of component P Population 
wi Component weight Pa New solutions 
vi Component volume C Maximum cost 
RS System reliability W Maximum weight 
CS System cost V Maximum volume 
WS System weight αi Scaling factor of the ith 

component 
VS System volume βi Shaping factor of the ith 

component  
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existing literature. Section 3 contains details of our proposed approach 
for many-objective formulations for RRAP. The step-by-step procedure 
is explained here. Section 4 provides the experimental results and the 
comparative analysis. Finally, Section 5 gives a concise conclusion of the 
work with future scopes. Also, Table 1 shows the notations and symbols 
used in this study. 

2. Literature review 

In this section, we briefly review the existing literature on (A) RRAP 
as a multi/many-objective optimization problem and (B) objective pri
oritization in the evolutionary optimization. Then at the end of the 
section, we highlight the novelty and major contributions of the current 
work in distinction to the existing works. 

2.1. RRAP as a single objective optimization problem 

RRAP was presented by Kuo and Prasad [21] with exhaustive study 
of the problem. The problem is inherently NP hard [22] and researchers 
worked on classical and meta-heuristic approaches to solve this prob
lem. In Priravi et al. [23], a continuous-time Markov Chain model was 
developed for mixed and K-mixed strategies. The optimal structure of 
the multi-state series-parallel system is determined and solved using the 
discrete Bat algorithm in Xu et al. [24]. Zhang et al. [25] solved the 
reliability-based strength redundancy allocation problem using an 
Artificial bee colony algorithm. The maximum likely hood and uni
formly minimum variance were used by Modibbo et al. [26] to estimate 
the system reliability. Sedghat and Abouei Ardakan [27] used a general 
strategy to improve system reliability. The computation of reliability 
was optimized using Markov based model in Guilani et al. [28]. A 
general network structure was proposed to solve series and parallel 
structure by Yeh et al. [29]. The Pareto solutions were calculated using 
the bound-rule-Bat algorithm for solving the redundancy allocation 
problem in Yeh [30]. In Ref. [31], the multi-objective redundancy 
allocation optimization was solved using a new evolutionary framework 
called multi-factorial evolutionary algorithm taking several real-life case 
studies. For k-out–of-n:G systems, a general reliability model based on a 
mixed redundancy strategy was proposed by Zhang et al. [32]. 

In Huang et al. [33], the survival signature heuristic was used to 
solve the RRAP. In Sharifi and Taghipour [34], multi-state components 
were considered as binary-state continuous performance level compo
nents. In Sharifi and Taghipour [35], the choice of allocating 
non-identical component and common cause failure of the component in 

multi-state series-parallel system was considered. A closed-form formula 
for calculating the reliability was used to model RAP in Sharifi et al. 
[36]. In Sharifi et al. [37], immune algorithm was used to solve the 
RRAP problem with multi-state failures. In Zhang et al. [38], a 
multi-graph was constructed to model the complex system, and it was 
solved using the factoring theorem-based algorithm. 

2.2. RRAP as a multi/many-objective optimization problem 

In Khalili-Damghani et al. [39], a decision support system was used 
to order performance according to the similarity to ideal solutions. In 
Garg et al. [40], PSO was used to solve multi-objective problem as single 
objective problem taking one objective at a time. To solve the RRAP, 
mean square error of the loss function was used in Salmasnia et al. [41]. 
In Kayedpour et al. [42], significance of time in RRAP was emphasised, 
where instantaneous availability, repairability and Markov chain were 
used to solve the problem. In Zaretalab et al. [43], optimization of more 
than one system with the choice of selecting suppliers was used to solve 
multi-objective availability-redundancy allocation problem. In Muhuri 
and Nath [44], bilevel formulation of RRAP was proposed for the 
multi-objective problem, and it was solved using a new evolutionary 
based approach. In Zhao et al. [45], the coarse-grained parallel genetic 
algorithm was used to solve the multi-objective model with rearrange
ment and replacement method. A binary matrix was used to model the 
multi-type production system for multi-objective RRAP in Wang et al. 
[46]. In Azimi and Asadi [47], maximization of reliability and minimize 
of total cost was performed using NSGA-II considering the optimal 
number of static synchronous compensator. A multi-objective model 
was formulated and solved using NSGA-II considering the mean time to 
failure and cost as objectives in Azizi and Mohammadi [48]. 

2.3. Objective prioritization in (evolutionary) optimization 

In Brockhoff et al. [49], authors discussed whether all objectives are 
needed to be solved for an optimization problem. In Tan et al. [50], a 
goal sequence was used to perform multi-objective optimization and 
maintain priority. In Matsumoto et al. [51], objectives were distin
guished as hard and soft, and are used to model the objective priority 
ranking strategy. Priority ranking for the objectives were considered for 
the virtual power plant, and used to formulate a multi-objective opti
mization problem in Gong et al. [52]. In Berrada et al. [53], priority 
among the objectives was used for nurse scheduling. In Aggelogiannaki 
et al. [54], prioritized multi-objective optimization with low computa
tional cost was performed using simulated annealing. Li et al. [55] 
incorporated pre-emptive priority in a multi-objective optimization 
problem. Deb et al. [56], proposed a method to reduce the objectives 
using principal component analysis. They reduced the number of ob
jectives to the most effective ones only. Also, in Pozo et al. [57], the 

Fig. 1. Taxonomical depiction of the system configurations considered in this study (shaded ones).  

Fig. 2. Series system.  
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principal component analysis was used in multi-objective optimization 
for designing chemical supply chain. Goal programming was used to 
formulate off-grid systems by incorporating priority and decision maker 
information in Hussain et al. [58]. 

In contrast to the above, we may summarize the novelty and the 
major contributions of the current work as follows:  

1. The paper proposes a novel formulation for the prioritized many- 
objective reliability redundancy allocation problems (PrMaORRAP) 
and introduce a customized evolutionary approach to solve the 
newly formulated problem.  

2. The proposed formulation is unified in the evolutionary algorithmic 
framework through two separate algorithms. The whole formulation 
is transformed into a complete evolutionary process. To achieve the 
prioritized many-objective optimizations for RRAP, the optimization 
is divided into two separate modules: first is the main priority or the 
leader which stays at the top; and underneath the first, lie the second 
part in which rest of the objectives are optimized. 

3. We demonstrate the working of the proposed PrMaORRAP consid
ering four diverse system structure viz., the series system, series- 
parallel systems, complex bridge systems, and the overspeed gas 
turbine systems.  

4. We perform a thorough comparative analysis in terms of the average 
solutions and the convergence, and show the efficacy of the proposed 
formulation. 

The system configurations considered in this study are taxonomically 
shown in the Fig. 1 (shaded ones), similar to the ones provided in Refs. 
[36,59]. The system’s strategy is standby for series, parallel, 
series-parallel or complex structure with identical binary-state constant 
failure rate. 

3. Prioritized many-objective RRAP: formulation and solution 

This section presents RRAP as prioritized many-objective problems 
and proposes a novel evolutionary based solution approach to solve it. 

3.1. Formulation 

Now, suppose, RS,CS, WS and VS are the system reliability, system 
cost, system weight and system volume, respectively. With these nota
tions, Eq. (1) shows the basic mathematical formulation of the many- 
objective RRAP. 

max Rs(ri, ni),min Cs(ri, ni),min Ws(ni),min Vs(ni)

s.t. g(ri, ni) ≤ b, 0 ≤ ri ≤ 1 and 1 ≤ ni ≤ m (1) 

where, r is the component reliability, n is the number of components 
in a sub-system, and m is the number of sub-systems. The structure of the 
main function of the reliability changes based on the design of the sys
tem and the number of sub-systems. Three or more objectives depict the 
structure of many-objective optimization problems. By giving equal 
weightage to all the objectives, a complete system may hardly be con
structed. One has to make choices to make a sustainable model. To 
handle this issue, we propose objective prioritized formulations to solve 
many-objective optimization problems. 

In prioritized many-objective problems, objectives may have 
different priorities and may be optimized at different levels. That is, in 
prioritized many-objective optimization, based on the priorities, sepa
rate optimization levels viz., leader level and follower levels are used. 
The upper-level act as leader and the lower-levels acts as followers. This 
notion is transferred to the decision variables also which are upper and 
lower-level variables. The lower-level problems will be the constraints 
for the upper-level problem. 

L1 : minf1(x),
L2 : minf2(x),

⋮
Ln : minfn(x),

s.t.x ∈ D

(2)  

where, n is the number of objectives, x is the decision variable, L are the 
priority levels and D is the decision space. 

In RRAP, reliability is the crucial objective and the whole system 
depends upon it. If RRAP is solved purely as many-objective problem, 
then a significant amount of cost, weight and volume are saved but we 
may end up with an undesirable reliability. In order to make it as nearer 
to the optimal solutions as possible by simultaneously optimizing cost, 
weight and volume, we may formulate the problem as prioritized opti
mization problem considering reliability as the main objectives, and 
optimizing the rest under constraints. Thus, we formulate RRAP as an 
objective prioritized many-objective problem. To accommodate all the 
criteria and for obtaining the desirable value of reliability, we propose a 
novel method, named, ‘prioritized many-objective optimization for 
RRAP’. Here, the upper-level problem maximizes the reliability, and the 
lower-level problem comprises aggregation of multiple optimization 
problems associated with the minimization of cost, weight, and volume. 
We formulate RRAP as a prioritized many-objective problem as follows: 

MaxRs(ri,ni),

s.t.min Cs(ri,ni),min Ws(ni),min Vs(ni),g(ri,ni)≤ b, 0≤ ri ≤ 1 and 1≤ ni ≤m
(3) 

Here, r is the reliability of the components, n is number of compo
nents in a sub-system, and m is the number of sub-systems. RS,CS, WS 

Fig. 3. Series-parallel system.  

Fig. 4. Complex (bridge) system.  

Fig. 5. Overspeed protection system of gas turbine.  
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and VS are system reliability, system cost, system weight and system 
volume, respectively. 

The weighted sum approach is used to handle the lower-level ob
jectives. The formulation used for the weighted sum approach is as 
follows: 

min(w1CS + w2WS + w3VS)

s.t. VS − V ≤ 0,CS − C ≤ 0,WS − W ≤ 0, w1 + w2 + w3 = 1 (4) 

Four different case studies (CSs) are studied here with different sub- 
systems. These case studies are series systems (CS-1), series-parallel 
systems (CS-2), complex bridge system (CS-3), and overspeed protec
tion system for gas turbine (CS-4) [60,61]. All the case studies are 
modeled in the structure of the prioritized many-objective model. 

3.1.1. Series system 
This is the simplest structure with all the sub-systems arranged in 

sequence. One typical series system is depicted in Fig. 2, where the 
number of sub-systems is five. The mathematical formulation of the 
prioritized many-objective model is a non-linear mixed-integer pro
gramming problem, as given below: 

Maxf
(
rU , nL) =

∏m

i=1
Ri(ni)

s.t.n ∈ argmin
n

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

minCs =
∑m

i=1
αi

(

−
1000
ln(ri)

)βi

[ni + exp(0.25ni)]

MinVs =
∑m

i=1
wiv2

i n2
i

minWs = winiexp(0.25ni)

VS − V ≤ 0,CS − C ≤ 0,WS − W ≤ 0

0 ≤ ri ≤ 1, ni ∈ Z+, 1 ≤ i ≤ m

(5) 

Here, Ri(ni) = 1 − (1 − ri)
ni . Also, αi and βi represents the physical 

characteristics of the ith component. The argmin provides the value of nL 

for which Cs, Vs and Ws are minimum for the selected rU value. Here, the 
priorities among the objectives are imposed since the rU is fixed for the 
argmin and it bounds nL for the respective rU value. This relationship will 
be followed in the objective also. Thus, the values of Cs, Vs and Ws are 
calculated for the selected rU. 

3.1.2. A series-parallel system 
This system has sub-systems combined in series and parallel struc

ture. Fig. 3 shows the structure of a series-parallel system. The nonlinear 
mixed integer mathematical formulation of series-parallel system as the 
prioritized many-objective model may be given as follows: 

Maxf
(
rU , nL) = 1 − (1 − R1R2)(1 − (R3 + R4 − R3R4)R5)

s.t.n ∈ argmin
n

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

minCs =
∑m

i=1
αi

(

−
1000
ln(ri)

)βi

[ni + exp(0.25ni)]

MinVs =
∑m

i=1
wiv2

i n2
i

minWs = winiexp(0.25ni)

VS − V ≤ 0,CS − C ≤ 0,WS − W ≤ 0

0 ≤ ri ≤ 1, ni ∈ Z+, 1 ≤ i ≤ m

(6)  

where, Ri(ni) = 1 − (1 − ri)
ni . Also, αi and βi represents the physical 

characteristics of the ith component. 

3.1.3. Complex (bridge) system 
In complex (bridge) system, a bridge is there which joins the parallel 

system with a link. Due to this, the calculation of reliability is not 
straight forward but a complex function is formed. Accordingly, the 
mathematical formulation of the prioritized many-objective model for a 
complex (bridge) system can be expressed as follows: 

Maxf
(
rU , nL) = R1R2 + R3R4 + R2R4R5 + R2R3R5 − R1R2R3R4 − R1R2R3R5

− R1R2R4R5 − R1R3R4R5 − R2R3R4R5 + 2R1R2R3R4R5

s.t.n ∈ argmin
n

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

minCs =
∑m

i=1
αi

(

−
1000
ln(ri)

)βi

[ni + exp(0.25ni)]

MinVs =
∑m

i=1
wiv2

i n2
i

minWs = winiexp(0.25ni)

VS − V ≤ 0,CS − C ≤ 0,WS − W ≤ 0

0 ≤ ri ≤ 1, ni ∈ Z+, 1 ≤ i ≤ m
(7)  

where, Ri(ni) = 1 − (1 − ri)
ni . Also, αi and βi represents the physical 

characteristics of the ith component. A typical complex (bridge) system 
is shown in the Fig. 4. 

3.1.4. Overspeed protection system for gas turbine 
The overspeed protection system for gas turbine is shown in Fig. 5. 

The system is used for controlling the overspeed of the turbine with the 
help of valves which provide fuel. The mathematical formulation of the 
prioritized many-objective model for an overspeed protection system for 
gas turbine can be expressed as follows: 

Maxf
(
rU , nL) =

∏m

i=1
[1 − (1 − ri)

ni ]

s.t.n ∈ argmin
n

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

minCs =
∑m

i=1
αi

(

−
1000
ln(ri)

)βi

[ni + exp(0.25ni)]

MinVs =
∑m

i=1
wiv2

i n2
i

minWs = winiexp(0.25ni)

VS − V ≤ 0,CS − C ≤ 0,WS − W ≤ 0

0 ≤ ri ≤ 1, ni ∈ Z+, 1 ≤ i ≤ m

(8)  

where, C(ri) = αi

(
− T

ln(ri)

)βi
. Also, αi and βi represents the physical 

characteristics of the ith component. Further, T is the operating time 
during which the components must not fail. 

3.2. Proposed solution approach 

While optimizing all the objectives of RRAP using pure multi- 
objective solutions, we obtain solutions which are optimal in all objec
tives equally [2,18]. But in real-life applications, this is often not 
possible [19]. To make the system viable, there requires priorities 
among the objectives. For example, the main criterion of the industrial 
application such as network, manufacturing and safety system in 
transport is throughput, costs, or reliability [15,16,44,62]. Additionally, 
there are implications like space scarcity etc. To accommodate these 
challenges, our proposed approach attempts to solve the problem of 
reliability (which is the main criteria here) as a prime objective and 
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considers the additional objectives such as cost, weight, and volume as 
secondary objectives. So, we develop a customized evolutionary 
approach for this problem. The proposed formulation is unified in the 
evolutionary algorithmic framework, and hence transformed into a 
complete evolutionary process, as shown in Algorithms 1 and 2. To 
achieve the prioritized many-objective optimization for RRAP, the 
optimization is divided into two modules. One is the main priority or the 

leader which will stay at the top level. Underneath the first lie the second 
part in which rest of the objectives are optimized. The whole procedure 
can be characterized in initialization, fitness calculation, lower-level 
module, recombination and termination which are briefly explained 
next. 

3.2.1. Initial population 
A randomly generated set of prospective solutions of size N is used as 

initial population. In our prioritized many-objective model, the decision 
variable for the upper-level is component reliability (ri), as may be seen 
in Fig. 6. This figure also shows a sample randomly generated solution. 

3.2.2. Fitness calculation 
The objective function used to calculate the fitness values of all the 

solutions of population. Here in our problem, the objective functions are 
system reliability, cost, weight and volume. But, in this step, only reli
ability value is computed. The considered upper-level variable is ri, 
using which the lower-level objectives: cost, weight and volume are 
computed. For a particular value of component reliability, optimal 
values of cost, weight and volume are calculated in the lower-level. By 
using the value of corresponding lower-level variable (ni), the value of 
system reliability is computed. 

3.2.3. Recombination (selection, crossover and mutation) 
We have used the tournament selection to select the solution for 

crossover and mutation in our approach. A tournament is done among 
two randomly selected solutions and the better one is used for the 
crossover and mutation. 

In our approach, the solution structure comprises two different types 
of decision variables (Fig. 7). First one is the reliability of the compo
nents which is real-valued, and the second one is the number of 
redundant components which is integer-valued (Fig. 8). For such solu
tion structure, blend crossover (BLX) is used. In this crossover, there are 
two parents, which are: r1

i /n1
i and r2

i /n2
i . Using these, an interval is 

created with the range [r1
i /n1

i − α(r2
i /n2

i − r1
i /n1

i ), r2
i /n2

i + α(r2
i /n2

i −

r1
i /n1

i )], where α provide the outside range area provided by the user. 
From this interval and the defined outside area, randomly a value is 
selected which forms the new solution. Fig. 9 shows the BLX operator 
with its inside and outside range. 

A typical crossover operation is shown in the Fig. 10(a). For muta
tion, normal distributed mutation operator is used. The mathematical 
description of the operator is given in Eq. (9). Mutation operation 
example is shown in Fig. 10(b). 

r′
i

/
n′

i = ri
/

ni + N(0, 1) (9) 

Algorithm 1 
Prioritized many-objective optimization for RRAP.  

Input: Case study type (type of case study and the number of sub-systems). 
Output: Optimal combination of component reliability and number of components. 
1: Initial population: Pt which contain randomly generated component reliability ri. 
2: Fitness calculation (reliability, cost, weight and volume) of the candidate solutions.   

○ Call ni = Lower-level optimization function (m, ri).   

○ Calculate the fitness value of reliability based upon the provided ni and ri values. 
Cost, weight and volume are also recorded. 

3: Execute the genetic algorithm:   

○ Apply tournament selection to select the solution for further process.   

○ Recombination.   

○ Call ni = Lower-level optimization function (m, ri) for newly generated ri.   

○ Calculate the fitness value of reliability based upon the provided ni and ri values. 
Cost, weight and volume are also recorded.   

○ Select new solutions with optimal fitness to form new population. 
4: Go to Step 3 until termination criteria.  

Algorithm 2 
Lower-level optimization function.  

Input: Number of sub-systems (m) and component reliability (ri). 
Output: A set of near optimal solutions from the population. 
1: Initial Population: Randomly generate a set of initial solutions Pt which contain 

randomly generated number of components ni. 
2: Calculate the values of cost, weight and volume based upon the provided ni and ri 

values. 
3: Normalize the values of cost, weight and volume. A scalar function combining all 

three is formed with uniformly generated weight vectors. The value provided by the 
scalar function is considered as fitness value. 

5: Truncate the population to the original size by selecting the best individuals. 
6: Apply tournament selection to select the solution from the population. 
7: Generate new solution using recombination. 
8: Append new and old individuals in one population. 
9: Go to step 2 until termination criteria.  

Fig. 6. Randomly generated solution for upper-level.  

Fig. 7. Upper-level and lower-level objectives.  

Fig. 8. Randomly generated solution for lower-level.  
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3.2.4. Termination 
After a certain set of iterations of the previous steps, the whole 

procedure will terminate giving the optimized values for the RRAP. All 
the steps of the proposed PrMaORRAP are shown in the Fig. 11. 

4. Simulation results 

This section presents the details of the conducted experiments for 
solving the prioritized many-objective optimization for RRAP formu
lated in the Section 3. For the simulation, we have used a licensed 
Matlab 2018a software on a machine with a 4 GB RAM and an Intel(R) 
Core(TM) i5-2400 CPU to conduct our experiments. To have a 
comparative view of the results, we have compared the results with 
previously solved solutions of the problems. First, we have discussed 
about the datasets employed for our experimentation. 

4.1. Data sets 

Table 2 provides the data for the CS-1 with five sub-systems. Table 3 
shows the data for CS-2 and CS-3 with five sub-systems each, whereas 
Table 4 shows the input data for the overspeed drive system of CS-4 with 
four sub-systems. 

Fig. 9. Blend crossover range.  

Fig. 10. (a) Sample crossover example and (b) Sample mutation example.  

Fig. 11. Prioritized many-objective optimization for RRAP.  

Table 2 
Data used in the series-parallel system.  

i 105αi βi Wiv2
i wi V C W 

1 2.5 1.5 2 3.5 180 175 100 
2 1.45 1.5 4 4 
3 0.541 1.5 5 4 
4 0.541 1.5 8 3 
5 2.1 1.5 4 4.5  

Table 3 
Data used in the complex (bridge) system and the series system.  

i 105αi βi Wiv2
i wi V C W 

1 2.33 1.5 1 7 110 175 200 
2 1.45 1.5 2 8 
3 0.541 1.5 3 8 
4 8.05 1.5 4 6 
5 1.95 1.5 2 9  

Table 4 
Data used in the overspeed drive system systems.  

i 105αi βi vi wi V C W T 

1 1 1.5 1 6 250 400 500 1000h 
2 2.3 1.5 2 6 
3 0.3 1.5 3 8 
4 2.3 1.5 2 7  

R. Nath and P.K. Muhuri                                                                                                                                                                                                                     



Reliability Engineering and System Safety 244 (2024) 109835

8

4.2. Simulation results using prioritized many-objective optimization for 
RRAP 

The simulation is performed for 20 independent runs. We have first 
shown the convergence pattern obtained using the proposed formula
tion. Then, we compare the best solutions with decision and objective 
values with the previously known results of the problem. The average 
results for all the objectives are presented in Tables 5–8 for all the case 
studies. The convergence graphs of CS-1 displaying reliability, cost, 
weight and volume are shown in Fig. 12. 

Similarly, Figs. 13–15 are showing the convergence graphs for CS-2, 
CS-3 and CS-4 respectively. As may be seen in Fig. 12(a), reliability is 
improving throughout the span of iterations. In Fig. 12(b), cost first start 
improving, and then it goes back. In Fig. 12(c) and (d), weight and 
volume are not improving compared to the previous values; but, for a 
particular reliability value, cost, volume, and weight are optimized. 

For CS-2, as may be seen in Fig. 13(a), reliability is improving. Cost 
and weight followed mixed pattern as may be seen in Fig. 13(b) and (c), 
respectively. In Fig. 13(d), volume is improved. In Fig. 14(a) and (b), 
reliability and cost are improved throughout. Weight and volume stayed 
constant in Fig. 14(c) and (d). In Fig. 15(a) reliability is improving 
throughout. Cost, weight and volume followed mixed pattern as can be 
seen in Fig. 15(b)–(d). In Fig. 15(b)–(d), cost, weight and volume are not 
improving when compared with the existing values. But for specific 
reliability values, cost, volume and weight are optimized. 

From the Figs. 12–15, we may observe the convergence of the reli
ability, cost, weight and volume plots. In all these figures, we can see 
that reliability has improved throughout, but other objectives have not 
improved that much. This happened due to the priority relationships 

among the reliability, cost, weight, and volume. All the objectives are 
optimized but the conflicting nature of the objectives are limiting the 
improvements of the cost, weight, and volume. 

4.3. Comparison with existing results 

Here, we compare the results obtained from the proposed formula
tion with the previously known results from the literature [60,61, 
63–77]. In Table 9, the first row shows the works with which results are 
compared. In the second row, the best function value of reliability is 
compared. After that, in rows 3 to 7, values of the decision variable ni is 
given which provide the number of components used for ith sub-system. 
Then, the next five rows (which is ri), show the component reliability for 
the ith sub-system. At the end, the last three rows show the saved 
quantity of volume, cost and weight. In Table 9, results obtained from 
the CS- 1 are compared with the existing results from the literature. 
Here, we can see that the proposed approach is performing well in terms 
of reliability. Additionally, the proposed approach is also able to save 
volume, cost, and weight. Table 10 gives the results of CS-2, from which 
it can be seen that results given by the proposed approach are compa
rable with the same of the other existing methods in terms of reliability, 
cost, weight and volume altogether. 

In Table 11, results obtained for CS-3 are compared with the results 
given by other competitive methods. It is clearly visible that reliability 
obtained from the proposed approach is the best. In Table 12, results 
obtained for CS-4 are compared with existing results. Here, we have 
observed comparable values of reliability as well as the best value of cost 
for the proposed approach. 

Table 5 
Average solutions for CS-1.  

Iteration 250 500 1000 2000 4000 5000 8000 10,000 15,000 20,000 
Reliability 0.9998 0.9998 0.9999 0.9999 0.9999 0.9999 0.9999 0.9999 0.9999 0.9999 
Cost 172.9 171.7 169.5 171.5 173.0 174.3 173.9 173.9 173.7 174.4 
Weight 194.6 195.7 195.7 195.7 195.7 195.7 195.7 195.7 195.7 195.7 
Volume 88 87 92 92 92 92 92 92 92 92 
Time 7053 14,078 28,130 56,226 112,441 140,556 224,894 281,096 421,590 562,051  

Table 6 
Average solutions for CS-2.  

Iteration 250 500 1000 2000 4000 5000 8000 10,000 15,000 20,000 
Reliability 0.9197 0.9215 0.9234 0.9237 0.9266 0.9273 0.9291 0.9293 0.9298 0.9300 
Cost 170.0 174.4 174.1 173.8 172.5 174.3 174.4 174.8 174.9 175.0 
Weight 190.4 191.5 190.4 190.4 191.5 191.5 191.5 191.5 191.5 191.5 
Volume 85 85 85 85 83 83 83 83 83 83 
Time 3135 6258 12,504 24,996 49,978 62,470 99,936 124,913 187,355 249,795  

Table 7 
Average solutions for CS-3.  

Iteration 250 500 1000 2000 4000 5000 8000 10,000 15,000 20,000 
Reliability 0.99997 0.99998 0.99998 0.99998 0.99998 0.99998 0.99998 0.99998 0.99998 0.99998 
Cost 170.5 171.7 173.2 174.7 174.7 174.8 174.9 174.9 175.0 175.0 
Weight 99.3 99.3 99.3 99.3 99.3 99.3 99.3 99.3 99.3 99.3 
Volume 142 142 142 142 142 142 142 142 142 142 
Time 3136 6259 12,505 25,000 49,989 62,484 99,968 124,957 187,433 249,907  

Table 8 
Average solutions for CS-4.  

Iteration 250 500 1000 2000 4000 5000 8000 10,000 15,000 20,000 
Reliability 0.9989 0.9996 0.9998 0.9998 0.9999 0.9999 0.9999 0.9999 0.9999 0.9999 
Cost 303.7 276.8 384.2 377.9 392.5 392.5 392.5 384.0 384.0 384.0 
Weight 321.8 439.0 439.0 499.4 484.6 484.6 484.6 484.6 484.6 484.6 
Volume 133 163 163 194 195 195 195 195 195 195 
Time 3203 6111 11,887 23,644 47,245 58,962 94,312 118,003 177,165 238,006  
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Fig. 12. Convergence graph: (a) Reliability, (b) Cost, (c) Weight and (d) Volume for CS-1.  

Fig. 13. Convergence graphs: (a) Reliability, (b) Cost, (c) Weight and (d) Volume for CS-2.  
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Fig. 14. Convergence graphs: (a) Reliability, (b) Cost, (c) Weight and (d) Volume for CS-3.  

Fig. 15. Convergence graphs: (a) Reliability, (b) Cost, (c) Weight and (d) Volume for CS-4.  
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5. Conclusion 

In this paper, we have reported a study of the RRAP as a prioritized 
many-objective optimization problem considering all the four objec
tives: system reliability, system cost, weight and volume. All the ob
jectives are considered simultaneously but reliability got the priority 
over others. Thus, we have formulated the prioritized many-objective 
RRAP (PrMaORRAP) for four different system structures viz., series, 
series-parallel systems, complex bridge systems, and overspeed gas 
turbine system. Then, for the formulated PrMaORRAPs, we have pro
vided a novel solution procedure based on the well-known GA. We have 
demonstrated its working step by step, and detailed discussions are 
provided. We have presented all the results in a competitive fashion to 
have a thorough comparative assessment of the proposed approach. 
Furthermore, we have compared the results obtained from the proposed 
approach with the approaches available in the literature. From the 
experimental results, it is observed that the proposed approach is su
perior to others for most of the time. It has the capability to optimize all 
the objectives by maintaining a good value of reliability. Future research 
may consider solving the MaORRAPs with more than four objectives 
considering more complex systems and additional objectives such as 
fault-tolerance, thermal stability, and energy efficiency. 
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