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Abstract

This thesis is part of the research effort at the University of Bergen trying to understand
"What are the effects of particle precipitation on the atmosphere?". An important step
toward an answer is to improve the parameterization of Medium Energy Electron (MEE,
2 30 keV) precipitation used as input in chemistry-climate models. MEE precipitation
ionizes the mesosphere and upper stratosphere and initiates chemical reactions that
ultimately might change the polar atmospheric circulation and impact the regional winter

weather patterns at high latitudes.

MEE parameterizations often fail to accurately capture the intensity, extent, and dura-
tion of events, particularly when considering the high-energy tail of MEE (2 300 keV).
This thesis aims to increase our understanding of these high-energy tail electrons, offering
valuable insights for improving atmospheric models and understanding magnetospheric
dynamics. Organized in three research papers, the thesis uses optimized MEE precipi-
tation measurements from the Medium Energy Proton and Electron Detectors aboard
the Polar Operational Environmental Satellite (POES) and Meteorological Operational
Satellite (MetOp) series. Solar wind parameters and geomagnetic indices such as AE,
Kp, and Dst are used to evaluate the solar wind driving and magnetospheric processes.

The datasets span one solar cycle from 2004 to 2014.

Paper I investigates the intensity, timing, and duration of the = 300 keV versus 2> 30
keV fluxes against different solar wind structures. It reveals that the more frequent high-
speed solar wind streams result in weaker responses than the less frequent coronal mass
ejections and that the high-energy tail properties are dependent on structure. Despite a
strong overall correlation (0.89) between the flux peaks of the two channels, the higher
energies can deviate by an order of magnitude for a certain 2 30 keV response. High-
energy fluxes typically peak at zero to three days after the lower energies, with solar
wind dynamics influencing the delay. The 2 300 keV flux generally lasts four days,
somewhat independent of solar wind drivers, in contrast to the shorter-lived 2 30 keV
response. The distinctions found within the MEE spectrum highlight the importance of
integrating such nuances into atmospheric modeling, and the results further suggest a
stochastic MEE parameterization for a more precise representation of the different effects

driven by solar wind dynamics.

Paper IT analyzes solar wind properties and geomagnetic responses associated with sub-

stantial 2> 30 keV flux events that are further categorized by their high-energy tail re-



vi Abstract

sponse. It finds that strong = 300 keV fluxes can enhance the NO density down to 60 km,
but that no single parameter fully explains their variability. However, patterns of ele-
vated solar wind speeds after deep Dst troughs seem to be important for strong responses
in these high energies. A probability assessment revealed that certain thresholds of Kp
and Dst can close to guarantee or exclude strong 2> 300 keV responses identifying over
half of the selected events. The thresholds for Dst are dependent on solar wind structure
and can lead to a more accurate assessment if taken into account. Though providing in-
sight into how thresholds can be used in a stochastic MEE model, it was concluded that
case studies were needed to specifically understand what causes significant enhancements
of 2 300 keV precipitation.

Paper I1I builds on Paper II by examining case studies of the events with strong 2 30
keV fluxes that are separated by weak versus strong 2 300 keV fluxes. It reveals that a
combined application of Kp and Dst criteria can identify about 85% of these events across
the solar cycle. However, the study notes the need to refine the theory that high solar
wind speeds following a deep Dst trough lead to significant 2> 300 keV fluxes and highlight
the importance of sustained geomagnetic activity and radiation belt preloading. It also
finds that predicting the absence of strong 2> 300 keV fluxes is more straightforward than
predicting its occurrence, as the direction of the solar wind magnetic field plays a critical

role in inhibiting such events.

Combined, the three papers imply that concurrent criteria and/or a stochastic approach
is required to better capture the nature of the high-energy tail of electron precipitation

in chemistry-climate models.



Sammendrag

Denne avhandlingen er en del av en stgrre forskningsinnsats ved Universitetet i Bergen
som prover & forstd "Hva er effektene av partikkelnedbgr pa atmosferen?". Ett viktig
steg mot et svar er & forbedre parametriseringen av Medium Energy Electrons (MEE,
2 30 keV) som blir brukt som inndata i kjemiske klimamodeller. MEE nedbgr ioniserer
mesosfzeren og den gvre stratosfeeren og initierer kjemiske reaksjoner som i siste instans
kan endre den polare atmosfeeriske sirkulasjonen og pavirke det regionale veeret ved hgye

breddegrader om vinteren.

MEE parametriseringer klarer ikke & fange opp intensiteten, omfanget, eller varigheten
av hendelser, spesielt nar man vurderer de hgyeste energiene eller "halen" til energispek-
teret (2 300 keV). Denne avhandlingen tar sikte pa & gke var forstaelse av denne halen,
og tilbyr verdifull innsikt for forbedring av atmosfaeriske modeller og en dypere forstéaelse
av dynamikken i magnetosfeeren som forarsaker dem. Organisert i tre forskningsartikler
bruker avhandlingen optimaliserte méalinger av MEE nedbgr fra Medium Energy Proton
and Electron Detectors ombord pa Polar Operational Environmental Satellite (POES)
og Meteorological Operational Satellite (MetOp) serien. Solvindparametre og geomag-
netiske indekser som AE, Kp og Dst brukes for & evaluere solvindens péavirkning og

magnetosfeeriske prosesser. Datasettene dekker en solsyklus fra 2004 til 2014.

Artikkel T undersgker intensiteten, timingen og varigheten av = 300 keV versus =
30 keV fluksene mot ulike solvindstrukturer. Den avdekker at de mer hyppige hgy-
hastighetsstrommene resulterer i svakere respons enn de mindre hyppige koronautbrud-
dene, og at egenskaper til MEE halen er avhengige av solvindstruktur. Til tross for en
sterk overordnet korrelasjon (0.89) mellom de to fluxsene, kan hgyere energier avvike
med en stgrrelsesorden for en bestemt 2> 30 keV respons. Fluxes til halen nar sin topp
null til tre dager etter de lavere energiene, der solvindstruktur pavirker evalueringen. =
300 keV fluksen varer generelt fire dager, noe uavhengig av struktur, i motsetning til den
kortvarige = 30 keV responsen. Forskjellene funnet innen MEE spekteret understreker
viktigheten av & integrere slike nyanser i atmosfeerisk modeller, og resultatene antyder
videre at en stokastisk MEE parametrisering kan gi en mer presis representasjon av de

forskjellige effektene drevet av solvinden.

Artikkel IT analyserer solvindsegenskaper og geomagnetiske responser assosiert med be-
tydelige 2 30 keV flukser som videre kategoriseres etter halens respons. Den finner at
sterke 2 300 keV flukser kan gke tettheten av NO ned til 60 km, men at ingen av pa-
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rameter kan alene forklare variasjonen. Hgy solvindhastighet etter et dypt Dst utslag
ser ut til & veere viktig for sterk respons i halen. En sannsynlighetsvurdering avslgrte
at visse terskler for Kp og Dst nesten kan garantere eller utelukke en sterk 2 300 keV
respons, og star for over halvparten av de identifiserte hendelsene. Tersklene for Dst er
avhengige av solvindstrukturen og gir en mer ngyaktig vurdering hvis de tas i betrakt-
ning. Selv om det gir innsikt i hvordan terskler kan brukes i en stokastisk MEE modell,
ble det konkludert at det var ngdvendig med & analysere de enkelte tilfellene for & forsta

hva som forarsaker betydelige fluksgkninger i 2 300 keV elektronnedbgr.

Artikkel IIT bygger p& Artikkel II ved & undersgke enkle tilfellene med sterke 2> 30 keV
flukser delt inn i svake versus sterke = 300 keV flukser. Den avslgrer at en kombinert
anvendelse av Kp- og Dst-kriterier identifiserer omtrent 85% av disse hendelsene gjennom
disse 11 arene. Imidlertid papeker studien behovet for & modifisere teorien om at hgye
solvindhastigheter etter en dyp Dst forer til betydelige 2 300 keV flukser, og understreker
betydningen av vedvarende geomagnetisk aktivitet og et allerede styrket stralingsbelte.
Den finner ogsé ut at det er enklere & forutsi fravaeret av sterke = 300 keV flukser,
ettersom retningen pé det magnetiske feltet i solvinden spiller en avgjorende rolle i &

hemme slike hendelser.

Samlet sett antyder de tre artiklene at samtidige kriterier og/eller en stokastisk tilnaerm-
ing er ngdvendig for bedre & gjenspeile naturen til halen av MEE nedbgr i kjemiske

klimamodeller.
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1 Introduction

The solar wind is a constant stream of energetic particles emitted from the Sun. It con-
sists primarily of protons and electrons. Upon reaching Earth, the planet’s magnetic
field acts as a shield, defending against most solar wind particles. Nonetheless, a frac-
tion of these particles can still penetrate and become trapped within Earth’s magnetic
field environment. This not only poses a risk of radiation damage to satellites and astro-
nauts but also contributes to the phenomenon known as Energetic Particle Precipitation
(EPP). EPP deposits its energy in the upper and middle atmosphere by ionization, dis-
sociation, or excitation of atmospheric gases. These reactions can affect the atmosphere
in varied and complex ways. This thesis is part of the research group at the University of
Bergen that investigates the impacts of precipitating particles on the atmosphere. More

specifically, the work in this thesis focuses on Energetic Electron Precipitation (EEP).

EEP is most commonly known for its visual display of the auroras in the polar night
sky. Another effect of EEP is the production of the chemically reactive species of odd
nitrogen (NO,: NO, NO3) and odd hydrogen (HO,: H, OH, HO3) gases. These gases
can catalytically destroy mesospheric and stratospheric ozone at high latitudes. NO, is
particularly important due to its long lifetime during polar winter darkness. Ozone plays
a crucial role in absorbing incoming UV radiation and converting it into thermal energy
that heats the local atmosphere. However, in the absence of sunlight, ozone emits infrared
radiation, which leads to a cooling effect. Hence, altering ozone concentration will affect
the local temperature. Changes in temperature due to EEP-induced ozone depletion can
initiate complex feedback loops that can change the polar atmospheric circulation, which
ultimately can map down onto regional surface climate (Seppald et al., 2013; Maliniems
et al., 2016).

The strength of EEP’s atmospheric impact is highly dependent on the fluxes and energies
of the precipitating electrons. The abundant auroral electrons have energies < 30 keV,
which allows them to reach the lower thermosphere and upper mesosphere. Auroral
precipitation is the main driver of the EEP indirect effect, which is associated with
the general downward circulation at the pole that transports NO, to mesospheric and
stratospheric altitudes. At these lower altitudes, NO, can efficiently impact ozone. In
contrast, Medium Energy Electrons (MEE) originate from the radiation belt, where they
have been accelerated to energies = 30 keV. MEE precipitation can reach the mesosphere,
and its high-energy tail (2 300 keV) can even reach the upper stratosphere, allowing for

a direct effect on ozone.
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Figure 1.1: A view of the aurora from the International Space Station caused by energetic
particles precipitating into the atmosphere. Credit: NASA

The atmospheric effects of the frequent auroral EEP have been extensively studied and
are fairly well established (Marsh et al., 2004; Sinnhuber et al., 2011). However, accurate
quantification of the MEE spectrum remains difficult due to instrumental challenges and
various data handling, as well as incomplete knowledge of the complex magnetospheric
dynamics that trap, accelerate, and scatter the electrons in the inner magnetosphere.
These challenges manifest themselves in the parameterizations of MEE precipitation

used in chemistry-climate models.

Current MEE parameterizations fall short in reproducing not only the intensity of MEE
precipitation events but also in capturing the atmospheric extent and duration of the
events (Tysspy et al., 2019; Nesse Tysspy et al., 2022). They typically offer an averaged
MEE response and use a single geomagnetic index for scaling. This approach struggles
to capture the variation of the precipitation over daily to decadal scales, especially when
considering the high-energy tail of MEE during periods of strong solar wind driving.
Understanding the mechanisms that drive these high-energy tail electrons and how they
differ from the lower-energy MEE might be one of the missing puzzle pieces for optimizing

MEE parameterization.

Refining current MEE parameterizations is essential to achieving a more accurate assess-

ment of EEP’s atmospheric effects and its role in solar forcing. This requires optimized
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data handling and a comprehensive understanding of the entire MEE energy spectrum.

1.1 Objective

Building on the optimized estimates of precipitating MEE fluxes by Nesse Tyssoy et al.
(2016), this thesis aims to investigate the nature of high-energy tail MEE precipitation.
The objective is to increase our understanding of the high-energy tail’s unique behavior

and drivers. To achieve this, the thesis sets out to answer two main research questions:

1. How do the characteristics of the high-energy tail differ from those of lower-energy

MEE precipitation?

2. Which solar wind and geomagnetic parameters can capture the variations in the

high-energy tail of MEE precipitation?

Paper I addresses the first research question by comparing 2 30 keV with = 300 keV
fluxes within the context of different solar wind structures and their properties. More
specifically, it quantifies how the fluxes vary in intensity, timing, and duration. The

analysis is done using data over 11-years from 2004 to 2014.

Paper II addresses the second research question by analyzing solar wind properties and
geomagnetic responses associated with substantial = 30 keV flux events. The events
are selected over the same period as in Paper 1. This analysis further categorizes the
events by the intensity of their high-energy tail response. Through superposed epoch
analysis, Paper II aims to determine the strength of the solar wind and geomagnetic
responses required for significant high-energy tail fluxes. It also seeks to provide insight
into the magnetospheric dynamics that drive these high energies. The focus on the
largest MEE flux responses addresses the challenge of their underestimation in current

parameterizations.

Paper III focuses on specific case studies based on a selection of events defined in Paper
I1. These events all have strong 2 30 keV fluxes but are separated by strong versus weak
2 300 keV fluxes. This targeted analysis aims to deeply investigate the specific solar

wind and geomagnetic properties that lead to strong high-energy tail fluxes.

Together, these papers advance our understanding of the high-energy tail of MEE pre-
cipitation and its solar and magnetospheric drivers. They pave the way for an improved
MEE parameterization that captures the nature of these high-energy electrons. This re-
search also marks a crucial step toward the creation of a stochastic MEE model that
goes beyond the typical average response scaled by geomagnetic activity. The initiative
to more accurately capture the variability of the entire MEE energy spectrum is moti-

vated by the need for a realistic assessment of EEP’s atmospheric effects. Furthermore,
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this collective work can enrich radiation belt research and the field of solar atmospheric

forcing, providing benefits across these scientific communities.

1.2 Outline

Chapter 2 introduces the solar wind and magnetosphere’s interactions, focusing on the
processes that lead to EEP. Chapter 3 provides insight into EEP’s atmospheric effects
and addresses the challenges in parameterizing MEE, which motivates this research.
Chapter 4 provides an in-depth look at the data sources and some methodologies. Chap-
ter 5 introduces the three research papers that each contribute to a better understanding
of MEE precipitation. Chapter 6 summarizes the key findings of the thesis and outlines
directions for future research, highlighting the study’s contributions to the field of at-
mospheric and space sciences. Finally, the three papers that constitute the thesis are

presented in full.



2 The Origin of Energetic Particle Precipitation

This chapter provides the scientific foundation to understand the origin of Energetic
Particle Precipitation (EPP), with a particular focus on Energetic Electron Precipitation
(EEP). Originating from the Sun, these particles journey through interplanetary space
as the solar wind. Encountering Earth, the interaction between the solar wind and
the magnetosphere causes geomagnetic disturbances and facilitates transportation and

acceleration of particles within the magnetosphere.

Section 2.1 provides an overview of the solar wind and its drivers. Section 2.2 explores
the complex interactions between the solar wind and the magnetosphere, including the
mechanisms of solar wind-magnetosphere coupling, regions of the inner magnetosphere,
and geomagnetic storms. Finally, Section 2.3 introduces the magnetospheric dynamics
that lead to EEP.

2.1 The Solar Wind and its Structures

The solar wind is a highly conducting plasma emitted from the Sun’s corona, consisting
mainly of electrons and protons. Embedded in the solar wind is the Sun’s magnetic
field, referred to as the Interplanetary Magnetic Field (IMF). The solar wind travels at
supersonic speeds ranging from about 200 km/s to 800 km/s. The behavior of the solar
wind is not uniform; it varies in density, velocity, and temperature, largely influenced
by the solar magnetic field and the level of solar activity. These variations play an
important role in shaping the dynamics of near-Earth space, driving what is known as

space weather.

Figure 2.1 shows a schematic of the two primary large-scale structures within the solar
wind. They originate from distinct solar sources and play a crucial role in driving strong
space weather conditions. Coronal holes are areas on the Sun where its magnetic field
lines stretch out into space instead of looping back to the surface. These areas are cooler
and less dense than the surrounding plasma and facilitate rapid, uninterrupted escape
of plasma into space due to their open magnetic field lines. This results in what is
known as High-speed Solar wind Streams (HSS) (shown to the left in Figure 2.1). When
these swift-moving streams overtake the slower-moving solar wind ahead, the interaction
compresses the IMF and plasma, forming what are called Co-rotating Interaction Regions
(CIR). The term "co-rotating" refers to the fact that these interaction regions can last

long enough to cycle back into Earth’s vicinity with the Sun’s approximately 27-day



6 The Origin of Energetic Particle Precipitation

HSS/CIR CME

1Y
_—gso\O

AMBIENT
SOLAR WIND

/ RAREFACTION Shock

” -~

CME .
Plasma | Counterstreaming

"

Figure 2.1: A schematic illustration of the properties of the two primary large-scale solar wind
structures. To the left is a typical HSS leading to a compressed CIR (taken from Pizzo (1978)).
To the right is a typical CME with its preceding shock and sheath (taken from Zurbuchen and
Richardson (2006)).

rotation, sometimes reappearing multiple times. From the perspective of a fixed observer
on Earth, a CIR will lead the HSS.

The other solar source contributing to intense space weather conditions involves sunspots,
which are darker, cooler areas on the Sun’s surface characterized by intense magnetic
activity. These regions become more prevalent around solar maxima, a period marked
by increased magnetic field flux around the Sun’s equator. This increase results from
the twisting of the Sun’s magnetic field, causing it to bulge under pressure and extend
through the photosphere. High magnetic stress leads to the reconnection and reconfig-
uration of magnetic field lines with opposite polarities, a process known as magnetic
reconnection. Reconnection can unleash a sudden and powerful burst of electromagnetic
energy, termed a solar flare. Furthermore, it can trigger an explosive release of plasma
and magnetic fields into space, known as Coronal Mass Ejections (CMEs) (shown to the
right in Figure 2.1). In escaping the Sun, CMEs often have greater speeds than the up-
stream solar wind, creating a supersonic fast-forward shock ahead of itself (Kilpua et al.,
2017). Between the CME and its shock is a turbulent plasma region called the sheath.
Following the sheath, the core of the CME often contains a magnetic cloud, a structure

with a coherent magnetic field that exhibits a helical shape.

The two solar wind structures have unique properties leading to different space weather

conditions. Figure 2.2 illustrates a schematic highlighting their typical characteristics.
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Figure 2.2: A schematic illustration of a typical HSS/-
CIR and CME. From top to bottom, the magnetic field
rise. In turn, a CME that is pre- strength B, the south-north magnetic field components
ceded by a shock wave is charac- Bz, solar wind speed v, density N, and temperature 7.
Adapted from Kataoka and Miyoshi (2006).

lar wind speed and temperature

terized by a sudden increase in all
parameters. Similar to the CIR,
the sheath region before a CME is characterized by significant magnetic field fluctuations.
However, the CME’s arrival is distinguished by a noticeable decrease in temperature and
a more uniform magnetic field. The recovery from these elevated conditions tends to be
more gradual for HSS/CIRs compared to CMEs.

The frequency at which Earth encounters these solar wind structures is influenced by the
11-year solar cycle. Figure 2.3 shows the annual distribution of these phenomena. CMEs,
which are closely linked to sunspots, are most frequent during the solar maximum. In
contrast, HSS/CIRs become more common in the declining phase of the solar cycle, as
open magnetic field lines migrate to lower latitudes (e.g., Asikainen and Ruopsa, 2016).
Throughout a solar cycle, HSS/CIR events have the highest occurrence frequency, in
part because of their extended duration (Asikainen and Ruopsa, 2016). Section 2.2
will further discuss the geomagnetic activity and magnetospheric dynamics that these

structures cause.

2.2 The Magnetosphere

Earth is surrounded by a vast magnetic field generated by the movement of molten iron
within its outer core. In the absence of external influences, this geomagnetic field would
take on a shape closely resembling that of a dipole. However, the dipole configuration
is only observed near the Earth’s surface; beyond that, the field experiences distortion

caused by interactions with the solar wind.
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Figure 2.3: The yearly fractions of CMEs (red), HSSs (blue), and slow/ambient or unclear
flows (green). Thin lines represent computations excluding missing data points, while thick
ones include them. The solar cycle is represented by the annual sunspot number, shown as a
shaded region in the background for reference. Taken from Asikainen and Ruopsa (2016).

As the solar wind and the accompanying IMF approach Earth’s magnetic field, a bow
shock forms, decelerating the plasma and converting kinetic energy into thermal energy.
Between the bow shock and Earth’s magnetic field lies the magnetosheath, a turbulent
plasma region characterized by higher density, temperature, and magnetic strength than
the solar wind. This sheath deflects the solar wind around the geomagnetic field, cre-
ating a cavity known as the magnetosphere. The magnetosphere is the region of space
surrounding Earth where Earth’s magnetic field dominates. The boundary between the

magnetosphere and magnetosheath is called the magnetopause.

The solar wind exerts pressure on the magnetosphere, compressing it on the day side and
extending it into a long tail on the night side. The distortion results in a tear-drop shape.
A schematic resembling the magnetosphere’s shape is presented in Figure 2.4. Typically,
the location of the magnetopause at the equator facing the Sun is approximately 10 to
12 Earth radii (Rg) (Fairfield, 1971; Haaland et al., 2021) but it can be compressed by
several Rp. The magnetotail extends several thousand Rp from Earth on the night side
(Milan et al., 2004), but it generally reconnects at distances ranging between 23 to 31
Rp (Milan et al., 2004; Nagai et al., 2023). The location of these regions depends on

solar wind conditions.

The geomagnetic field’s orientation is stable, with the magnetic south pole situated in
the geographic Northern Hemisphere (NH) and the magnetic north pole located in the
geographic Southern Hemisphere (SH). The magnetic axis is tilted approximately 11°
from Earth’s rotational axis. The direction of the IMF as it approaches Earth varies.
When components of the IMF are antiparallel to those of the geomagnetic field, magnetic
reconnection occurs, allowing plasma transfer from the solar wind to the magnetosphere.

The process connects the geomagnetic field lines to the IMF, which are then pulled to
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Figure 2.4: A schematic of the magnetosphere influenced by the solar wind. Grey and light
grey solid lines indicate closed and open magnetic field lines, respectively. Figure by Margot
Decotte.

and stretched out on the night side by the solar wind flow. There, reconnection within
the magnetotail seals these field lines. The magnetic tension forces them to snap back
to a more dipolar-like structure, accelerating plasma from the tail toward Earth. The
field lines will then work their way back to the day side, completing what is known as

the Dungey cycle (Dungey, 1961).

As such, the solar wind drives the process of magnetospheric convection and acts as the
primary source of plasma for the magnetosphere. Within the magnetosphere, the plasma

is sorted into various regions depending on density and temperature.

2.2.1 Plasma Regions and Currents

This thesis is mainly concerned with inner magnetosphere plasma regions on closed,
dipole-like magnetic field lines. Figure 2.5 shows a schematic of some of the plasma
regions and currents generated by different plasma populations in the inner magneto-
sphere. The innermost part of the magnetosphere is called the plasmasphere. It is a
doughnut-shaped region of cold plasma originating from the top of the atmosphere. De-
pending on geomagnetic activity, the outer boundary, called the plasmapause, varies
from about L = 3 to L = 6 (Moldwin et al., 2002, and references therein), where L

refers to the L-shell denoting the closed magnetic field lines intersecting Earth’s mag-
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Figure 2.5: Same as Figure 2.4 just zoomed in to show a selection of plasma regions and currents
in the inner magnetosphere. Figure by Margot Decotte.

netic equator at a radial distance expressed in Rp. The footpoints of the magnetic field

lines move to higher latitudes with increasing L-value.

The radiation belts, or Van Allen Belts, are typically two doughnut-shaped zones of
trapped particles (purple regions in Figure 2.5). The inner radiation belt is found within
the plasmasphere, which mainly consists of high-energy protons with energies of 10s to
100s of MeV and electrons with energies < 1 MeV (Millan and Baker, 2012). The source
of these particles is mainly Cosmic Ray Albedo Neutron Decay (CRAND) (Millan and
Baker, 2012). As such, this region is fairly stable over time, with the maximum flux
usually confined within L = 2 (Sarno-Smith, 2015). As the proton population extends
outward, their average energy decreases; The weaker magnetic field strength leads to
increased gyro-radius of protons and requires that protons have lower energy levels to
ensure their entrapment. Further details on trapped particles and their dynamics will

be explored in Section 2.3.

While the proton population extends outward in a continuous fashion, the electron pop-
ulations are separated by a region of vacancy known as the slot region. The slot region
is located within the plasmasphere near its outer boundary and is formed by various
wave-particle interactions. Ultra-Low Frequency (ULF) electromagnetic waves drive in-
ward diffusion of the electrons while plasmaspheric hiss and lightning-generated whistles
scatter the electrons into the atmosphere (Kim et al., 2011). More on wave-particle

interactions will be discussed in Section 2.3.

The outer radiation belt starts at approximately the same region as the plasmapause with
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an outer edge varying between L = 6 and L = 10 depending on geomagnetic activity
(Sarno-Smith, 2015). This region is dominated by a highly dynamic electron population
with energies from 10s of keV to several MeV (Millan and Baker, 2012). The high-energy
electron population in the outer radiation belt, which has higher energies than what is
found in the solar wind, predominantly originates from the acceleration of lower-energy

particles within the magnetosphere.

The plasma sheet is a region of relatively dense low-energy particles with energies of
about one to a few 10s of keV (shaded region in Figure 2.5). The sheet extends down the
magnetotail, separating the northern and southern lobes. These particles are energized
and injected into the inner magnetosphere during substorm events, where they serve as
the source of > 30 keV electron energies. Substorms are dynamic processes in Earth’s
magnetosphere driven by solar wind-magnetosphere interactions, involving the sudden
release of stored magnetic energy from the magnetotail (Rostoker et al., 1980). This
results in the rapid injection of particles into the near-Earth environment and is often
associated with enhanced auroral activity. In the inner magnetosphere, the particles can
further get accelerated through wave-particle interactions and radial diffusion to reach

the energies of several MeV.

The movement of positive and negatively charged particles differ in the presence of
magnetic fields. As the plasma from the tail gets accelerated toward Earth, the particles
will experience an increasing magnetic field gradient. This causes electrons to drift
eastward and protons westward perpendicular to both the magnetic field and magnetic
gradient direction. The drift leads to a large-scale magnetospheric current called the ring
current (yellow arrow in Figure 2.5). The current is located within the plasmasphere and

outer radiation belt (Jorgensen et al., 2004).

2.2.2 Geomagnetic Storms

The ring current is often used as a measure of geomagnetic activity. When the IMF
has a southward component (B, < 0) for an extended period of time, magnetospheric
convection is strengthened, and particle injections from the magnetotail to the inner
magnetosphere are increased. The increase in particles will enhance the ring current,
diminishing the measurable geomagnetic field via ground-based magnetometers at low
latitudes. The Disturbance Storm Time (Dst)-index, a proxy for geomagnetic activity
levels, reflects the influence of the ring current, categorizing strong ring current enhance-
ments as storms. A Dst of around 0 nT indicates quiet time conditions and negative
deviations of — 30 nT to — 100s of nT give a range of geomagnetic storms from weak to
great. Both HSS/CIRs and CMEs can accelerate the injection of plasma into the ring

current.
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sist but typically lasts a couple of hours.

stop and different loss processes lead to a
slow recovery of the ring current, which

can take up to a few days.

CIRs and their accompanying HSSs typically do not have a leading shock. The arrival of
the high-density, low-velocity CIR causes a more gradual compression of the magneto-
sphere. The main phase of the storm is mostly driven by the following HSS. The highly
fluctuating magnetic field will lead to on-and-off particle injections, typically producing
weaker ring current injections over a longer time compared to CME-driven storms. Their

long recovery is associated with the HSS lasting longer than the more abrupt CME.

2.3 Outer Radiation Belt Dynamics

The occurrence of CMEs and HSS/CIRs plays a crucial role in determining the rates of
particle injection and the resulting fluxes within the outer radiation belt and ring current.
A comprehensive understanding of the following acceleration and loss processes occurring
in the outer radiation belt is essential for unraveling the complex mechanisms driving
EEP. This section aims to shed light on the dynamics that govern trapped particles and

to introduce the key acceleration and loss mechanisms. For a full overview of radiation
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Figure 2.7: Schematic of the three basic motions of trapped particles in Earth’s magnetic field.
Retrieved online at European Space Agency (2007).

belt dynamics, see, e.g., Koskinen and Kilpua (2022).

2.3.1 Trapped Particle Motion

In a quasi-dipole magnetic field, electrically charged particles exhibit three fundamental
types of motion: gyration around magnetic field lines, bounce motion between mirror
points, and drift across the field lines. Each of these motions is governed by an adiabatic
invariant, which is preserved as long as the magnetic field changes slowly compared with
the timescale of the period of the motion. A schematic of the three particle motions is

demonstrated in Figure 2.7.

The first adiabatic invariant is related to the conservation of magnetic flux encircled by
a particle’s gyration orbit. It implies that the gyration radius will either get smaller
or larger depending on whether a particle moves into a region of stronger or weaker

magnetic field strength, respectively.

The second adiabatic invariant is associated with a particle’s bounce orbit between two
mirror points. As a particle moves toward areas of increasing magnetic field strength,
its velocity parallel to the field decreases while its perpendicular velocity increases. This
dynamic changes the pitch angle, defined as the angle between the particle’s velocity
vector and the local magnetic field line. Upon reaching a pitch angle of 90°, the particle
mirrors, reversing its trajectory. This mirroring effect leads to the particle’s bounce

motion between hemispheres (see Figure 2.7).

The third adiabatic invariant is related to the conservation of magnetic flux within a
particle’s drift orbit around the Earth. It suggests that a particle’s drift path can adjust

to slow variations in Earth’s magnetic field, allowing for a stable orbit.

The combination of gyration, bounce, and drift motions within the magnetosphere, gov-

erned by their respective adiabatic invariants, is critical for the formation and mainte-
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nance of the ring current and radiation belts. For a more detailed explanation of the
three adiabatic invariants and particle motions in magnetic fields, see Baumjohann and
Treumann (1996).

2.3.2 Acceleration of Particles

Acceleration of particles in the inner magnetosphere implies the violation of one or more
of the adiabatic invariants (Baumgjohann and Treumann, 1996). Violation happens when
changes in the electromagnetic field align with the timescales of invariant periodic mo-
tions. For electrons, the gyration frequency is on the order of kHz, the bounce frequency
is on the order of Hz, and the drift frequency is on the order of mHz (Millan and Baker,
2012). Typically, fluctuations in the electromagnetic field are associated with plasma
waves, which impact electrons differently based on their frequency. Figure 2.8 demon-
strates a schematic map of the equatorial plane occurrence of different magnetospheric

waves that are most important to radiation belt electrons.

The radiation belt electrons are categorized into three main populations based on en-
ergy. The source population with energies from 30 - 200 keV originates from substorm
injections and global convection transporting low-energy electrons from the tail towards
Earth, where they are energized through adiabatic heating. The seed population has
energies from 200 - 500 keV and also originates from substorm injections and inward
transport by convection. In the inner magnetosphere, they are further accelerated by
waves generated by the source particles. This population acts as a crucial seed for rela-
tivistic energies (> 500 keV), as substorms and global convection cannot directly inject
MeV electrons into the inner magnetosphere. For more details on different populations,
see, e.g., Koskinen and Kilpua (2022).

Global Mechanisms

The acceleration of particles in the radiation belt can be divided into global and local
mechanisms. The global mechanisms refer to the radial transport of electrons across
magnetic L-shells due to the violation of the third adiabatic invariant. If the electron
is moved radially inward toward a stronger magnetic field, its velocity perpendicular to
the magnetic field will increase due to the conservation of the first adiabatic invariant.
For electrons with equatorial pitch angles below 90°, this further implies that their pitch

angle will be increased towards 90° as they diffuse inward.

For radial diffusion to be efficient, global fluctuations that resonate with a multiple of
the particle’s drift frequency are needed. ULF waves, specifically those with frequencies

in the mHz range, are natural drivers (Millan and Baker, 2012; Koskinen and Kilpua,
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Figure 2.8: Schematic map of the equatorial occurrence of wave modes most important to the
radiation belt electrons. The occurrence of different modes depends on magnetospheric activity
and available energy. E.g., chorus and EMIC waves can be observed at all local times but are
most frequent in the indicated domains. Taken from Koskinen and Kilpua (2022).

2022). These waves can be generated both externally and internally by solar wind-
magnetopause interactions. Different perturbations in the solar wind, such as pressure
pulses hitting the magnetopause, Kelvin—Helmholtz Instabilities caused by large velocity
shear across the magnetopause (Chen and Hasegawa, 1974), and Flux Transfer Events
at the dayside magnetopause due to reconnection (Russell and Elphic, 1979) can lead to
ULF oscillations in the magnetosphere. Plasma instabilities in sheaths and shocks can
also drive waves. Internally, the waves are driven by, e.g., ions injected by substorms
(James et al., 2016).

Local Mechanisms

Local acceleration of trapped electrons is driven by wave-particle interactions that oc-
cur through gyro-resonance, where the electron’s gyration orbit resonates with the wave
frequency. This process disrupts the conservation of the first adiabatic invariant, facil-
itating the acceleration (or deceleration) of the electrons. Whistler-mode chorus waves
are Very-Low Frequency (VLF) waves of 0.5 — 10 kHz. The broad frequency range of
their emissions allows gyro-resonant interactions across a wide spectrum of electron ener-
gies. These interactions have been demonstrated to efficiently accelerate electrons from

several 10s of keV to MeV energies (Summers et al., 1998). Whistler-mode chorus waves
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are generated by anisotropic velocity distributions of source electrons as they are in-
jected and transported from the magnetotail to the inner magnetosphere (Koskinen and
Kilpua, 2022). They are primarily found from dusk to noon outside of the plasmasphere,

with the strongest occurrence at dawn (see Figure 2.8).

Determining the most dominant electron acceleration processes in the magnetosphere,
whether local acceleration by whistler-mode chorus waves or inward radial transport
driven by ULF waves, remains a highly active and contentious area of research. The
complexity of interactions and the lack of a consistent correlation between these pro-
cesses make it challenging to generalize their effects. Horne et al. (2005) revealed that
radial diffusion alone could not account for the observed levels of radiation belt fluxes.
They found that local acceleration by chorus waves, contrary to previous theories, is a
more effective mechanism, significantly enhancing electron energies within one to two
days. More recent advancements in multi-satellite observations and computer simula-
tions have provided insights into these mechanisms but with heterogeneous results. A
plausible scenario is that acceleration happens due to a combination of both global and
local mechanisms where their efficiency is energy-dependent. E.g., Jaynes et al. (2018)
and Zhao et al. (2019) suggest that electrons are first accelerated by chorus waves to
MeV energies and then further accelerated to ultra-relativistic energies through inward

diffusion by ULF waves.

2.3.3 Loss Processes

Observations have shown that radiation belt electron fluxes can be substantially depleted
on timescales of days, hours, or even minutes. There are two main loss processes of radia-
tion belt electrons: magnetopause shadowing, where electrons are lost through the mag-
netopause, and wave-particle interactions scattering the electrons into the atmospheric
loss cone. This latter process directly corresponds to energetic electron precipitation
(EEP), the central focus of this thesis.

Magnetopause Shadowing

Magnetopause shadowing can happen through three main scenarios, often occurring si-
multaneously. These include inward magnetopause deformations due to Kelvin-Helmholtz
Instabilities and Flux Transfer Events, compression by solar wind pressure, and outward
electron displacement by strong ring current enhancements. These scenarios can cause
an overlap of electron drift orbits with the magnetopause, leading to flux drop-outs of

outer radiation belt electrons, as depicted in Figure 2.9.
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Figure 2.9: Schematic of three different scenarios of magnetopause shadowing. The left demon-
strates local perturbations of the magnetopause, the middle demonstrates a strongly compressed
magnetopause, and the right shows inflated electron drift orbits. Taken from Koskinen and
Kilpua (2022).

Pitch-Angle Scattering

The most crucial factor for electron precipitation from the radiation belts into Earth’s
atmosphere is pitch-angle scattering into the atmospheric loss cone due to wave-particle
interactions. The pitch angle («) changes along a particle’s bounce trajectory and is
generally referenced at the geomagnetic equator (eq). If an electron has a aeq = 90°,
it will be locally trapped at the equator. Electrons with a., < 90° will have a velocity
component parallel to the magnetic field line. The smaller the a.q, the higher the parallel
velocity of the electron. Smaller oy, implies that electrons will travel further along the
magnetic field line and reach closer to Earth before mirroring. Electrons with mirror
points at about 100 km altitude or below are considered lost to the atmosphere as they

will lose energy in collisions with atmospheric gases.

Figure 2.10 shows the Loss Cone (LC) or Bounce Loss Cone (BLC), which describes the
angle () corresponding to a mirror point at ~100 km altitude. Electrons where o <
arc are considered lost to the atmosphere. Geographically, the BLC varies with latitude
and longitude due to geomagnetic field variations. Over a drift period, the largest ar ¢
corresponds to the Drift Loss Cone (DLC) and is denoted as aprc. The South Atlantic
Anomaly (SAA), a weak spot in the geomagnetic field, is an example of a region where
radiation belt electrons will have a larger local apc (Rodger et al., 2013). In this region,

the inner radiation belt is at its closest to Earth’s surface (Nasuddin et al., 2019).

Figure 2.8 showed a schematic map of the different magnetospheric waves. Though ULF
and whistler-mode chorus waves are found to be the main drivers of electron acceleration,
practically all waves depicted can contribute to pitch angle scattering and loss of outer
radiation belt electrons. The different waves’ ability to scatter electrons depends on the

electron’s energy and equatorial pitch angle.
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Plasmaspheric hiss are whistler-mode
emissions confined to the plasmasphere.
They play a crucial role in scattering a
wide range of electron energies into the at-
mospheric loss cone. As previously men-
tioned, they are responsible for the forma-
tion of the slot region between the inner
Their

frequencies range from a few 10s of Hz to a

and outer electron radiation belts.

few kHz, which is below the local electron
gyro frequencies in the plasmasphere. The
origin of hiss remains unclear, though local
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Figure 2.10: Schematic of the atmospheric loss
cone where « is the electron pitch angle, arc is
the angular width of the local bounce loss cone,
and aprc is the angular width of the drift loss
cone defined by the largest apc over a particle’s

drift orbit. Particles where o < ¢ are consid-
ered lost to the atmosphere. Taken from Rodger
et al. (2013).

restrial lightning strikes, and chorus waves
penetrating into the plasmasphere are the
current suggested mechanisms (Koskinen
and Kilpua, 2022). Hiss can scatter electrons ranging from 100s of keV to 1 MeV into
the atmospheric loss cone and can also affect electrons over 1 MeV, although at a slower
rate (Millan and Thorne, 2007; Koskinen and Kilpua, 2022).

Whistler-mode chorus waves play a crucial role in scattering processes as well as ac-
celeration. Outside of the plasmasphere, where the plasma is hotter and less dense,
whistler-mode chorus waves are closer to the electron gyrofrequency than hiss waves. As
source electrons give rise to chorus waves, they can get scattered to the atmospheric loss
cone. At higher energies, such as the seed population, the chorus waves can either accel-
erate electrons, as described earlier, or they can lead to pitch angle scattering through
gyro resonance. At equatorial latitudes, they are efficient in scattering electrons with
energies less than about 100 keV, while the scattering of up to MeV electrons happens at
higher latitudes (Millan and Thorne, 2007; Koskinen and Kilpua, 2022). Electron mi-
crobursts are intense, brief instances of electron precipitation from the magnetosphere,
induced by the interaction with lower-band chorus waves characterized by short, non-
linear rising tone emissions. Microbursts, occurring within milliseconds, span energies
from a few 10s of keV to several MeV and have been found to significantly deplete the

outer radiation belt within timescales of one day (Bortnik et al., 2008).

Electromagnetic Ion Cyclotron (EMIC) waves operate within the frequency range of
0.1 to 5 Hz, sitting below the ion gyrofrequency but above the lower part of the ULF
range. They are generated by the temperature anisotropy of ions and are predominantly

observed in the afternoon sector near and beyond the plasmapause. EMIC waves mainly
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interact with protons but also engage in gyro-resonant interactions with electrons in the
MeV range. Especially during geomagnetic storms, they effectively contribute to the

depletion of ultra-relativistic electrons in the radiation belts (Summers et al., 1998).

Equatorial magnetosonic noise are waves in the Hz to a few 100s Hz range that are also
driven by proton distributions in the ring current. They occur primarily at noon to
dusk inside and outside of the plasmasphere. These waves interact with a wide range of
electron energies through Landau and bounce resonances. EMIC and hiss waves can also
interact with electrons through bounce resonance, and all mentioned waves can interact
through Landau resonance (see Table 6.3 in Koskinen and Kilpua (2022)). Landau
resonance occurs when particles moving parallel to the wave’s propagation direction at
speeds close to its phase velocity exchange energy, which causes either acceleration or

damping.

2.3.4 The Influence of Solar Wind Drivers

Significant fluctuations in the electron fluxes of the radiation belts are linked to large-
scale solar wind structures, which trigger geomagnetic storms and substorms. These
structures, with their distinct properties, initiate gain, acceleration, and loss processes
within the radiation belts. While CMEs and HSSs influence the entire spectrum of

radiation belt dynamics, their impact and effectiveness differ.

The flow of energy from the solar wind to the magnetosphere is highly dependent on
dayside reconnection (e.g., Newell et al., 2007). Along with density and IMF direction,
solar wind speed determines the pressure exerted on the magnetosphere and the dayside
merging rate. A southward component of the IMF drives much of the magnetospheric
dynamics and induces the transport of electrons from the tail to the inner magnetosphere.
Solar wind speed has been found to be a good predictor of substorms leading to a bursty
energy dissipation of tail electrons (Newell et al., 2016). The loading of the flux in
the magnetotail needed to initiate a substorm is often associated with a change in the
southward IMF component to northward (Freeman and Morley, 2004; Newell and Liou,
2011). Liou et al. (2018) investigated the characteristics of substorms that occurred
during CMEs and HSSs and found that substorms are frequent for both structures but

that CMEs were associated with the most intense substorms.

CMEs and their shocks and sheaths are generally associated with strong geomagnetic
storms with the assumption of substantial negative B,. Shocks can abruptly compress
the magnetopause and are, hence, usually good drivers of acceleration and inward diffu-
sion of radiation belt electrons by ULF waves (e.g., Kanekal et al., 2016). The following

sheaths have been found to effectively cause depletion of radiation belt electrons over a
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wide range of L-shells (Kilpua et al., 2015) due to both magnetopause shadowing and
wave enhancements (Kalliokoski et al., 2020). Their effectiveness is due to their high dy-
namic pressure and large amplitude IMF variations. If the magnetic structure of a CME
points southward, it is considered to be geoeffective. This can lead to large amounts of
energy transfer from the solar wind to the magnetosphere, causing both acceleration and
loss processes, though not as efficiently as sheaths (Kilpua et al., 2015). Considering the
acceleration of electrons over a wide range of L-shells, CMEs have been found to be very
efficient compared to HSSs (e.g., Yuan and Zong, 2012).

HSSs and their associated CIRs are known to cause moderate geomagnetic disturbances
over longer timescales than those associated with CMEs. CIRs are similar to sheaths in
that they have high dynamic pressure and highly fluctuating north-south IMF compo-
nents. The amplitude of the fluctuations is usually smaller than those of sheaths, and
hence, CIRs are associated with less pronounced loss mechanisms. HSSs are considered
more effective in enhancing relativistic electron populations at geostationary orbit in the
radiation belts than CME-driven storms but are found to lack properties that effectively

cause losses (Kilpua et al., 2015).

The link between high solar wind speed and increased relativistic electron fluxes at
geostationary orbit has been known since the 1970s ( Paulikas and Blake, 1979). However,
their relationship is not necessarily linear. Reeves et al. (2011) found that while high solar
wind speeds imply a larger probability of high flux enhancements, such enhancements
could be found for a large variety of solar wind speeds. Others have pointed to the
importance of a negative southward IMF component for the acceleration of electrons in
the radiation belts (Blake et al., 1997; Li et al., 2011). Without a sufficient southward
component, magnetospheric substorm activity does not occur, further resulting in a lack

of seed particles, chorus waves, and acceleration of particles.

Pre-storm fluxes have also been shown to have an effect on the radiation belt responses.
Kilpua et al. (2015) found that CMEs and CIRs followed by high-speed solar winds
that depleted electron fluxes were associated with higher pre-storm fluxes, while those
efficient in accelerating had lower pre-storm fluxes. The timing of the different solar wind
structures during a solar cycle has also been shown to have an effect on their contribution
to loss processes. Asikainen and Ruopsa (2016) looked at annual flux data and found that
both CMEs and HSSs were most efficient in producing energetic electron precipitation in
the declining phase of a solar cycle, likely due to the general increase in the background
solar wind speed. Though HSSs contribute more to the annual precipitating fluxes,
CMEs were found to have the highest fluxes (Asikainen and Ruopsa, 2016).



3 The Polar Atmosphere and Energetic Particle Precipita-
tion

In the previous chapter, the complex dynamics between the solar wind and magneto-
sphere, along with the wave-particle interactions that drive EEP, were introduced. This
section will explore the atmospheric impact of EPP with a focus on EEP. As particles
scatter into the atmospheric loss cone, they deposit energy through several observable
effects in the middle and upper atmosphere. The most commonly known effect is the
auroras, but EPP also leads to ionization of the neutral atmosphere, altering its chem-
ical composition and dynamics. Most importantly, EPP adds to the enrichment of odd
nitrogen (NO,: NO, NO3) and odd hydrogen (HO,: H, OH, HO2) gases. These highly
reactive species play an important role in atmospheric chemistry, particularly due to

their catalytic role in ozone depletion.

While solar irradiance predominantly dictates global climatic circulations and atmo-
spheric chemistry, the influence of EEP, though lesser in magnitude, is acknowledged as
a significant component of the natural solar forcing. This recognition has led to its in-
corporation into chemistry-climate models such as the Coupled Model Intercomparison
Project Phase 6 (CMIPG) (Matthes et al., 2017; Funke et al., 2024). Differences in data
processing, ionization rate calculations, and the modeling of background atmospheres
result in a broad range of electron ionization rates. However, a general consensus is
that the electron forcing is underestimated in current models (Nesse Tyssgy et al., 2022;
Sinnhuber et al., 2022; Funke et al., 2024). Hence, the full scope of EEP’s impact on at-
mospheric chemistry and its broader implications remain unresolved, marking it a highly

active field of ongoing research.

Section 3.1 starts by introducing the key concepts and mechanisms driving polar atmo-
spheric dynamics. Section 3.2 provides an overview of how particle precipitation, partic-
ularly EEP, influences these dynamics. Lastly, Section 3.3 presents the current methods
for parameterizing radiation belt electron precipitation and the challenges faced by the

scientific community in accurately representing these processes.

3.1 Polar Atmospheric Dynamics

The atmosphere is a complex and dynamic system characterized by interconnected tem-

perature variations, wind patterns, and wave propagation. Changes in any one aspect
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Figure 3.1: A schematic illustrating the atmospheric processes that can contribute to the
chemical-dynamical coupling of the winter polar atmosphere. Solar energetic protons (SEPs
in the figure), plasma sheet electrons, and radiation belt electron precipitation are shown to
create NO, and HO, at different altitudes. The general circulation transports these gases to
lower altitudes within the polar vortex, where they can alter ozone concentration and, subse-
quently, temperature, winds, and waves. These variations will have an effect on the strength
of the polar vortex. Additionally, planetary and gravity waves are shown to disrupt the polar
vortex. Taken from Edvartsen, Jone Quretvedt (2023).

can significantly impact the overall atmospheric equilibrium. Particularly in the polar
regions, the role of EPP plays a part in modulating the chemical and dynamic interac-
tions within the atmosphere. Figure 3.1 offers an overview of the mechanisms that can
contribute to the chemical-dynamical coupling of the winter polar atmosphere. This sec-
tion will introduce these processes, highlighting the influence of EPP on the atmospheric

system and clarifying its broader implications.

3.1.1 The Polar Vortex and Atmospheric Waves

The stratospheric polar vortex comprises a vast region of air encircled and maintained by
a powerful planetary-scale westerly (west to east) wind or jet stream known as the polar
night jet. The vortex exists from fall to spring in both hemispheres due to the large-scale
temperature gradients between mid and polar latitudes. It forms in the fall, when there
is no solar heating in polar regions, strengthens during winter, and then breaks down as
sunlight returns in spring, causing the high-latitude winds to become weaker easterlies

(Waugh et al., 2017). The vortex extends from the tropopause, up through the strato-
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Figure 3.2: Schematic of a stable (left) and disturbed (right) polar vortex. The stable vortex
contains cold air within the pole, while, if disturbed, cold air is released to lower latitudes. The
manifestation of air from the poles can lead to colder and dryer winters in the NH. Taken from
the National Oceanic and Atmospheric Administration (NOAA) website.

sphere, and into the lower mesosphere. The air inside the polar vortex is associated with
low pressure and cold temperatures. During stable conditions, the cold air is confined
to the poles, while disturbances can cause the polar vortex to become unstable or even
break, leading to the propagation of cold air masses to lower latitudes. Figure 3.2 shows
a schematic of a stable (left) and disturbed (right) polar vortex. Disturbances in the po-
lar vortex are attributed to atmospheric waves dissipating their energy and momentum

on the westerly flow.

Large-scale perturbations of the polar vortex are often associated with planetary waves,
also known as Rossby waves ( Waugh et al., 2017). Rossby waves result from the Earth’s
rotation and the variation in Coriolis force with latitude (Brasseur and Solomon, 2005;
Woollings et al., 2023). These slow-moving waves span thousands of kilometers and are
often shaped by stationary geographical features, contributing to their quasi-stationary
nature. Rossby waves do, however, propagate from the troposphere to the stratosphere

and have a westward phase velocity against the average atmospheric flow.

Rossby wave breaking occurs when their amplitude becomes excessively large, often due
to wave-wave interactions or shifts in latitudinal temperature gradients. This breaking
leads to the deposition of momentum in the atmosphere as the waves dissipate. Addi-
tionally, when these waves move into regions where the background wind speed is similar
to their phase speed, critical layer absorption occurs. Such processes will result in west-
ward angular momentum being deposited to the mean flow. At polar latitudes, this
implies a weakening of the polar night jet. Under strong wave influence, the increased

drag on the jet can lead to large displacements, splitting (Seviour et al., 2013, and refer-
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ence therein), or even a complete breakdown (wind reversal) of the polar vortex ( Baldwin
et al., 2021). Disturbances strong enough to break down the polar vortex will lead to a
sudden warming of the stratosphere and cooling of the mesosphere and are referred to as
Sudden Stratospheric Warmings (SSW). SSWs will impact the downwelling of airmasses
inside the polar vortex, which first halts and then strongly increases when it reforms
(Baldwin et al., 2021).

Gravity waves are also relevant for the variability of the polar vortex (Samitleben et al.,
2019; Gupta et al., 2021; Yasyukevich et al., 2022). These vertically propagating waves
have a wavelength from 10s of meters up to several 100s (Brasseur and Solomon, 2005).
They are generated by disturbances such as airflow over mountain ranges, convective
activity in the atmosphere, and weather frontal systems, where the buoyancy force acts
to restore equilibrium, propagating these waves from the troposphere to the mesosphere.
During winter, the stratospheric winds flow toward the east and filter out gravity waves
with similar phase speed. The amplitude of gravity waves grows exponentially with
altitude until it becomes unstable and breaks, usually around upper stratospheric and
lower mesospheric altitudes. As such, gravity waves during winter will deposit westward

angular momentum to the mean flow of the upper polar vortex, giving rise to instabilities.

Atmospheric waves also drive a large-scale circulation pattern in the stratosphere and
mesosphere, called the Brewer-Dobson circulation (Plumb, 2002). The Brewer-Dobson
circulation plays a crucial role in atmospheric dynamics, characterized by the upwelling
and subsequent adiabatic cooling within the tropical stratosphere, alongside downwelling
accompanied by adiabatic heating at the polar regions (Salby and Callaghan, 2002). This
circulation pattern is also pronounced in the mesosphere, where downwelling and heating
processes are intensified at the winter pole, leading to a warmer polar winter mesosphere
compared to its summer counterpart (Garcia and Solomon, 1985). Additionally, this
dynamic facilitates a general descent of chemical trace gases from the mesosphere to
lower altitudes. The resulting temperature and wind patterns influence wave activity,
which, in turn, contributes to further variations in temperature and winds. This feedback
loop between wind and wave activity is called wave-mean-flow interaction (Andrews et al.,

1987) and can further influence the strength of the polar vortex.

The strength of the polar vortex is also known to be affected by the Quasi-Biennial
Oscillation, which can modulate the propagation of atmospheric waves from midlatitudes
to the polar stratosphere (Baldwin and Dunkerton, 2001). It is a roughly 28-month east-
west oscillating wind. When easterly, it can guide waves into the polar stratosphere,
leading to disturbances of the polar vortex (e.g, Baldwin and Dunkerton, 2001; Watson
and Gray, 2014).
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Figure 3.3: Sample of the night time ozone mixing ratio profile in the polar NH at 60° — 90°
latitude over the year 2003. Calculations are made from the GOMOS measurements. Three
local ozone maxima are visible: The primary ozone maximum at about 30 km, the secondary
maximum at about 90 km, and the tertiary ozone maximum at about 70 km. The tertiary ozone
maximum is found only during the polar winter. The black dashed line shows the average, and
the pink shaded area shows the standard deviation. Taken from Seppdild, Annika (2007).

3.1.2 The Role of Ozone

Polar stratospheric temperatures and winds also depend on ozone concentration. Ozone
is primarily produced when UV radiation splits molecular oxygen, allowing atomic oxy-
gen to combine with molecular oxygen (Brasseur and Solomon, 2005). Concentrated
mainly in the stratosphere, between 10 to 50 km altitude, ozone serves as a protective
barrier by absorbing most of the Sun’s UV radiation. This not only protects life from
UV damage but also regulates the atmosphere’s thermal structure. Ozone converts the
incoming UV radiation into thermal energy, efficiently heating the stratosphere from the
top down. In the absence of sunlight, the stratosphere cools as ozone releases stored
energy via infrared radiation. As such, it is commonly known that stratospheric temper-
ature correlates with ozone levels (e.g., Randel and Wu, 1999; Langematz et al., 2003).
Consequently, any changes in ozone concentration will either have a warming or cooling

effect.

The average ozone mixing ratio over the polar NH is illustrated in Figure 3.3. In addition
to the primary ozone layer at approximately 30 km, there is a secondary maximum
around the mesopause at about 90 km and a tertiary maximum at around 70 km. The

latter is only present during polar winter. Generally, a loss in ozone concentration
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will lead to a net cooling in the presence of sunlight and a net warming in the lack
of sunlight. During the polar winter, when the stratosphere and mesosphere receive
little to no sunlight, observational and modeling studies have shown that EEP-induced
ozone loss leads to a net warming in the polar mesosphere and upper stratosphere and a
net cooling in the lower stratosphere (e.g., Langematz et al., 2003; Baumgaertner et al.,
2011; Sinnhuber et al., 2018). The stratospheric temperature changes related to the loss
of ozone are expected to enhance the polar vortex. This effect has been hypothesized
to be particularly important during disturbed vortex conditions ( Asikainen et al., 2020,

and references therein).

EPP is identified as a major source of NO, and HO,, gases (Crutzen et al., 1975; Solomon
et al., 1981), which play an important part in the atmospheric chemistry of the polar
regions, acting as catalysts for the depletion of stratospheric and mesospheric ozone.
Though both NO, and HO, are known to have destructive effects on ozone (e.g., Sinnhu-
ber and Wieters, 2012), NO,, is particularly important due to its long lifetime of several
weeks during polar winter darkness (Solomon et al., 1982). It is also during polar winter
that the polar vortex confines NO, to high latitudes, allowing the transport of NO, down
through the atmosphere by the Brewer-Dobson circulation. The EPP-induced depletion
has far-reaching effects, including altering the thermal structure of the atmosphere and
influencing the dynamics of the polar vortex, which in turn can impact ground-level
temperature and winter weather patterns (e.g., Baldwin and Dunkerton, 2001; Sinnhu-
ber and Wieters, 2012; Seppald et al., 2013; Kidston et al., 2015; Maliniemi et al., 2016).
The efficiency of EPP-induced ozone depletion largely relies on particle precipitation
within ozone-rich regions. Differences in the type and energy of EPP will lead to var-
ious atmospheric impacts due to their differences in flux and ability to reach different

altitudes.

3.2 Impact of Energetic Particle Precipitation

Figure 3.4 shows a schematic of the ionization profiles for different types of EPP in
the Earth’s atmosphere. The penetration depth of energetic particles into the atmo-
sphere depends on their energy, with higher energy particles reaching deeper. The most

energetic particle precipitation is associated with galactic cosmic rays and solar protons.

Galactic cosmic rays, originating beyond the solar system, are predominantly high-energy
protons with energies ranging from 10 MeV to 10> MeV (Mironova et al., 2015). Capable
of ionizing the atmosphere down to the troposphere, they play a role in atmospheric
chemistry, typically precipitating at altitudes of 3 to 60 km (Mironova et al., 2015).

Although their flux remains relatively stable, it fluctuates slightly with solar activity, as
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Figure 3.4: A schematic of the various types of energetic particle precipitation into Earth’s
atmosphere and the altitude profile of their ionization rate. The boundaries of the atmospheric
layers are also shown. Note that the upper boundary of the thermosphere is beyond the indicated
range in the figure. Modified from Mironova et al. (2015). Originally from Baker et al. (2012).

the Sun’s magnetic field acts as a shield against these cosmic rays. Compared to other

types of particle precipitations, their ionization rate is low.

Solar Proton Events (SPE) involve the precipitation of protons with energies predomi-
nantly exceeding 10 MeV (Mironova et al., 2015). These events, characterized by large
proton fluxes, are closely associated with solar flares and CMEs, and their intensity of-
ten escalates with the speed of the solar wind (Borovsky and Denton, 2006). SPEs occur
sporadically over the solar cycle. The protons primarily precipitate over the entire polar
cap, limited in latitude by the particle energy and the strength of the magnetospheric
field (Nesse Tyssoy et al., 2013; Nesse Tysspy and Stadsnes, 2015). Their high ener-
gies enable them to reach deep into the stratosphere. Upon entry, they produce intense
amounts of HO, and NO, that can directly affect mesospheric and stratospheric ozone
concentrations. The impact of these sporadic and infrequent SPEs on the reactive at-
mospheric species and ozone levels has been extensively studied (e.g., Jackman et al.,
2005; Funke et al., 2011; Seppdld et al., 2008; Nesse Tysspy et al., 2013; Nesse Tyssoy
and Stadsnes, 2015; Zawedde et al., 2018).

EPP at higher altitudes primarily involves electron precipitation, though less energetic
protons from the inner magnetosphere also contribute. Figure 3.5 shows a detailed
distribution of ionization rates for a wide range of EEP energies. The lowest energy
EEP is associated with the frequent and abundant auroral electrons. These electrons
originate predominantly from the plasma sheet and have energies ranging from one to
around 30 keV (Newell et al., 2004; Khazanov and Glocer, 2020). They primarily deposit
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Figure 3.5: The calculated ionization rates at altitudes ranging from 20 to 150 km, induced
by monoenergetic electron beams precipitating vertically into the atmosphere from a starting
altitude of 500 km. The figure shows results for electron energies distributed between approx-
imately 3 keV and 33 MeV. A roughly linear relationship between the penetration depth and
the logarithmic value of the incident electron energy is evident. Taken from Xu et al. (2020).

their energy into the lower thermosphere and upper mesosphere, creating vivid auroras
and leading to frequent and abundant NO, production. The radiation belt electrons have
energies from 30 keV to relativistic energies, producing both NO, and HO, throughout

the mesosphere and at the top of the stratosphere.

Auroral electrons have been extensively studied and are commonly found to correlate
with geomagnetic indices such as the auroral electrojet indices AE and SME (e.g., Newell
and Gjerloev, 2014) or the global Kp index (e.g., Zhang and Paaton, 2008). They also
correlate with solar wind conditions such as IMF direction (e.g., Milan et al., 2010).
Additionally, their effects on NO,, are fairly well established (e.g., Marsh et al., 2004;
Sinnhuber et al., 2011; Sinnhuber and Wieters, 2012).

In the absence of solar photodissociation processes, auroral precipitation leads to signifi-
cant increases in NO, concentrations in the lower thermosphere around 100 km altitude
(e.g., Marsh et al., 2004; Sinnhuber et al., 2011). This is visible in Figure 3.6, which
shows the NO density profiles in the SH from 2007 to 2014. At around 100 km, a NO
reservoir is visible throughout the entire year but is especially strong during the SH win-
ter months. The polar winter’s residual circulation plays a crucial role in dynamically
transporting NO, from higher to lower altitudes within the lower mesosphere and up-
per stratosphere. At these altitudes, EEP-induced NO, can significantly contributes to
ozone depletion (e.g., Solomon et al., 1982; Damiani et al., 2016; Maliniemi et al., 2021).
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Figure 3.6: SH NO density profile from 2007 to 2014. The NO data is from the SOFIE in-
strument onboard the AIM satellite. An NO reservoir at around 100 km due to the frequent
auroral precipitation is especially evident during SH winter. Additionally, NO density increase
from reservoir altitudes down to the stratosphere is visible. This is due to the transport or in-
direct effect of EEP, but direct production can also contribute. Taken from Paper II.

The compositional changes in ozone due to the downward transportation of NO, are
known as the indirect effect of EEP, with auroral precipitation being the primary source
(Randall et al., 2007; Smith-Johnsen et al., 2017). The decent of NO during the polar
winter is evident in Figure 3.6, highlighting its impact.

The radiation belt electrons can precipitate to lower mesospheric and upper stratospheric
altitudes where the production of NO, can have a direct impact on ozone concentrations,
known as the EEP direct effect (Randall et al., 2007; Smith-Johnsen et al., 2017). How-
ever, their significance has been debated in several studies ( Clilverd et al., 2009; Sinnhuber
et al., 2011, 2014; Newnham et al., 2011; Daae et al., 2012; Kirkwood et al., 2015; Ran-
dall et al., 2015). The uncertainty lies in knowledge gaps that stem from limited particle
measurements, scarce NO observations in the polar atmosphere, and the significantly
lower fluxes compared to auroral precipitation. Nonetheless, recent research indicates
that even weak fluxes of this higher energy precipitation can markedly impact atmo-
spheric chemistry and dynamics under specific atmospheric conditions (Smith-Johnsen
et al., 2017; Asikainen et al., 2020; Ziniga Lopez et al., 2022). Still, a better understand-
ing of radiation belt electron precipitation is needed to quantify its impact and relevance

on atmospheric dynamics accurately.

Recent research, including the papers in this thesis, has aimed at enhancing our under-
standing of the higher energy spectrum of EEP, or more specifically, the Medium Energy
Electrons (MEE) with energies from 30 keV to 1 MeV. MEE precipitation deposits its
energy in the lower mesosphere and upper stratosphere at around 90 to 50 km altitude
(Xu et al., 2020; Nesse Tysspy et al., 2022; Pettit et al., 2023), between 55 — 70° cor-
rected geomagnetic (CGM) latitude (e.g., Babu et al., 2022). The overarching goal is

to achieve a more accurate parameterization of MEE precipitation for integration into
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chemistry-climate models. This will allow for a comprehensive assessment of EEP’s at-
mospheric impacts. The next section will discuss the current parameterization of MEE
precipitation recommended for chemistry-climate models and outline its benefits and

limitations, as well as the community’s efforts to improve it.

3.3 Parameterizing Medium Energy Electron Precipitation

Measuring precipitating MEE fluxes is not straightforward due to several challenges.
Unlike the more uniform distribution observed in SPEs, electron precipitation is char-
acterized by variations across magnetic latitudes and Magnetic Local Time (MLT), in-
fluenced by the dynamics of the inner magnetosphere and wave-particle interactions.
Furthermore, there is a lack of continuous observational data from instruments capa-
ble of monitoring within the BLC and across the energy spectrum of MEE precipitation
(Rodger et al., 2010). These challenges make it hard to measure MEE precipitation

accurately.

MEE precipitation can be measured either by in situ particle detectors on satellites or
indirectly by balloon observations, ground-based instruments, and space-based measure-
ments from satellites. Ground-based riometers use the changes in cosmic radio noise ab-
sorption in the ionosphere to measure the enhancement of electron concentration caused
by EEP and respond to the whole bounce loss cone energy spectrum (e.g., Rodger et al.,
2013). Similarly, incoherent scatter radars use the scattering of radio waves by the
ionosphere’s free electrons and ions to observe changes in electron density due to EEP
(e.g., Juarez Madera et al., 2023). Balloon measurements usually include observations
of bremsstrahlung X-rays that are generated during the deceleration of the precipitating
electrons (e.g., Mironova et al., 2019). Indirect satellite observations include X-ray and
UV emissions (e.g., Dstgaard, N. and J. Stadsnes and J. Bjordal and R. R. Vondrak and
S. A. Cummer and D. L. Chenette and G. K. Parks and M. J. Brittnacher and D. L.
McKenzie, 1999).

While indirect measurements are effective for detecting EEP, their capabilities are con-
strained by limitations such as point-based observations and coverage confined to certain
latitudes and MLTs. Additionally, indirect measurements depend on assumptions and
models to retrieve the fluxes and energy spectra of the particles. Particle measurements
from satellites can pass over the entire MEE precipitation region in both hemispheres but
are often limited by integral flux measurements and the ability for direct observations
inside the BLC. The Upper Atmosphere Research Satellite (UARS) ( Winningham et al.,
1993), the Polar Operational Environmental Satellite (POES) series, and the Electron
Losses and Fields Investigation (ELFIN) twin CubeSats (Angelopoulos et al., 2023), are
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examples of satellite missions capable of monitoring MEE precipitation within the BLC.
However, the POES series stands out for its extensive, near-continuous data records
dating back to 1978 until today. With several satellites (up to six) in operation that
cover various MLTs, the POES series is considered an optimal option for building com-
prehensive, long-term analyses and developing MEE parameterizations. The MEE flux
measurements from the POES satellites are used in the three papers comprising this
thesis. However, using POES instruments requires careful consideration due to issues
like degradation and contamination. A detailed description of the satellites and their

instrumentation is provided in Chapter 4.

Over the past decade, significant efforts have been dedicated to refining MEE flux mea-
surements and developing a MEE parameterization derived from the POES data. How-
ever, variations in data processing have led to a wide range of ionization rate estimates
(e.g., Beharrell et al., 2015; van de Kamp et al., 2016, 2018; Mironova et al., 2019; Pet-
tit et al., 2019; Tysspy et al., 2019, 2021; Duderstadt et al., 2021; Partamies et al., 2021;
Babu et al., 2022; Zuniga Lopez et al., 2022; Babu et al., 2023; Salice et al., 2023; Nesse
et al., 2023). Figure 3.7 shows a recent study by Nesse Tyssoy et al. (2022) that as-
sessed eight relevant MEE ionization rate estimates derived from POES measurements
during a highly geomagnetic active period in April 2010. The figure shows that the
differences in estimates are not only in intensity but also in the range and duration of
the precipitating MEE fluxes. Currently, it is the ApEEP (top left) ionization rate es-
timates that are used as input to the chemistry-climate model CMIPG6 ( Matthes et al.,
2017). The ApEEP model builds on the daily resolved model by van de Kamp et al.
(2016). It uses data from all the electron energy detectors on the 0° telescope, covering
the period from 2002 to 2012, to provide the expected daily average flux spectra (van de
Kamp et al., 2016). The model is scaled by the geomagnetic daily Ap index, which can
be reconstructed back to 1850 (Matthes et al., 2017), enabling parameterization of MEE

precipitation far beyond satellite observations.

However, Nesse Tysspy et al. (2022) and Sinnhuber et al. (2022) found that the Ap-
based model provides the lowest ionization rates and, thereby, the lowest mesospheric
NO concentrations. Previous studies have also found similar results of underestimation
of mesospheric and stratospheric NO, produced by the ApEEP model (Pettit et al.,
2019; Tyssoy et al., 2019). Tysspy et al. (2019) points out that the ApEEP model falls
short in accurately representing flux levels during intense geomagnetic storms due to its
performance plateauing for Ap values greater than 40. They also point out that the
model falls short during periods of extended geomagnetic recovery phases. As such, a
solar cycle bias arises due to the difference in occurrence rate for the intense CMEs and

the long-lasting HSSs.
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Figure 3.7: Eight different ionization rate estimates of MEE precipitation during a geomagnetic
active period in April 2010. The detectors, upper energy limit, background atmosphere, and
ionization rate method are listed in the legend of each panel. Taken from Nesse Tyssoy et al.
(2022).

Tyssoy et al. (2019) suggests that the general underestimation found in the ApEEP
model can be solved by using both electron detectors on the POES satellites to estimate
a more accurate BLC flux. This is further highlighted by the three bottom panels of
Figure 3.7 that demonstrate higher ionization rates obtained by using both telescopes.
Furthermore, Figure 3.8 demonstrates that the high-energy tail (2 300 keV) of MEE
precipitation behaves differently than the lower energies not only when it comes to flux
level but also when it comes to timing and duration. Differences in timing have also
been pointed out by Odegaard et al. (2017) and Tysspy et al. (2021) and are thought to
be due to the extra time needed to accelerate these particles to 100s of keV in the inner
magnetosphere. The differences in duration could be affected by the driving solar wind
being a CME or HSS as Longden et al. (e.g., 2008) found longer precipitation events to
be associated with HSS.
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Figure 3.8: Superposed epoch analysis of daily global median electron flux evolution of 164 large
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The variability within the MEE precipitation spectrum presents a challenge for accu-
rately modeling the full MEE energy range using a single geomagnetic index. Given
that most indices primarily correlate with the lower energy portions, it is not unlikely
that they fail to account for the distinct characteristics of the high-energy tail. This
challenge, together with the various ionization rate estimates, demonstrates the need to
investigate the high-energy tail of MEE precipitation with flux estimates using both of
the electron detector telescopes onboard the POES satellites.

The studies within this thesis apply the BCSS-LC dataset (the bottom right panel of
Figure 3.7), where both detector telescopes are used to estimate the complete bounce
loss cone flux. This approach is further explained in Chapter 4. By investigating the
variations in flux response, timing, and duration across different solar wind structures

and by identifying the key parameters that effectively capture high-energy tail events,
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this body of work aims to establish a robust foundation for the development of a stochas-
tic MEE parameterization. The decision to adopt a stochastic approach stems from the
observation that traditional geomagnetic indices do not consistently correlate well with
the behaviors of the high-energy tail, forcing a probability-based assessment to more
accurately capture and model the complex dynamics and variability of the MEE pre-
cipitation. Such a new parameterization could better capture the complex nuances and
variations within the MEE energy spectrum than current models, thereby paving the

way for improved predictions of space weather impacts on Earth’s atmosphere.



4 Data and Methodology

This chapter introduces the data applied in this thesis. All papers use the BCSS-LC
MEE fluxes from POES/MetOp. The following section describes the data handling that
has previously been performed to achieve the precipitating fluxes from the measurements.
The chapter goes on to explain how NO profiles from SOFIE on the AIM satellite are
retrieved and some of the challenges associated with it. Lastly, the source of solar wind

and geomagnetic data used, will briefly be mentioned.

4.1 MEPED on the POES/MetOp Satellites

The POES series from NOAA and the Meteorological Operational (MetOp) satel-
lites from EUMETSAT, carrying the Medium Energy Proton and Electron Detector
(MEPED), have been directly measuring the influx of energetic particle precipitation
and particle radiation for over four solar cycles from 1978 until today. The long contin-
uous dataset makes these satellites an invaluable resource for examining the long-term

behaviors and trends in the high-energy spectrum of EPP.

These satellites operate in Sun-synchronous, low-altitude (= 850 km), polar orbits. They
complete an orbit roughly every 100 min and achieve between 14 to 15 orbits per day
(Evans and Greer, 2004). With the launch of NOAA-15 on the 13th of May 1998, the 5th
generation of the POES/MetOp series - with an upgraded Space Environment Monitor-
2 (SEM-2) package for MEPED - began. In the period of interest for this thesis (2004
to 2014), up to six satellites were in operation, all with SEM-2. Figure 4.1 shows the
operational timeline of these satellites in addition to the satellite MLT coverage over mid
to high NH latitudes for four different days over the eleven years. Although data scarcity
is observed around the midnight sector (0 MLT), the collective MLT coverage provided
by the satellites in the high-latitude polar regions is fairly good. This represents another
advantage of using the POES/MetOp satellite series.

MEPED consists of two proton and two electron solid-state detector telescopes, in addi-
tion to four omnidirectional detector systems for high-energy protons. This thesis con-
cerns electron measurements from the solid-state detector telescopes. The two MEPED
electron telescopes are designed to measure MEE fluxes across three energy ranges from
30 to 2500 keV (Evans and Greer, 2004). The nominal lower limits are > 30 (E1), > 100
(E2), and > 300 (E3) keV. Additionally, the highest MEPED proton channel (P6), built

to detect protons with energies > 6900 keV, is highly sensitive to relativistic electrons
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Figure 4.1: On the left, the daily satellite MLT and CGM latitude coverage for the
NOAA/POES and EUMETSAT /MetOp satellites with daily BLC flux measurements of >
43 keV electrons on the 25th of March 2004, 2006, 2009, and 2014. To the right is the satellites’
operation time from 2004 — 2014, with the yearly sunspot number shown by the gray line. The
Figure is modified from Babu et al. (2022).

with energies above roughly 1000 keV (Yando et al., 2011; Nesse Tyssoy et al., 2016).

When in operation, the true electron energy limits depend on the incoming energy spec-
trum (Yando et al., 2011). Odegaard et al. (2017) determined a new optimized effective
integral energy limit and associated geometric factors for MEPED’s electron measure-
ments and the electron contamination observed in the P6 channel. This recalibration
was based on a series of realistic power-law and exponential spectra, calculated based on
the geometric factors detailed in Yando et al. (2011). The nominal alongside the newly

optimized lower energy limits are presented in Table 4.1.

The electron telescopes are susceptible to proton contamination (Evans and Greer, 2004;
Yando et al., 2011). Without proper adjustments, this can significantly overestimate the

actual electron fluxes (Nesse Tyssoy et al., 2016). Fvans and Greer (2004) suggests that,

Table 4.1: The nominal and new optimized integral lower energy limits for electrons in the three
electron channels (E1, E2, E3) and the highest proton channel (P6) of the SEM-2 MEPED
detectors.

Energy Nominal New Optimized
Channel | Lower Limit [keV] | Lower Limit [keV]
El > 30 > 43
E2 > 100 > 114
E3 > 300 > 292

P6 - > 756
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in theory, proton contributions to the electron telescope sensor readings can be deduced
from the proton detector telescope data; however, radiation damage to the proton de-
tection system introduces uncertainty in these corrections. Sandanger et al. (2015) and
@degaard et al. (2016) account for the degradation by determining a complete set of cor-
rection factors for the SEM-2 package. The corrected proton integral flux spectra in the
energy range known to contaminate the different electron detectors (Evans and Greer,
2004) are then retrieved and subtracted from the original electron flux measurements.

Further details on the procedures can be found in Nesse Tyssoy et al. (2016).

To determine the precipitating MEE fluxes, the orientation of the telescopes needs to
be assessed. One proton and one electron detector are mounted such that they point
radially outward from the Earth-satellite connecting axis, called the 0° detectors. In
SEM-2, the remaining two detectors are mounted perpendicular to the 0° detectors and
anti-parallel to the satellite traveling direction and are called the 90° detectors (Evans
and Greer, 2004). All telescopes are rotated away from the described axis by 9° to ensure

a clear field of view. The viewing angle of the telescopes is 30° full-width.

At middle to high latitudes, the 0° detector will measure within the BLC, while the
90° detector captures both precipitating and/or trapped fluxes (Rodger et al., 2010).
In rare cases of strong pitch angle diffusion due to large geomagnetic disturbances, the
MEE fluxes can have an isotropic distribution, allowing the 0° and 90° detector to give
a realistic estimate of the precipitating flux (Nesse Tyssoy et al., 2016). Predominantly,
the medium energy electrons are strongly anisotropic and have decreasing fluxes towards
the center of the BLC. This results in an underestimation of the precipitating fluxes by
the 0° detector and an overestimation by the 90° detector. As such, the telescopes will

not be able to provide a realistic estimate of the precipitating fluxes if used separately.

Nesse Tyssoy et al. (2016) develop a comprehensive method to address the limitations
of using independent telescope measurements for accurate precipitating flux estimates.
They estimate the electron pitch angle anisotropy and diffusion level by integrating the
measurements from both the 0° and 90° MEPED telescopes with theoretically determined
pitch angle distributions. This approach involves solving the Fokker-Planck equation for
wave-particle interactions for electron diffusion (Kennel and Petschek, 1966; Theodoridis
and Paolini, 1967) over a wide range of diffusion coefficients and then transforming
them to the altitude of the satellite. Furthermore, to identify the theoretical pitch angle
distribution that best corresponds to observations, the flux measurement ratios from the
two telescopes are used while adjusting for viewing directions, magnetic field orientation,
and detector response across different angles. Finally, the BLC size is calculated using

the International Geomagnetic Reference Field model, and a realistic representation of
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Figure 4.2: The POES coverage over a full day on March 25th, 2004. Three satellites were in
operation: NOAA 15, 16, and 17. The Northern and Southern Hemisphere coverage is shown
to the left and in the middle, respectively. To the right is the coverage of the satellites when
combining the Northern and Southern Hemisphere data. The color bar indicates the daily >
43 keV BLC flux measurements for each point. Published in Paper II.

the precipitating electron flux corresponding to the pitch angle range of the BLC is
estimated. Further details on the methodology for constructing the BLC flux estimates
are provided in Nesse Tyssoy et al. (2016). The left of Figure 4.1 shows the estimated >
43 keV BLC electron fluxes measured over the NH for four different days over the eleven

years.

Utilizing the Estimated BLC fluxes

With the constructed BLC flux estimates by Nesse Tyssoy et al. (2016), a new oppor-
tunity to gain a deeper understanding of the complex dynamics of the high energies of
EEP and their effects on the atmosphere opens up. The papers comprising this thesis
use the BLC fluxes with the optimized effective integral limits over 11 years from 2004
to 2014 with a daily resolution. While other studies try to scale indices to the flux re-
sponses (e.g., van de Kamp et al., 2016; Tyssoy et al., 2021), the papers in this thesis
investigate the possibility of a stochastic model. The daily fluxes in Paper I are aver-
aged over 55° — 75° CGM latitude and all MLT in the NH. In papers II and III, a daily
global flux for all four energy channels is estimated by combining measurements from
both the NH and SH.

Figure 4.2 shows the measured > 43 keV flux coverage for all operational satellites in the
Northern and Southern Hemispheres on March 25th, 2004. As previously mentioned,
data scarcity is observed around 0 MLT in the NH. In the SH, the data gap is around
midday or 12 MLT. Combining the measurements achieves a global daily flux with more
comprehensive data points and better MLT coverage (see the example to the right in
Figure 4.2). However, different MLT sectors will have different coverage depending on

the number of satellite passings. Hence, the global daily BLC flux is first segmented
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into four MLT sectors: 0-6, 6-12, 12-18, and 18-24 MLT, and then averaged over the
four sectors and the CGM latitude bands of 55° — 70° N/S Hemisphere. The change in
the latitude band from Paper I to Papers IT and III is based on the findings in Babu
et al. (2022). Though determining the equatorward boundary of MEE precipitation,
Babu et al. (2022) demonstrates that 55° — 70° CGM latitude captures the main region
of MEE precipitation.

4.2 SOFIE on the AIM Satellite

Launched as part of NASA’s Aeronomy of Ice in the Mesosphere (AIM) mission, the Solar
Occultation For Ice Experiment (SOFIE) has been measuring temperature, ice water
content, and a range of trace gases such as HoO, CO2, O3, CHy, and NO in the polar
middle atmosphere from May 2007 until March 2023. NO is one of the atmospheric gases
created by EEP and is a key indicator for studying EEP’s impact on the atmosphere.

SOFIE has a polar, Sun-synchronous orbit, completing a revolution every 96 minutes,
allowing it to orbit the Earth 15 times a day. The satellite takes NO measurements
twice per orbit, one in the NH and one in the SH, during local sunset and sunrise. The
latitudinal coverage varies from 65° — 85° depending on the time of day and time of
year. The NO profiles; which span from 30 to 150 km altitude, offer a vertical resolution
of 1 km and are sampled every 0.2 km, effectively covering the range from the upper

stratosphere to the lower thermosphere.

Paper IT uses the complete SOFIE NO data (version 1.2) over the SH from 2007 to 2014.
The decision to limit the NO profile analysis to the SH stems from the significant amount
of non-retrievable data below 80 km in the NH due to large thermal oscillations in the
detector (see Gomez-Ramirez et al. (2013) for further details on retrieval methods and
corrections for the SOFIE NO measurements). Additionally, the analysis of NO profiles
in the NH is complicated by the higher frequency of SSWs, attributed to the region’s
highly varying topography, as discussed in Section 3.1.

Initially, the NO data was used to try and identify conditions of EEP’s direct effect down
to 50 km, specifically by observing significant NO density increases at these altitudes.
To do so, establishing a baseline atmosphere was essential. An eight-year median of the
NO data and different smoothing and scaling methods were tested. Figure 4.3 presents
events identified using a 30-day smoothed NO baseline. An event was classified as a
90 km event (black circles) if the NO density increased by more than 100% above the
baseline at altitudes of 110, 100, and 90 km within the same day. If these events also
showed a NO increase of over 25% at altitudes of 80, 70, 60, or 50 km on the same or the
following day, they were further classified: those reaching down to 50 km are highlighted
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Figure 4.3: The relative NO increase above a 30-day smoothed NO background. 90 km events
are shown with solid black circles and 50 km with solid red circles. The hollow circles show
events from 80 — 60 km. For clarity, the relative change in the NO data below 20% is not shown.

with red circles, while the others are indicated by empty circles. To ensure clarity in
event identification, those occurring within a four-day window were considered a single
event, occurrences with incomplete data three days before or after were excluded, and
any events coinciding with solar proton events were disregarded. The number of events

at each altitude is shown to the left in the figure.

Figure 4.4 shows a Superposed Epoch Analysis (SEA) of the events reaching 90 and 80
km (left) and the ones reaching all the way down to 50 km (right). Onset (day 0) is
defined as the day the NO density peaks at 90 km. The NO profiles show that the 50
km events have a clear, direct increase in NO all the way down to 50 km on the onset
day, something not evident for 90 km events. This finding was consistent for all tested
NO backgrounds.

In analyzing the responses of BLC electron flux, geomagnetic indices, and solar wind
properties across the two event categories, challenges emerged due to inconsistencies in
how the NO data from SOFIE scaled with flux responses. NO concentrations in the
atmosphere, which are very dynamic and fluctuate with seasonal changes in sunlight
conditions at the poles, complicate the event selection. Furthermore, SOFIE’s method
of conducting a single measurement per orbit at varying latitudes based on local sunrise
and sunset adds variability. Measurements may or may not occur within regions of MEE
precipitation, affecting the data’s representation of electron precipitation’s impact on
NO. Additionally, the limited number of 50 km events fulfilling the criteria made the

assessment challenging and inconclusive.

Instead, Paper II explores the geomagnetic conditions and solar wind properties asso-
ciated with large > 292 keV electron flux responses. This method allows for a more

statistically sound response and confirms the presence of fluxes necessary for observing
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Figure 4.4: SEA of the relative change in NO density for the events reaching 90 and 80 km
altitude (left) and those reaching 50 km (right). The y-axis shows altitude from 40 — 140 km.
The x-axis shows days from onset (0), defined as the day the NO density peaks at 90 km.

the direct impact of EEP at lower altitudes. The NO profiles from the SH are then used

as supplementary data to show atmospheric effects corresponding to these flux responses.

4.3 Solar Wind and Geomagnetic Data

The solar wind and geomagnetic data used in this thesis are all on a daily resolution.
To get an idea of the solar wind forcing, the IMF B, [nT] in geocentric solar magnetic
coordinates and the solar wind bulk speed v [km/s| were retrieved from the OMNI2
(formally OMNI) database. To describe the energy transfer from the solar wind to the
magnetosphere, the Epsilon parameter (¢) [GW] from the SuperMAG database ( Gjerloev,
2012) is used. This parameter draws from the work of Akasofu (1981) and uses the solar
wind speed, IMF strength, and the orientation of the IMF at several Rp to give an
estimate of the efficiency of the magnetic reconnection process at the magnetopause.
The daily substorm onset rate derived based on the auroral electrojet SML index is
also retrieved from the SuperMAG database (Newell and Gjerloev, 2011). Lastly, the
categorization of solar wind structures (being either CME- or HSS-driven) based on

Richardson and Cane (2012) was used to give further context to the solar wind forcing.

To describe geomagnetic activity, the AE [nT], Kp, and Dst [nT] indices were chosen.
These indices are calculated using standardized methods agreed upon by the Interna-
tional Association of Geomagnetism and Aeronomy, making them consistent and com-
parable over time and across different research studies. The AE (Auroral Electrojet)
index quantifies the strength of the geomagnetic activity in the NH auroral zone, reflect-
ing disturbances in the Earth’s magnetic field due to auroral electrojet currents. The
Kp index is a global geomagnetic activity indicator based on measurements from mid-

latitudes. It measures fluctuations in the Earth’s magnetic field on a scale from 0 to 9,
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with higher values indicating more intense geomagnetic storms. The Ap index, used in
the model by van de Kamp et al. (2018), is derived from the Kp index by transforming
the quasi-logarithmic Kp values into a linear scale. As previously mentioned, the Dst
index is the Disturbance Storm Time index, which tracks worldwide geomagnetic storm
intensity by measuring the strength of the equatorial ring current at low latitudes. The

geomagnetic indices are also retrieved from the OMNI2 database.



5 Summary of Papers

This section introduces the three papers forming this thesis. The papers offer insights
into the variations within the MEE precipitation spectrum with a focus on the character-
istics of the high-energy tail. Further, they investigate which solar wind properties drive
large flux enhancements of high-energy tail electrons and examine their associated geo-
magnetic responses. The objective is to increase our understanding of the high-energy
tail’s unique behavior and drivers. The overarching goal is to pave the way for an MEE
parameterization that better captures the entire energy spectrum to be applied in future

chemistry-climate models.

Further, they investigate what solar wind properties drive large flux enhancements of
high-energy tail electrons and what characteristic geomagnetic responses they are asso-
ciated with.

Paper I: Exploring the Predictability of the High-Energy Tail of MEE
Precipitation Based on Solar Wind Properties

Paper I investigates how the high-energy tail of MEE precipitation with energies 2> 300
keV differs from the lower energies of 2 30 keV. The study focuses on three key aspects:

e Maximum flux response.
e Timing of the maximum flux response.
e Duration of the flux response.

The differences are explored in the context of solar wind structures and the solar wind
properties B,, v, and e. The motivation comes from the considerable differences in
existing parameterizations and observations regarding these aspects ( Tyssoy et al., 2019;
Nesse Tyssopy et al., 2022). The aim is to establish a probabilistic MEE parameterization
that goes beyond the average picture, capturing the full variability of the EEP energy

spectrum.

All the available optimized BLC fluxes in the NH from 2004 to 2014 for the > 43 and
> 292 keV energy channels are used. CMEs and HSSs were categorized into single and
combined events. An event was selected if it lasted at least one day and had slower,
interstream, solar wind the days before and after. Events with gaps in the flux data or

with fluxes falling below 250 electrons cm~=2s~ sr~! were discarded. Lastly, if the > 43
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or > 292 keV flux peaked before the arrival of the solar wind structure, the event was
removed. Based on these criteria, 249 events were identified: 38 CMEs, 181 HSSs, and

34 events being a combination of both.

The event selection enables an analysis of how solar wind structures influence differences
between the two energy channels. As the > 43 keV flux evolution is fairly well correlated
with geomagnetic activity (van de Kamp et al., 2016; Tysspy et al., 2021), this study
targets the behavior of the > 292 keV flux relative to the lower energies. Onset is defined
as the peak in the > 43 keV flux. All solar wind parameters are averaged from two days

before to one day after the onset, as this captured the main energy transfer period.

Comprising 73% of the cases, HSS-driven events show the lowest flux responses, sug-
gesting an average-based parameterization will best represent them but downplay times
with stronger precipitation. A correlation of 0.89 exists between the > 43 and > 292
keV flux peaks. However, the > 292 keV peak can vary by an order of magnitude for a
certain > 43 keV response. Accounting for solar wind structure improves correlation. €
consistently relates to the > 292 keV peak for both CME and HSS events, proving valu-
able if the solar wind structure is unknown. The correlations are only useful if the delay

between the flux peaks is known.

The delay of the > 292 keV peak, relative to the > 43 keV peak, ranges from zero to three
days, with a one-day delay occurring most frequently. Higher probabilities for faster or
slower delays depend on the solar wind structure, where CMEs are more likely to have a
zero-day than a two-day delay, while the opposite is true for HSSs. The four-day average
solar wind speed can be applied to increase the capability of predicting a certain delay,
though different thresholds are required for the different structures. For example, v >
400 kmm/s makes a zero-day delay more probable during CMEs, while for HSSs, this
threshold is at v > 550 km/s.

While the > 292 keV flux duration typically spans four days regardless of solar wind
structure, the > 43 keV flux duration varies and is, on average, one day for CME-driven
and two days for HSS-driven events. In other words, even short > 43 keV responses
can lead to long-lasting > 292 keV fluxes. None of the applied solar wind parameters

correlated with duration.

The established characteristics of the high-energy tail of MEE precipitation in Paper
I shed light on why a geomagnetic index that correlates well with the lower energies
will not accurately represent the high-energy tail. A certain value of the > 43 keV flux
peak can result in a > 292 keV flux peak that varies by one order of magnitude. The
occurrence of the respective peak is likely to be delayed. Furthermore, a parameterization

based on the average events will underestimate the strongest precipitation events largely
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associated with CMEs. Not taking into account the differences in timing and duration
will further lead to an underestimation of MEE precipitation after the peak in the >
43 keV flux. The probability of a certain > 292 keV response is dependent on the
solar wind structure. However, the low number of CME-related events makes it hard
to draw strong conclusions, though clear tendencies are present. Throughout the study,
B, showed the weakest correlation with high-energy tail properties, likely due to its
oscillation between negative and positive values where a daily resolution averages these

fluctuations to around zero.

Paper II: The High-Energy Tail of Energetic Electron Precipitation: So-
lar Wind Drivers and Geomagnetic Responses

Paper II investigates the solar wind properties and geomagnetic responses linked to sub-
stantial high-energy tail MEE fluxes. The motivation is to address the observed underes-
timation of MEE flux parameterizations, particularly during periods of strong solar and
geomagnetic activity (Tysspy et al., 2019). The study seeks to identify predictive indica-
tors for the high-energy tail of MEE, contributing to a more accurate parameterization
of the full EEP spectrum in future atmospheric models. The optimized BLC electron
fluxes from the NH and SH are used to obtain a global daily average flux covering an en-
tire solar cycle (2004-2014). To assess atmospheric impacts, the study also incorporates
NO density measurements from the SOFIE instrument aboard the AIM satellite.

164 peaks in the > 43 keV electron flux exceeding the 90th percentile are identified and
categorized based on the corresponding > 292 keV peak fluxes.

e The third with the weakest and strongest > 292 keV flux peaks termed absolute
E1 and E3 events, respectively.

e The third with the lowest and highest > 292 keV peaks scaled by the > 43 keV

peak termed relative E1 and E3 events, respectively.

e A subset of absolute events, termed overlapping E1 and E3 events, identified based

on comparable > 43 keV fluxes.

This categorization led to a total of 110 absolute, 110 relative, and 25 overlapping events.
Analyzing the absolute events allows us to identify how strong solar wind and geomag-
netic responses need to be to give high > 292 keV fluxes. The relative and overlapping
events provide insight into the conditions leading to large high-energy tail fluxes, inde-

pendent of the initial > 43 keV and total energy flux.

Superposed epoch analysis of NO revealed that absolute E3 events will directly impact
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the lower mesosphere. While no single solar wind or geomagnetic parameter could fully
account for the observed variations in electron precipitation across the E1 and E3 event
categories, certain tendencies emerged. Notably, the high-energy tail tends to be associ-

ated with elevated solar wind speeds persisting in the recovery of a deep Dst trough.

Probability assessments revealed €, Dst, and Kp as the best single predictors of absolute
E1 and E3 events, each exhibiting specific activity thresholds that increase the likelihood
of specific events. Additionally, thresholds that either guarantee or rule out an E1 or E3
event with over 95% certainty were identified. Kp is found to be the best parameter as
it accurately identified 55% of events. However, when considering solar wind structures,
the Dst index could identify 65% of the absolute E1 and E3 events, making it the most
indicative parameter for the high-energy tail response. In accordance with Paper I, most
E1 events were associated with HSSs, while the E3 events had a more even distribution
between CMEs and HSSs.

The study provides insight into how a stochastic model of MEE precipitation can use
certain thresholds to identify the probability of high > 292 keV flux responses. Dst and
Kp were found to be the best predictive parameters. When it comes to determining
the events in the ambiguous range, the results point to high solar wind speeds in the
declining phase of a deep Dst trough. However, case studies are necessary to evaluate

this hypothesis.

Paper lll: The High-Energy Tail of Energetic Electron Precipitation:
Case Studies

Paper III evaluates the absolute E1 and E3 events (now just E1 and E3 events) from
Paper II through specific case studies. The overarching goal of the detailed examination
of case studies is to reveal potential mechanisms that prevent or facilitate acceleration
and precipitation of the high-energy tail of MEE. Paper III sets out to evaluate the
hypothesis about how elevated solar wind speed persisting in the recovery phase of a
deep Dst trough can drive high > 292 keV fluxes. The hypothesis is tested by examining
events associated with Kp and Dst extremes with regard to solar wind properties and

geomagnetic responses. The case study events are as follows:
e The E1 event with the strongest Dst deflection.
e The E3 event with the weakest Dst deflection.
e The E1 event with the strongest Kp maximum.

e The E3 event with the weakest Kp maximum.
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These events mark the limits of the ambiguous Dst and/or Kp ranges found in Paper
IT. The case studies reveal that high solar wind speed in the recovery phase of a deep
Dst trough is not sufficient to guarantee E3 events. Instead, moderate but persistent
geomagnetic activity and preloading of the radiation belts seem to stand out for the am-
biguous events. More importantly, the analysis reveals that strong Dst values can be
associated with weak Kp values and vice versa. This led to an examination of the simul-
taneous application of Kp and Dst limits to improve event predictability. Interestingly,
the E3 event with the weakest Dst deflection was found to be the only E3 event with
consistent positive daily B, values, making it a significant outlier. Its evolution into an
E3 event is likely due to persistent, long-lasting, elevated Kp and substorm rate values
that ensure acceleration and scattering of the electrons combined with an elevated radi-
ation belt population prior to the event. Consequently, this outlier was excluded when

applying the concurrent Kp and Dst criteria for event analysis.

Using both Kp and Dst criteria successfully classifies 75% of the events. This accuracy
increased further to 85% when accounting for variations in solar wind structures. The
15% of events left in the ambiguous range were evaluated separately. Though far from a
homogeneous group, certain tendencies did reveal themselves. The turning of the IMF
B, component from negative to positive on epoch day zero or one can be used to identify
an ambiguous event as an E1 event, allowing for accurate categorization of all but two
E1 events but wrongly classifying one ambiguous E3 event. The northward turning of
B, effectively slows the energy transfer from the solar wind to the magnetosphere and
reduces the substorm activity. It also makes remaining substorm activity less efficient

as the plasmapause will expand and reduce the area of chorus wave growth.

Generally, it was found easier to exclude than to determine an E3 event. For the am-
biguous E3 events, the key seems to be in prolonged and sustained substorm activity
and/or high solar wind speed driving ULF waves. Events with such properties seem to

be able to evolve into E3 events despite low or moderate Kp and Dst values.

The results of Paper III, together with Paper II, imply that concurrent criteria, for
example, using Kp, Dst, and even maybe B,, and/or a more stochastic approach, are

needed to better capture the nature of the high-energy tail electron precipitation.

Some Challenges Related to the Analyses

The event selection across a solar cycle presents challenges in assessing the categorizations
of events in a statistically robust manner due to their low numbers. This is especially true

when further categorizing the events by solar wind properties and > 292 keV response.
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The choice of applying daily scales is motivated by the temporal resolution used in
chemistry-climate models. However, this might result in the loss of more detailed infor-
mation about the intensity of various parameters. Such an approach may hide critical
insights necessary for understanding the mechanisms behind high-energy tail electron

precipitation.

Although the studies in this thesis mark a significant stride towards identifying the oc-
currence of strong, high-energy tail flux events, pinpointing the exact intensity of these
events remains outside our scope. Furthermore, the applied fluxes are estimates, which,
despite optimization efforts, have uncertainties. For example, the pitch angle distribu-
tion calculations assume steady-state conditions, which might be violated in the main
phase of a storm. The research methodology, which averages data across longitudes,
MLT, and even hemispheres, further disguises the complexities of these phenomena by
smoothing over localized variations that could offer a deeper understanding. The aver-
aging highlights the delicate balance between obtaining a broad overview and preserving

essential information that affects high-energy electron precipitation.



6 Conclusions and Future Prospects

Conclusions

The aim to investigate the nature of MEE precipitation is motivated by the need to
increase the accuracy of a future parameterization of MEE to be applied in climate
models. Moreover, a better understanding of the fundamental nature of acceleration
and loss in the outer radiation belt and ring current could provide a better prediction
of the harsh radiation environment for the increasing number of satellites orbiting the
Earth. These different perspectives are two sides of the same coin, and the results of

this thesis feed into the prospects of both.

The objective is to increase our understanding of the high-energy tail’s unique behavior
and drivers. Two research questions were set to achieve this: "How do the characteristics
of the high-energy tail differ from those of lower-energy MEE precipitation?" and "Which
solar wind and geomagnetic parameters can capture the variations in the high-energy
tail of MEE precipitation?". The nature of the high-energy tail is investigated over 11
years from 2004 to 2014 by using the optimized bounce loss cone fluxes by Nesse Tyssoy
et al. (2016). Paper I answers the first research question by establishing the differences in
peak response, timing, and duration between the > 43 keV and > 292 keV peak fluxes in
the context of different solar wind structures and properties. Papers II and III set out to
answer the second research question by finding the predictive capabilities of solar wind

and geomagnetic parameters to capture strong high-energy tail precipitation events.

From Paper I, it is clear that a parameterization including the delayed and prolonged
high-energy tail response could better capture the intensity, range, and duration of MEE
precipitation events. The differences between the > 43 and > 292 keV fluxes are also
dependent on solar wind drivers. Most evident is the higher fluxes associated with
CME-related events. As the occurrence frequency of HSSs is much higher than CMEs,
an "average" storm will most likely underestimate the strong precipitation events that
occur during CMEs and combined structures. Therefore, knowing the solar wind driver

can further help parameterize the > 292 keV fluxes more accurately.

Papers IT and III analyze the most intense > 43 keV MEE flux events across the solar
cycle to identify which solar wind parameters or geomagnetic indices can accurately
reflect changes in the associated > 292 keV flux. However, Paper II showed that no single

solar wind nor geomagnetic parameter can capture the differences. Instead, thresholds
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can be applied to the parameters to help determine the probability of a high or low > 292
keV flux response. Dst and Kp proved most effective, identifying over half of the events.
With knowledge of the solar wind structure, Dst’s identification abilities increased to
65% of events. Paper III showed that the combination of Dst and Kp could identify up
to 75% of the events that were separated into high and low > 292 keV flux peaks. This
effectiveness arises from their ability to partially identify different events when applied
individually. When knowing the solar wind structure, the combination of Dst and Kp

can further identify 85% of the events.

In paper III, the events left within the ambiguous range of Dst and Kp were evaluated
as case studies. Though the events had different properties, the turning of the IMF Bz
component from negative to positive in the storm’s recovery phase helped identify all but
two E1 events but wrongly classified one E3 event. Generally, it was found to be easier to
exclude the possibility of a strong > 292 keV event than to guarantee one. However, for
events with strong > 292 keV fluxes but with moderate Kp and Dst signatures, sustained

elevated activity over multiple days seems to be characteristic.

Despite challenges in analysis and interpretation, Papers I through III contribute to
expanding our understanding of the high-energy tail of MEE. They offer valuable insights
that could aid in the development of parameterizations based on concurrent criteria and

in establishing a stochastic parameterization approach.

Future Prospects: A Stochastic Parameterization of MEE to be Ap-
plied in Climate Models

Currently, a new solar forcing dataset for the climate model CMIP7 is being constructed
(Funke et al., 2024). As a response to the reported underestimation of the MEE ioniza-
tion rates in CMIP6, updated particle flux observations using both the 0° and 90° tele-
scopes are being used to construct the precipitation model. Moreover, as documented in
Paper I, it is recommended to incorporate a lagged or an accumulated response to better
capture the delay of the high-energy tail. If validation of the resulting ionization reveals
that the scaling parameter corresponds to a wide range of possible flux responses, then
"implementing a stochastic solar-cycle-dependent element should be considered” (Funke
et al., 2024). As such, the results of papers II and III can also have a direct implication
for the MEE ionization rates recommended in chemistry-climate model runs. On the
other hand, the new CMIP7 MEE ionization rate will most likely depend on one single
geomagnetic index as in CMIP6. Based on the results of Paper III, using a two-variable
approach is likely to better reflect the high-energy tail. Therefore, a natural step forward

would be to develop our own MEE parameterization model.
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In addition to Papers I-III, T contributed to four other papers, all addressing different
perspectives on the nature of MEE. Babu et al. (2022, 2023) developed a model for
the varying equatorward boundary of the MEE precipitation region. In Tyssgy et al.
(2021), AE-based proxies are achieved by accumulating the AE activity over multiple
days, including an e-folding lifetime. This approach enables the prediction of 72-86%
of the detected daily MEE precipitation variance. As pointed out in Paper II, the AE-
based proxies capture the general features of our SEA flux analysis, but are not able to
identify the individual high-energy tail events. In the future, it would be valuable to
combine these findings into a unified approach. The development of an average-based
model that scales the MEE flux intensity by an accumulated geomagnetic index and
the equatorward precipitation boundary by daily Dst values could serve as a starting
point. Next, a stochastic element can be added utilizing the findings of Papers I-I11. For
example, in terms of the high-energy tail, the full range of flux responses or the standard
deviation of the average MEE model can be applied to upscale or downscale the average
flux prediction. This would allow the full range of MEE flux responses throughout the
solar cycle to be represented. Finally, the characteristics of the slot region events found
in Nesse et al. (2023) can be implemented to account for the additional MEE drizzle after
the geomagnetic activity subsides. In this manner, the collective key findings from all
seven papers can form a new MEE parameterization capable of estimating flux intensity,

precipitation regions, and a realistic energy spectrum on daily to decadal scales.
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University of Maryland, College Park, MD, USA

Abstract Medium Energy Electron (MEE) precipitation (230 keV) ionizes the mesosphere and initiates
chemical reactions, which ultimately can reduce mesospheric and stratospheric ozone. Currently, there are
considerable differences in how existing parameterizations represent flux response, timing, and duration of
MEE precipitation, especially considering its high-energy tail (2300 keV). This study compares the nature
of 2300 to 230 keV electron fluxes to better understand differences within MEE precipitation. The MEE
fluxes are estimated from measurements by the Medium Energy Proton and Electron Detector (MEPED)
onboard the Polar Orbiting Environmental Satellite (POES) from 2004 to 2014. The fluxes are explored in the
context of solar wind drivers: corotating high-speed solar wind streams (HSSs) and coronal mass ejections
(CMESs) alongside their associated solar wind properties. Three key aspects of 2300 keV electron fluxes

are investigated: maximum response, peak timing, and duration. The results reveal a structure-dependent
correlation (0.89) between the peak fluxes of 230 and 2300 keV electrons. The epsilon coupling function
correlates well (0.84) with the 2300 keV peak flux, independent of solar wind structure. The 2300 keV flux
peaks 0-3 days after the 230 keV flux peaks. The highest probability (~42%) occurs for a 1-day delay, while
predictive capabilities increase when accounting for solar wind speed. The 2300 keV flux response has the
highest probability of lasting 4 days for both CMEs and HSSs. The results form a base for a stochastic MEE
parameterization that goes beyond the average picture, enabling realistic flux variability on both daily and
decadal scales.

Plain Language Summary Electrons with energies >30 keV precipitating into the Earth's
atmosphere is known as medium energy electron (MEE) precipitation. Solar wind properties drive the rate

and energy of MEE. MEE precipitation is a relevant solar forcing as it produces ozone-depleting substances.
Variations in ozone concentration can modify the atmospheric temperature profile and lead to changes in
atmospheric circulation that can map down onto surface climate. The community's capability of parameterizing
MEE precipitation is an active field of research. This study aims to build a foundation for an MEE
parameterization that represents realistic variability on daily and decadal scales by exploring the variability in
the context of different solar wind properties. The study focuses on three key aspects regarding the differences
within the energy spectrum of MEE precipitation: maximum response, timing, and duration. The key aspects
are evaluated regarding the probability of a specific response. This study looks at an entire solar cycle (11 yr). It
is found that solar wind properties, such as solar wind speed, can help determine the probability of a particular
MEE response. The results from this paper will be key elements for constructing an MEE precipitation
parameterization to be applied in a chemistry-climate model.

1. Introduction

Energetic particle precipitation (EPP) causes chemical changes in the upper atmosphere (250 km), for exam-
ple, by creating NO, and HO, gasses (e.g., Smith-Johnsen et al., 2017; Verronen & Lehmann, 2013; Verronen
et al., 2006; Zawedde et al., 2018). The increase of NO, is particularly significant due to its long lifetime during
high-latitude winter darkness, allowing for downward transportation and depletion of stratospheric ozone
(Damiani et al., 2016; Maliniemi et al., 2021; Solomon et al., 1982). Ozone plays a significant role in stabilizing
the atmosphere's radiation balance and climate system by absorbing incoming solar radiation and emitting long-
wave infrared radiation. Hence, variation in ozone will cause changes in the atmospheric temperature profile
and lead to changes in atmospheric circulation that can potentially map down onto surface climate (Baldwin
& Dunkerton, 2001; Kidston et al., 2015; Maliniemi et al., 2016; Seppild et al., 2016). The strengths of the
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atmospheric ionization rates and chemical modulation highly depend on the number, energy, and type of particles
hitting the atmosphere.

EPP consists of both protons and electrons. Auroral electron ($30 keV) and proton (<1 MeV) precipitation orig-
inating from the plasma sheet will ionize the lower thermosphere and upper mesosphere. Medium energy elec-
trons (MEEs; 230 keV) from the radiation belts deposit their energy throughout the upper mesosphere, whereas
the high-energy tail of MEE (2300 keV) can reach the upper stratosphere (Turunen et al., 2009). Occasionally,
high-energetic precipitating protons from solar proton events (SPEs; 1-50 MeV) can ionize the stratosphere,
where the production of NO, and HO, allows for a direct impact on stratospheric ozone (Jackman et al., 2005;
Tyssgy & Stadsnes, 2015; Tyssgy et al., 2013; Zawedde et al., 2018).

The link between electron precipitation at auroral energies and how it affects NO_ in the lower thermosphere is
well established (Marsh et al., 2004; Sinnhuber et al., 2011). Similarly, the effects of SPEs are fairly well quan-
tified (Funke et al., 2011; Jackman et al., 2005; Tyssgy & Stadsnes, 2015; Tyssgy et al., 2013). However, knowl-
edge gaps remain regarding the MEE precipitation spectrum, particularly when considering the high-energy tail.
MEE precipitation is acknowledged as one of the relevant factors in understanding stratospheric ozone depletion
(Matthes et al., 2017). Currently, the community's capability of parameterizing MEE precipitation is an active
field of research (Babu et al., 2022; Beharrell et al., 2015; Duderstadt et al., 2021; Mironova et al., 2019; Partamies
et al., 2021; Pettit et al., 2019; Tyssgy et al., 2019; Tyssgy, Partamies, Babu, Smith-Johnsen, & Salice, 2021;
Tyssgy et al., 2021; van de Kamp et al., 2018, 2016). Instrumental challenges and different data handling result in
a wide range of electron flux and ionization rate estimates (Tyssgy et al., 2021). This uncertainty propagates into
chemistry-climate model projections of the associated chemical effects (Sinnhuber et al., 2022).

Geomagnetic indices are often used as proxies for precipitation. The lower part of the electron precipitation spec-
trum is known to correspond well with geomagnetic indices (e.g., Hendrickx et al., 2015; @stgaard et al., 2002;
Y. Zhang & Paxton, 2008). The high-energy tail of MEE precipitation is more ambiguous (Turunen et al., 2009;
Tyss@y, Babu, Smith-Johnsen, & Salice, 2021). The Coupled Model Intercomparison Project Phase 6 (CMIP6)
provides climate projections in a multi-model context (WCRP, 2011). The current CMIP6 solar forcing recom-
mendation utilizes van de Kamp et al. (2016)'s daily resolved model for MEE precipitation (Matthes et al., 2017).
The model is based on the 0° Medium Energy Proton and Electron Detector (MEPED) measurements onboard
the NOAA Polar Orbiting Environmental Satellites (POES) and is scaled by the Ap index. Several limitations to
this approach have been established (e.g., Mironova et al., 2019; Pettit et al., 2019; Tyssgy et al., 2019; Tyssgy
etal., 2021).

Tyssgy et al. (2019) find that the Ap-based model falls short in reproducing flux levels, variability associated
with strong geomagnetic storms, and the duration of storms. Typically, the high-energy tail of MEE acts differ-
ently compared to the lower energies with respect to the timing (@degaard et al., 2017) and duration (Longden
et al., 2008) of the flux response. Moreover, as the parameterization developed in van de Kamp et al. (2016)
is based on an average response to geomagnetic activity, it is likely to downplay the impact of extreme events
(Tyssgy et al., 2021). To model the effect of the transient forcing of MEE on the atmosphere, a correct representa-
tion of the daily MEE variability over a wide range of energies with respect to both the background drizzle and
storm periods is necessary. Additionally, an average representation of the typical storm might not reflect the
variability throughout a solar cycle. In particular, the solar wind drivers of MEE exhibit a fairly strong solar
cycle dependence (e.g., Asikainen & Ruopsa, 2016; Kilpua, Balogh, et al., 2017; Kilpua, Koskinen, et al., 2017),
potentially causing a systematic bias on decadal scales (Tyssgy et al., 2019). An accurate representation of MEE
precipitation will allow for better parameterization on both daily and decadal scales.

The solar wind fuels the magnetospheric processes that accelerate and scatter electrons trapped in the radiation
belts. Coronal mass ejections (CMEs) and high-speed solar wind streams (HSSs) are the primary large-scale
heliospheric solar wind structures driving geomagnetic disturbances (e.g., J. Zhang et al., 2007). These structures
occasionally occur in rapid sequences or are merged, leading to intense geomagnetic disturbances (Asikainen &
Ruopsa, 2016; Kilpua, Balogh, et al., 2017; Kilpua, Koskinen, et al., 2017). CMEs consist of various compo-
nents such as shocks, sheaths, ejecta, and clouds (for reviews on CMEs, see e.g., Kilpua, Balogh, et al., 2017;
Kilpua, Koskinen, et al., 2017; Zurbuchen & Richardson, 2006). HSSs are often accompanied by a corotating
interaction region (CIR) leading the stream (for a review on HSSs and CIRs, see Richardson, 2018). Generally,
CMEs tend to be brief (~1 day) and may include strong, slowly varying magnetic field components, while HSSs
tend to last longer and have fluctuating magnetic field components (e.g., Borovsky & Denton, 2006; Kataoka &
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Table 1

Nominal Detector Responses in the Three Electron Channels E1, E2, and
E3 of the SEM-2 MEPED Electron Detector (Evans & Greer, 2004) and the
New Optimized Integral Energy Limit for the Different Channels (@degaard
etal., 2017)

New optimized

Energy channel Nominal lower limit [keV] lower limit [keV]

13l >30 >43
E2 >100 >114
E3 >300 >292

Miyoshi, 2006; Kilpua, Balogh, et al., 2017; Kilpua, Koskinen, et al., 2017).
Throughout a solar cycle, HSSs are nearly always (except at solar maxima)
more frequent than CMEs (Asikainen & Ruopsa, 2016). The fundamentally
different solar wind properties drive different geomagnetic disturbances
as well as different MEE precipitation characteristics (e.g., Borovsky &
Denton, 2006; Longden et al., 2008).

This study explores daily MEE precipitation in the context of its solar wind
drivers and the associated solar wind properties, such as solar wind speed
and interplanetary magnetic field (IMF). Notably, the focus is on the behav-
ior of the high-energy tail compared to low-energy MEE precipitation. The
low-energy MEE is generally easier to quantify due to its high correspond-
ence to geomagnetic activity in contrast to the high-energy tail. The MEE

bounce loss cone (BLC) fluxes are estimated based on observations from MEPED onboard POES/METOP over
11 yr from 2004 to 2014. Periods of isolated CME- and HSS-driven solar wind structures and periods when they
are in close sequence are examined. Three key aspects of 2300 keV electron flux are investigated:

© The maximum flux response.

® The timing of the maximum flux response.
® The duration of the flux response.

The key aspects are evaluated regarding the probability of a specific response. The goal is to identify variables
that increase the accuracy of a daily MEE parameterization to be applied in a chemistry-climate model. This
paper is organized as follows: Section 2 describes the data and methods used, Section 3 presents the results which
are discussed in Section 4, and finally, conclusions of this study are provided in Section 5.

2. Data and Method
2.1. MEE Flux

The series of NOAA/POES and EUMETSAT/MetOp satellites are Sun-synchronous, low-altitude polar-orbiting
spacecraft. The spacecraft circle at ~850 km altitude with a period of ~100 min, resulting in 1415 orbits per
day (Evans & Greer, 2004). The MEPED instrument is mounted on the POES series and three of the MetOp
spacecraft. The combined measurements from the different satellites give a near-continuous observation of MEE

precipitation from 1979 until today.

MEPED consists of a set of eight separate solid-state particle detector systems. Two are proton solid-state detec-
tor telescopes, two are electron solid-state detector telescopes, and the remaining four are omni-directional detec-
tor systems for high-energy protons measured over a wide range of angles (Evans & Greer, 2004). The electron
detectors monitor the intensity of electrons in three bands from 30 to 2,500 keV (Evans & Greer, 2004). The
nominal electron energy limits for the electron telescope in the three bands E1, E2, and E3 as given in Evans and
Greer (2004) are listed in Table 1. When in operation, the true electron energy limits depend on the incoming
electron energy spectrum (Yando et al., 2011). The new optimized effective integral energy limits and associated
geometric factors are based on a series of realistic power laws and exponential spectra and were determined by
@degaard et al. (2017) by applying the geometric factors given in Yando et al. (2011).

The electron solid-state detector telescopes consist of a 0° and 90° telescope. The 0° telescope is oriented radially
outward along the Earth-satellite connecting axis. The 90° telescope is perpendicular to the 0° telescope and
anti-parallel to the satellite's velocity vector. Both telescopes are rotated away from the described axis by 9° to
ensure a clear field of view (Evans & Greer, 2004). Charged particles gyrate along the magnetic field lines. The
angle between the velocity vector of a particle and the magnetic field line is known as the particle's pitch angle.
This angle determines whether the particle will be lost to the atmosphere or mirrored back along the magnetic
field. The atmospheric BLC is defined as the range of pitch angles at which particles will be lost. The size of
the BLC changes with latitude and longitude due to variations in the magnetic field strength. In MEPED, the
0° telescopes will mainly measure atmospheric BLC particles when traveling across high geomagnetic latitude,
while the 90° telescopes will mainly measure particles at the edge or outside of the BLC (Rodger et al., 2010).

Separately, the two telescopes do not give an accurate estimate of the BLC electron flux (Tyssgy et al., 2016)
as the 90° telescope will give an overestimation and the 0° telescope an underestimation. This is because the
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energetic electron fluxes are often strongly anisotropic with decreasing fluxes toward the center of the BLC
(Tyssgy et al., 2016). Tyssgy et al. (2016) estimated a complete BLC flux for each electron energy channel
by combining measurements from both telescopes with electron pitch angle distributions from theories of
wave-particle interactions in the magnetosphere. The Focker-Planck equation for particle diffusion (Kennel &
Petschek, 1966; Theodoridis & Paolini, 1967) is solved for a wide range of diffusion coefficients. The solutions
are then transformed to the satellite altitude and stored in a look-up table. The ratio between the fluxes detected
by the 0° and 90° detector is compared to the theoretical solution considering the telescope's viewing directions
relative to the magnetic field. Finally, the size of the BLC is predicted based on the International Geomagnetic
Reference Field model and is applied to estimate the precipitating fluxes. The BLC flux estimate is done sepa-
rately for each energy channel, as the level of particle diffusion will vary with energy. A detailed explanation of
the method can be found in Tyssgy et al. (2016).

This study applies the BLC fluxes with the new optimized effective integral limits E1 (>43 keV) and E3 (>292 keV).
The BLC fluxes represent daily fluxes averaged over 55°-75° corrected geomagnetic (CGM) latitude and all
magnetic local times for a full solar cycle from 2004 to 2014. During this period, up to seven satellites have been
operational, all with the newest instrument package SEM-2. More details of the operating satellites and data cover-
age for the specific time period can be found in Babu et al. (2022) and Tyssgy, Partamies, Babu, Smith-Johnsen,
and Salice (2021). For simplicity, >43 and >292 keV electron fluxes will be referred to as E1 and E3, respectively.

2.2. Solar Wind Structure and Parameters

The near-Earth solar wind is divided into three basic flow types:

o Corotating high-speed streams that originate from coronal holes at the Sun.

o Transient flows associated with CMEs at the Sun.

o Slower, interstream solar wind typically associated with the streamer belt at the Sun.

Classification of these three structures for every day of the 11 yr period from 2004 to 2014 was made using
the same methods discussed by Richardson and Cane (2012). Their list of daily resolution solar wind struc-
tures, based on a 1 hr resolution assessment of these structures, includes the day the structure starts to the day
it ends, even if that solar wind structure did not predominately occur on these days. The classifications are
based on a variety of data, including near-Earth solar wind parameters from the OMNI database, geomagnetic
activity data, and energetic (~0.1-100 MeV) particle and cosmic ray observations (Richardson & Cane, 2012).
Since the near-Earth solar wind data is essentially continuous throughout the investigated period, Richardson and
Cane (2012)'s classifications are considered representative and suitable for this study.

The corotating high-speed streams, denoted as HSSs in this paper, typically have solar wind speed v 2 450 km/s
and include both the high-speed stream and CIR where the leading edge of the high-speed stream interacts with
the preceding slower, cooler, and denser solar wind. The transient flows originating with CME:s at the Sun include
interplanetary CMEs (ICMEs), the manifestations in the solar wind of the CMEs, and the associated upstream
shocks and post-shock/sheath regions (Richardson & Cane, 2012). Richardson and Cane (2012) refer to ICMEs
and their upstream shocks and sheaths collectively as “CME-associated” structures. This paper follows the same
approach and, for brevity, uses “CME” to refer to these structures. More information on the respective data sets and
how the different structures are identified can be found in Richardson and Cane (2012) and references therein.

The solar wind magnetic field strength and direction as well as the solar wind speed are primary drivers of
geomagnetic activity. In this paper, the IMF component Bz (in GSM-coordinates) and plasma flow speed, v, were
retrieved from the OMNI 2 database with a daily resolution from 2004 to 2014. In addition, the epsilon parameter,
€, which is based on Bz and v and which gives a general idea of the energy transfer between the solar wind and
the magnetosphere, was retrieved from the SuperMAG database (Gjerloev, 2012) with daily resolution over the
same time interval. € is given by:

€= t—:ustin“(g)lj 1)
Equation 1 is based on Akasofu (1981) and is given in SI units (Watt) by Koskinen and Tanskanen (2002). In
Equation 1, 4z/u, = 107, v is solar wind velocity, B is the magnitude of the solar wind magnetic field, 6 is the
clock angle (the angle between geomagnetic north and the projection of the IMF in the plane transverse to the
radial direction), and [ is seven times the Earth's radius (I, = 7Ry).
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The current parameterization for MEE precipitation recommended for CMIP6 is represented as daily averages
based on daily Ap values (Matthes et al., 2017). Moreover, the high-energy tail of the MEE spectra often peaks
after 1-2 days (@degaard et al., 2017; Tyssgy, Partamies, Babu, Smith-Johnsen, & Salice, 2021). Because of this,
the goal of our study is not to attempt to understand the role of solar wind drivers over short time intervals but to
reveal their stochastic role in the behavior of precipitating the high-energy tail of MEE. Tyssgy, Partamies, Babu,
Smith-Johnsen, and Salice (2021) demonstrate that the MEE precipitating fluxes are determined by accumulated
geomagnetic activity. As such, it is not the specific short periods of negative Bz or positive ¢ that determine the
daily MEE precipitation. Hence, we apply daily averages of the hourly determined solar wind structures, the
1 min Bz, v, and € parameters alongside daily averaged MEE fluxes.

2.3. Method

In this study, CMEs and HSSs are categorized into single and combined events. The combinations of events
include a CME followed by an HSS and vice versa. In the 11 yr of interest, 420 events were selected based on the
requirements that they were classified as a structure for at least 1 day and had slower, interstream solar wind the
day before and after. However, 12 events were removed because of gaps in the electron flux data. Additionally, 52
events with fluxes falling below 250 electrons/(cm? - s - st) were removed because they were close to the detectors
noise level of around 100 electrons/(cm? - s - st). Moreover, 107 events, where either E1 or E3 reached their high-
est flux before the solar wind event, were removed. These events would have given misleading flux responses,
as this study evaluates the electron fluxes within the solar wind structure and does not consider pre-event fluxes.
Based on these criteria, 249 events within the 11 yr period were retained: 34 CMEs, 181 HSSs, 17 CME + HSSs,
and 17 HSS + CMEs.

Figure 1 shows a superposed epoch analysis (SEA) over a 14-day period of E1 and E3 as well as the parameters
Bz, v, and € for all 249 events, denoted as the Base. The onset is defined by the peak in E1. Previous studies have
shown that the E1 evolution and maximum flux response are fairly well correlated with geomagnetic activity
(Tyssgy, Partamies, Babu, Smith-Johnsen, & Salice, 2021; van de Kamp et al., 2016). The evolution of E1 and
the three solar wind parameters in Figure 1 confirms this correlation. Hence, this study targets the behavior of the
E3 peak relative to the E1 peak and, therefore, defines the onset based on E1. In addition, choosing the flux peak
instead of flux rise avoids the pitfall of MEE radiation belt fluxes being subject to adiabatic variability where it
is not always evident when the flux rise starts (@degaard et al., 2017). Moreover, the peak flux is a pragmatic
parameter to apply in a model assuming a fairly consistent rise time. In this study, the peak fluxes refer to the
highest flux response within the solar wind structure period.

Figure 1 captures the long duration of elevated fluxes, particularly for E3. Note that other events may occur
during the 8 days following onset, which can give rise to some of the features in the SEA. When evaluating the E3
peak, as well as the delay between E1 and E3, activity throughout the 8-day period after the onset does not affect
the interpretations. However, when evaluating the duration, events with activity throughout the 8-day period after
the onset are discarded (see Section 3.4).

Under the assumption that it is the accumulated effect of solar wind drivers that is responsible for E3 charac-
teristics, we apply a 4-day average of the three parameters Bz, v, and € from 2 days before the onset (-2 days)
to 1 day after (+1 day). This captures the main energy transfer period as illustrated by ¢ in the lower panel of
Figure 1, which occurs before the average E3 peak. The respective time interval is optimized and confirmed based
on regression analysis between E3 and different time intervals for e. Note that Bz averages out around zero as it
oscillates between negative and positive values throughout the day. A daily average will not capture the oscillation
but can still indicate if Bz was more negative or positive throughout the day and if large negative values occur.

SEAs of the flux response in the E1 (black) and E3 (green) flux channels during the different events are presented
in Figure 2. The top panel shows Base events and gives a general picture of how active solar wind periods affect
electron precipitation. The four subsequent panels show the flux evolution during CMEs, HSSs, CME + HSSs,
and HSS + CMEs. As HSSs make up ~73% of all the events, they will correspond well with the Base. All five
panels list the E1 and E3 peaks with the associated timings. In addition, the transition between structures within
the combined events is marked on the upper x-axis. Note that one HSS + CME event does not change from an
HSS-driven structure to a CME-driven one until after the plotted period of 8 days from onset. This event is not
disregarded as we do not differentiate between electron fluxes reaching their peak in a certain structure of the
combined events.
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Figure 1. Superposed epoch analysis of the evolution of parameters for all events in this study (Base). From the top: E1
(>43 keV), E3 (>292 keV), Bz, v, and e. The fluxes are in cm~2s~'sr~!. The onset is defined as the E1 maximum flux
response within the solar wind structure period (denoted as the E1 peak). The gray lines show the lower and upper quartiles.

o Ropim

The electron flux channels E1 and E3 represent two different energy intervals within the MEE range, the latter
being the high-energy tail. As the magnetospheric acceleration and scattering processes are energy-dependent
(Millan & Thorne, 2007), it is expected that the nature of particles precipitating at these two energy intervals
also differs. The E1 maximum response is higher as it not only represents an integral spectrum but naturally has
a higher flux due to the flux always decreasing with higher energy. However, it is evident that the broadness
of the E1 and E3 peaks typically differs. A prolonged E3 response implies a significant accumulated effect.
More time is needed to accelerate and scatter electrons at higher energies (>292 keV) which can lead to a delay
in the E3 response compared to that of E1 (@degaard et al., 2017; Tyssgy, Partamies, Babu, Smith-Johnsen, &
Salice, 2021). As solar wind drives the acceleration and scattering processes of electrons in the magnetosphere,
this study will examine to which degree different solar wind structures generate different characteristic flux
responses in the high-energy tail (E3) of MEE precipitation.

3. Results
3.1. The General Flux Evolution

The average flux evolution presented in Figures 1 and 2 represents an overview of the data used in this study.
The figures demonstrate the expected differences between the two energy channels of MEE precipitation. Both
Figures 1 and 2 show that the E3 peak is typically about two orders of magnitude smaller than that of E1. From
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Figure 2. SEAs of the electron flux for the E1 (>43 keV) (black) and E3 (>292 keV) (green) energy channels during different solar wind structures given in
cm~2s~!sr~!. The x-axis indicates days from the onset defined as in Figure 1. The dotted lines show the lower and upper quartiles. The coordinates of the E1 and E3
peaks are presented in the upper right corner. The numbers at the top of the bottom two panels indicate the number of events with a structural solar wind change on a
specific day. Note that the y-axis scaling of the black and green curves are different; the green y-axis is on the right-hand side. However, the y-axes are the same for all
panels.

Figure 2, the average HSS has considerably lower flux responses than other structures. The two combined struc-
tures have higher E1 and E3 average peaks than single structures. HSS + CMEs show large variability in E3
as the upper and lower quartiles indicate extremely high and low flux responses, respectively. E3 typically has
the highest flux responses within 1 day after the E1 peak. Also evident is the relatively steep rise and fall of E1
around the onset compared to the broader E3 response. The following results explore potential prediction capa-
bilities for the E3 peak, the delay of the E3 peak relative to that of E1, and the duration of E3 enhancement in
relation to solar wind properties.
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Structure | r |p-value| a | b

k| BASE |080| 0 0.79 | -2.10
- CME 0.94 0 0.73 | -1.15
N HSS 0.91 0 0.70 | -1.04
CME+HSS | 0.74 | 0.0007 | 1.03 | -5.07
HSS+CME | 0.96 0 1.39 | -9.39

10* 10° 108
E1 peak

Figure 3. Scatter plot of the dependence the E3 (>292 keV) peak has on the E1 (>43 keV) peak. The two fluxes are given in
cm~2s~!sr~!. The regression lines for the different structures, including the base (black), are plotted on top. The fluxes are on
a log-log scale. The correlation coefficients (r), the statistical significance values (p-value), and the line fitting parameters, a
and b, for the different structures are shown in a table to the right.

3.2. The E3 (>292 keV) Peak Flux

Figure 3 shows a log-log scatter plot of how the E3 peak depends on the peak of E1. On the right is a table of
the correlation coefficients (r), p-values, and line-fitting parameters a and b. Note that the peak fluxes refer to
the maximum flux response within the solar wind structure period. The E3 peak scales consistently to that of the
El peak with a correlation coefficient of 0.89 for all events (Base). Independently, the solar wind structures also
have high correlation coefficients (>0.90), with the exception of CME + HSSs, which have a correlation coef-
ficient of 0.74. CMEs and HSSs have similar rates of change (x0.70), while the rate of change for the combined
structures is higher (>1.00). The E3 peak during HSS 4+ CME:s has a significantly stronger sensitivity to changes
in the E1 peak with a rate of change equal to 1.39. For high El values (>3 X 10°cm=2s~'sr~!), Figure 3 shows
that the fit derived from the Base events would underestimate the strong HSS 4+ CME response due, particularly,
to the dominance of the weaker HSS response.

Figure 4 shows the same as Figure 3 just for how the E3 peak depends on different solar wind properties. From
top to bottom, the solar wind properties are Bz, v, and €. The properties are averaged over 4 days, from 2 days
before to 1 day after onset. As in Figure 3, the correlation between the peak fluxes and the solar wind parameters
is portrayed in a scatter plot with the corresponding linear regression lines for each structure. Note that the Bz
and v plots are semi-log plots while € is a log-log plot. To the right of each scatter plot is a table with the same
content as in Figure 3.

When considering the Base presented in Figure 4, Bz (top panel) and v (middle panel) correlate poorly with the
E3 peak as the correlation coefficients are —0.51 and 0.49, respectively. However, the correlation between the
Base and e (bottom panel) is high (0.84). € has small p-values (<0.05) and the highest correlation coefficients (r)
for the various solar wind structures. An exception is found for CMEs where the correlation coefficient between
solar wind speed and E3 is higher (0.75). The relation between the € coupling function and the E3 peak (bottom
panel) shows that the rates of change for the different structures are fairly similar, and the lines are nearly super-
posed. In fact, CMEs and HSSs have the same rate of change (1.16).

The poor correlation between E3 and Bz (top panel in Figure 4) might be due to the negative and positive
variations in Bz being averaged over 4 days, whereas it is the negative Bz periods that would most effectively
impact E3.

3.3. The Delay of E3

To utilize the correlations presented in Figures 3 and 4, information on the difference in timing between the two
peak fluxes is needed. Figure 5 shows the probability of a given delay in the E3 peak for the different structures.
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Figure 4. Scatter plots of the dependence the E3 (>292 keV) peak [cm~2s~'sr™'] has on the 4-day averaged IMF Bz (top), v
(middle), and € (bottom). The regression lines for the different structures, including the Base (black), are plotted on top. Bz
and v are on a log-lin scale while € is on a log-log scale. The correlation coefficients (r), the statistical significance values
(p-value), and the line fitting parameters, a and b, for the different structures are shown in a table to the right of each plot.

A 0-day delay indicates that E3 peaks within the same day as E1, a 1-day delay that E3 peaks within the following
day, and so on. The highest probability is for a 1-day delay of the E3 peak, independent of solar wind structure
(see Figure 5). A high probability for a 1-day delay is expected based on the SEAs shown in Figures 1 and 2.
However, the delay varies from zero to 3 days. CMEs have the highest probability (32%) for a 0-day delay and the
lowest probability for a 3-day delay (9%). Both CME and HSS + CME events have a higher probability (32% and
29%, respectively) for a O-day delay than a delay of more than 1 day.

All structures have >60% chance for a 1-day delay of the E3 peak. A higher resolution is needed to see differences
within these days. Still, based on daily variability, this study targets parameters that influence the timing of the
maximum response in E3 from 0 to 3 days.

Figure 6 shows the average Bz, v, €, and E1 peak values for the different delays in the E3 peak for CMEs (red) and
HSSs (blue). (The low statistics of the combined structures resulted in large errors and insignificant results, and
are therefore not shown here.) In general, none of the parameters show a significant trend in influencing the delay
of the E3 peak. Still, a weak tendency is evident in the solar wind speed, where slower speed might be associated
with a longer delay.

Figure 7 shows the probabilities of different delays in the E3 peak with regard to solar wind speed. The x-axis
indicates the speeds at which the 4-day average v exceeds. The y-axis for the two top panels shows the probability
of the indicated delay with a solar wind speed above the given x-value, while the bottom panels show the number
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Figure 5. The delay in the E3 (>292 keV) peak relative to the E1 (>43 keV) peak associated with the different solar wind
structures showed in days on the x-axis. The left y-axis shows the number of events with a certain E3 delay, and the right
y-axis shows the probability of this delay.

of events with an average v above the given x-value. Only results for v are shown as Bz, ¢, and E1 showed little
influence on the delay when examined in the same manner as presented in Figure 7.

Figure 7 shows that there is a threshold in the solar wind speed at v > 400 km/s and v > 550 km/s for CMEs and
HSSs, respectively, above which the probability of a 0-day delay increases substantially. For CME:s, this probabil-
ity increases from 47% at v > 400 km/s to 75% at v > 475 km/s, while v > 350 km/s reduces the chance of a two-
and 3-day delay to below 10%. For HSSs, a 1-day delay is dominant up until ~425 km/s, where the probability
of a 0-day delay increases consistently and reaches the same probability (41%) of a 1-day delay at v > 550 km/s.

3.4. The Duration of the Precipitation Events

To evaluate the duration of the flux responses, the full width at the half-maximum value of the peak for both E1
and E3 was calculated. Twelve events were discarded as E1, E3, or both did not fall below this value within 8 days
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Bz [nT]

from the onset due to new activity. This led to a loss of 17 HSSs and three
HSS + CMEs. The duration of the E1 and E3 responses and their occurrence
probability are presented in Figure 8.

Generally, when considering the Base (top), the E3 response lasts longer
(>2 days) compared to the duration of the El response (<3 days). Figure 8

2 3 also shows that CMEs have the highest probability (62%) for an elevated E1
response of just 1 day, while for HSSs, CME + HSSs, and HSS + CMEs, a
duration of 2 days is most common. The duration of the high-energy tail (E3)
is most likely to last 4 days for both CMEs and HSSs, with a probability of
32% and 23%, respectively. Even though CMEs have a higher probability
for a shorter E1 response, the highest probability of the E3 duration is still
4 days. In fact, 79% of CMEs have an E3 duration of 3 days or longer. The

S
o
o

Epsilon [GW]
N
8

- - combined structures, though having low statistics, also indicate longer flux
enhancements of the high-energy tail compared to E1.

No significant tendency was evident between the duration of E3 and Bz, v, or
¢ when examined in the same manner as delay in Figures 6 and 7.

4. Discussion

IS

E1>43 keV
N

In this study, the high-energy tail of MEE precipitation has been compared to
the E1 response and investigated in the context of solar wind drivers and the
associated v, Bz, and € parameters concerning the following features.

e The maximum flux response

o The delay in maximum flux response

o The duration of the flux response

An in-depth understanding of these three key parameters is necessary to

1

2 3 represent the entire MEE precipitation spectrum realistically. Evaluating each

Delay in E3 >292 keV [Days] parameter's potential in determining the probability of a specific response

paves the way for understanding which variables can be applied to increase

Figure 6. The average Bz, v, €, and maximum E1 (>43 keV) [cm~2s~'sr™!] the accuracy of an MEE parameterization on both daily and decadal scales.
values associated with the delay of the E3 (>292 keV) peak for CMEs (red)
and HSSs (blue). The error bars show the standard deviations of the average

values.

4.1. The Maximum Precipitating Fluxes

On average, HSSs have lower MEE flux responses than CMEs and combined

structures (see Figure 2). Consistent with our results, Asikainen and
Ruopsa (2016) showed that the average precipitating fluxes in 2004-2014 were higher for CMEs compared
to HSSs for the E1 and E3 energy channels. The relatively low HSS flux response might be partly because the
precipitating MEE flux is averaged over a wide latitude band from 55° to 75°N and the precipitation region
associated with HSS typically does not expand as widely as CMEs (Babu et al., 2022). The upper quartile of the
MEE flux for HSS 4+ CMEs in Figure 2 demonstrates that these structures can trigger extreme MEE flux levels
in both E1 and E3. Kilpua, Balogh, et al. (2017) and Kilpua, Koskinen, et al. (2017) also pointed out the potential
of severe geomagnetic storms associated with the combination of solar wind structures. Moreover, Asikainen and
Ruopsa (2016) found that the efficiency of both HSSs and CMEs in producing MEE precipitation peaks in the
declining phase of the solar cycle, where these events often occur simultaneously or in close sequence.

HSSs are more frequent throughout a solar cycle than CMEs (Asikainen & Ruopsa, 2016) and, in this study,
constitute 73% of the identified structures during the investigated 11 yr. As the average HSS has considerably
weaker flux responses compared to CME-related events, an MEE parameterization based on “the average event”
will underestimate the potentially strong impact associated with CME-related activity and exaggerate flux levels
associated with the common HSSs. Hence, such a model will not be able to represent the variability associated
with MEE precipitation for daily and decadal scales. Tyssgy et al. (2019) showed that van de Kamp et al. (2016)'s
ApEEP model, which is scaled by the geomagnetic index Ap based on median flux responses, falls short in
reproducing the flux levels and variability associated with strong geomagnetic storms. Additionally, Tyssgy
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Figure 7. The solar wind speed-dependent probability of the delay in the E3 (>292 keV) peak for CMEs (red) and HSSs
(blue). The y-axis of the two top panels shows the probability of the indicated delay dependent on events with average solar
wind speeds that exceed the indicated x-axis value. The y-axis of the two bottom panels shows the number of events with
average solar wind speeds which exceed the indicated x-value.

etal. (2021) compared eight different ionization rates, all based on MEPED observations, during an active period
of March/April 2010, including a period of combined events. The comparison showed that the ApEEP-based
model predicts significantly weaker ionization rates than other estimates, particularly when considering the
high-energy tail. Hence, a more realistic representation of MEE precipitation might be achieved by considering
the probability of flux response variations regarding solar wind structure.

Figure 3 implies that knowledge of the E1 peak will enable the prediction of the peak flux of the high-energy tail
as the correlation coefficient for the Base events is 0.89. Independently, the solar wind structures all have a high
correlation (>0.90), with the exception of CME + HSSs, which have a low correlation (0.74). The E3 peak during
combined structures stands out as it has a stronger sensitivity to changes in E1. Particularly, HSS + CMEs stand
out with a significantly higher rate of change of 1.39. As HSSs strongly dominate the average structure, a model
based on the average relationship will systematically underestimate the high-energy tail of MEE precipitation

—2¢-1

during combined events when the E1 response is high (>3 x 10%cm=2s~'sr™!).

Figure 4 reveals € as a key parameter to determine the peak of E3, independent of solar wind structure. @degaard
et al. (2017) reported a linear relationship between the energy input into the magnetosphere and precipitation of
relativistic electrons by studying 41 weak and moderate geomagnetic storms driven by CIRs. Our study suggests,
however, that this relationship is independent of the driving solar wind structure. This is not self-evident as multi-
ple studies suggest that the energy partitioning within the magnetosphere might be different for different solar
wind structures (N. E. Turner et al., 2009).

Note that to utilize the dependency between either the E1 and E3 peaks or the E3 peak and the ¢ parameter in
a model, the timing of the flux peaks needs to be known. The timing of the E1 peak corresponds well with the
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Figure 8. Probability of the duration [days] of E1 (>43 keV) and E3 (>292 keV) for the four different solar wind structures. E1 is presented in black to the left, and E3
in green to the right. From top to bottom, the solar wind structures are Base, CME, HSS, CME + HSS, and HSS + CME.

indices Bz, v, and € (see Figure 1). Previous studies have also shown that the E1 peak and timing are fairly well
correlated with geomagnetic activity (Tyssgy, Partamies, Babu, Smith-Johnsen, & Salice, 2021; van de Kamp
et al., 2016). However, the timing of the E3 peak differs from that of E1.

4.2. Delay

Figure 5 shows that the E3 peak has the highest probability of occurring 1 day after onset. Evidence of delayed
electron flux responses with increasing electron energy has also been documented in other studies (Li et al., 2005;
Longden et al., 2008; @degaard et al., 2017; Tyssgy, Partamies, Babu, Smith-Johnsen, & Salice, 2021). Li
et al. (2005) found solar wind speed to be a dominant controlling parameter for electron energies from 50 keV to
6 MeV. They identified an energy-dependent time shift of approximately 1 day between 50-75 and 225-300 keV,
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consistent with our findings. A similar time shift for the MEE high-energy tail was also found by Longden
et al. (2008) and @degaard et al. (2017). Moreover, Tyssgy, Partamies, Babu, Smith-Johnsen, and Salice (2021)
investigated the predictability of the AE index for MEE precipitation. They demonstrated how high predictability
could be achieved when accounting for the delayed response of the high-energy tail (2300 keV) by accumulating
the geomagnetic activity over time, taking into account the electron flux lifetimes.

The presence of a time delay is consistent with the view of electrons in the radiation belts being accelerated to
progressively higher energies over time (Horne et al., 2005). Both Horne et al. (2005) and Rodger et al. (2010)
observed the delay in trapped electron particle energies and found an energy-dependent time delay.

This study finds a spread of 0-3 days in the delay of the E3 peak. CMEs have higher probabilities for a fast
response than the other solar wind structures as the high-energy tail peaks within a day for 71% of the events.
In contrast, HSSs are more likely to have a 2-day delayed E3 peak than a O-day delay. The varying time delay
makes it difficult to produce a representative MEE precipitation climatology. Information about solar wind speed
increases the prediction capabilities for both CMEs and HSSs. However, different speed thresholds need to be
applied for the different structures to determine the probability of delay (see Figure 7).

The lower energies in the MEE fluxes are often associated directly with substorm injection. However, the
high-energy tail (E3) needs additional energizing (Li et al., 2005; Tyss@y, Partamies, Babu, Smith-Johnsen,
& Salice, 2021). Therefore, the physical mechanisms that link solar wind velocity to MEE precipitation are
likely to be two-fold. Larger solar wind velocities can produce more intense ULF waves within the magneto-
sphere (Engebretson et al., 1998), providing radial diffusion and energizing the lower energy electrons (Barker
etal., 2005; Schulz & Lanzerotti, 1974). Simultaneously, high solar wind speed is a good predictor of the substorm
onset probability (Newell et al., 2016). Substorms will fuel VLF chorus waves, and the injected seed particles can
be energized as they drift across the substorm-induced electric field on the night side.

Miyoshi et al. (2013) highlighted the importance of the southward (negative) IMF Bz component in accelerating
the high-energy tail of the radiation belt population. Miyoshi et al. (2013) showed that HSS dominated by a south-
ward IMF are associated with large flux enhancements of relativistic electrons. However, the role of Bz in our
analysis is less evident due to the daily resolution wherein the average Bz is near zero, as it is likely to have both
positive and negative values throughout the day. Nonetheless, as € emphasizes negative Bz values, it will better
represent the geoeffectiveness throughout a day which might be relevant in terms of peak flux levels and delay.

The timing of the E3 peaks is a product of both the acceleration processes and the lifetime of the respective elec-
tron enhancement. A short delay of zero or 1 day is typically linked to both high E1 values and high solar wind
velocity based on Figure 6. This implies that an efficient acceleration process needs to be accompanied by an
efficient loss process.

The lifetimes of MEE in the radiation belts depend on the energy, radial distance from Earth, and the level of
geomagnetic activity. The lifetimes for 100 keV electrons at a radial distance of about four earth radii from the
center of the Earth are approximately 3.6 days and 13 hr for quiet and active geomagnetic conditions, respectively
(Orlova et al., 2016). Hence, a short lifetime is likely to follow the strength of the coupling functions, e, which
is closely linked to geomagnetic activity (Newell et al., 2016). This link is consistent with the average € values
for HSSs in Figure 6, whereas the average € values for CMEs are a bit more ambiguous. The expected lifetime
can, however, also be rapidly reduced in the case of magnetopause shadowing, where trapped particles over
several radial distances are lost to the magnetopause. Magnetopause shadowing is a consequence of a sudden
dynamic pressure increase in the solar wind, alongside convection-driven outward radial transport (D. L. Turner
et al., 2012), both commonly associated with CME events.

4.3. Duration

Similar to the flux peaks, the duration of the MEE precipitation events will depend on a combination of the
acceleration and loss mechanisms. Figure 8 shows longer flux enhancements of the high-energy tail compared
to E1. CMEs have a higher probability for a short E1 duration (62% chance of lasting 1 day) compared to the
other structures, which are more likely to be associated with durations of 2 days. Similarly, Longden et al. (2008)
found that the mean electron flux intensity for 50-500 keV electrons during geomagnetic storms driven by CMEs
typically return to pre-storm levels after 1-2 days from zero epoch (the first minimum in Dst), while CIR-driven
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storms do not return to pre-storm values within their 3-day analysis after zero epoch. In our study, all structures,
including CMEs, showed that the high-energy tail of the MEE precipitation had the highest probability of lasting
3-5 days, indicating the possibility of strong, long-lasting precipitation of E3 electrons in all structures, including
CMEs. The shorter E1 duration associated with CMEs does not appear to suggest a shorter E3 duration. Note that
the conclusion about the duration of the flux responses during CMEs is based on a few events but still seems to
have a solid trend.

When examining the different solar wind parameters, it was concluded that they have no significant correlation
with the duration of the flux responses and were, therefore, not included in this study. Tyssgy, Partamies, Babu,
Smith-Johnsen, & Salice (2021) found the >292 keV precipitation fluxes to correlate well with the accumulated
geomagnetic activity, assuming a lifetime of 9 days. Hence, the flux response and its duration are likely to be
an accumulated effect of the preceding geomagnetic activity. This feature cannot be accounted for in the present
analysis focusing on isolated events.

Moreover, Tyssgy et al. (2019) discussed the implication of underestimating the duration of the MEE precipi-
tation events. It is, therefore, essential that an MEE precipitation parameterization applied in chemistry-climate
models reflects the variability found in Figure 8.

5. Conclusion

Motivated by the demand to create a MEE parameterization that goes beyond the average picture, this study targets
three key aspects needed to understand the high-energy tail of MEE precipitation: peak flux, delay, and duration.
MEE precipitation is explored in the context of its solar wind drivers and the associated solar wind properties. The
BLC measurements of the E1 (>43 keV) and E3 (>292 keV) MEE fluxes based on the MEPED detectors for the years
2004-2014 (one solar cycle) at 55°~75° CGM latitude are used. These energy channels reflect the general behavior
of MEE and its high-energy tail. The key aspects are evaluated concerning the probability of a specific response.

The high occurrence frequency of HSSs compared to CMEs implies that they will strongly dominate the average event
throughout a solar cycle in terms of flux strength, the delay of the high-energy tail, and the duration. In this study,
HSSs constitute 73% of all 249 events selected in the 11 yr and are found to have lower flux responses than CME and
combined events. Hence, the average event will best represent HSSs and underestimate stronger precipitation events.

There is a strong link between the peak fluxes in E1 and E3, with a correlation of 0.89. Information on the delay
is needed to utilize their temporal relationship in a model. Moreover, higher correlations can be achieved when
considering the respective solar wind driver. € is a good parameter to use if the solar wind structure is unknown
as the relation between € and the E3 peak is the same for CMEs and HSSs.

E3 peaks 0-3 days after E1 peaks. The highest probability of ~42% occurs for a 1-day delay, independent of solar
wind structure. CMEs and HSS + CMEs have higher probabilities for faster E3 responses (>70% for a zero-one-day
delay) compared to the other structures. Considering solar wind speed will increase the capability of predicting the
delay for both CMEs and HSSs. Different speed thresholds for the different structures need to be applied.

All structures are associated with longer flux enhancements of the high-energy tail compared to E1. The duration
of the EI response has the highest probability of lasting 1 day for CMEs, whereas there is a higher probability of
durations of 2 days for other structures. Nevertheless, the duration of the E3 response has the highest probability
of lasting 4 days for both CMEs and HSSs. None of the applied solar wind parameters correlated with the duration
of the MEE events.

A future MEE precipitation parameterization should represent the variability on both daily and decadal scales more
realistically, allowing a better description of the subsequent atmospheric and chemical impact. This could be achieved
by implementing a stochastic MEE parameterization accounting for the range of possible flux responses, delay, and
duration. This is particularly important to understand the impact of the high-energy tail of the MEE spectrum.

Data Availability Statement

The NOAA/POES MEPED data used in this study are available from the National Oceanic and Atmospheric
Administration (https://www.ngdc.noaa.gov/stp/satellite/poes/dataaccess.html). The bounce loss cone fluxes
used in this study are available at Zenodo via https://doi.org/10.5281/zenodo.6590387. Geomagnetic indices and
solar wind parameters were obtained from NASA Omniweb at https://omniweb.gsfc.nasa.gov/form/dx1.html.
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Compositional NOx changes caused by energetic electron precipitation (EEP)
at a specific altitude and those co-dependent on vertical transport are referred
to as the EEP direct and indirect effect, respectively. The direct effect of
EEP at lower mesospheric and upper stratospheric altitudes is linked to the
high-energy tail of EEP (> 300 keV). The relative importance of this direct
effect on NOx, ozone, and atmospheric dynamics remains unresolved due
to inadequate particle measurements and scarcity of polar mesospheric NOx
observations. An accurate parameterization of the high-energy tail of EEP is,
therefore, crucial. This study utilizes EEP flux data from MEPED aboard the
POES/Metop satellites from 2004-2014. Data from both hemispheres (55-70°
N/S) are combined in daily flux estimates. 164 peaks above the 90th percentile
of the > 30 keV flux are identified. These peaks are categorized into absolute E1
and E3 events representing weak and strong > 300 keV responses, respectively.
A subset of absolute E1 and E3 events with similar > 30 keV responses is termed
overlapping events. Additionally, relative E1 and E3 events are determined by
the relative strength of the > 300 keV response, scaled by the initial > 30 keV
flux. A comparison between E1 and E3 events aims to identify solar wind and
geomagnetic conditions leading to high-energy EEP responses and to gain
insight into the conditions that generate a high-energy tail, independent of
the initial = 30 keV flux level. Superposed epoch analysis of mesospheric NO
density from SOFIE confirms an observable direct impact on lower mesospheric
chemistry associated with the absolute E3 events. A probability assessment
based on absolute events identifies specific thresholds in the solar wind-
magnetosphere coupling function (epsilon) and the geomagnetic indices Kp*10
and Dst, capable of determining the occurrence or exclusion of absolute E1 and
E3 events. Elevated solar wind speeds persisting in the recovery phase of a deep
Dst trough appear characteristic of overlapping and relative E3 events. This study
provides insight into which parameters are important for accurately modeling
the high-energy tail of EEP.

KEYWORDS

energetic electron precipitation (EEP), medium energy electrons, high-energy tail
electrons, solar wind parameters, geomagnetic indices, electron flux, MEPED
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1 Introduction

Energetic electron precipitation (EEP) creates chemically
reactive species that can catalyze ozone loss in the polar mesosphere
and stratosphere, altering the radiation budget and atmospheric
dynamics. EEP refers to accelerated electrons in the magnetosphere
that are guided down into the mid-to-high latitude atmosphere by
Earth’s magnetic field. The electrons deposit their energy in the
atmosphere by ionization, dissociation, or excitation of atmospheric
gasses. These reactions can lead to the production of the chemically
reactive NO,, (N, NO, and NO,) and HO, (H, OH, and HO,) species
(Sinnhuber et al., 2012) that can catalytically destroy mesospheric
and stratospheric ozone. Altering the ozone concentration will affect
the local temperature, initiating complex dynamical feedback loops.
These atmospheric changes impact upper atmospheric circulation
by strengthening the stratospheric polar vortex, which ultimately
can map down onto regional surface climate during winter (Baldwin
and Dunkerton, 2001; Seppild etal., 2009; Seppald et al.,, 2013;
Maliniemi et al., 2016).

NO, species are particularly important due to their long
lifetime of several days to weeks during high-latitude winter
darkness (Solomon et al., 1982). EEP-produced NO, can influence
mesospheric and stratospheric ozone concentrations through direct
and indirect mechanisms dictated by the energy spectrum of the
precipitating electrons. Compositional changes due to EEP-induced
production of NO, at lower mesospheric and upper stratospheric
altitudes are known as the EEP direct effect, while changes due to
downward transportation of NO, are known as the EEP indirect
effect (Randall et al., 2007).

A main driver of the EEP indirect effect is the frequent auroral
electron precipitation. These electrons originate predominantly
from the plasmasheet and have energies up to about 30 keV
(Newell et al., 2004; Khazanov and Glocer, 2020), reaching the lower
thermosphere and upper mesosphere. During polar winter darkness,
auroral precipitation leads to an abundant NO, concentration
in the lower thermosphere around 100 km altitude. The residual
circulation during polar winters allows NO, to be dynamically
transported to lower mesospheric and stratospheric altitudes, where
it can efficiently destroy ozone (Solomon et al., 1982; Damiani et al.,
2016; Maliniemi et al., 2021).

On the other hand, medium energy electron (MEE)
precipitation, with energies from about 30 keV to 1MeV, can
play a direct role in altering lower mesospheric and upper
stratospheric ozone concentration (Smith-Johnsen etal., 2017).
MEE precipitation originates predominantly from the ring current
and radiation belts (Li and Hudson, 2019) and deposits energy in the
mesosphere below 90 km altitude. Moreover, the high-energy tail of
MEE, characterized by energies surpassing 300 keV, can reach the
lower mesosphere and even touch the stratosphere (Turunen et al,,
2009), between altitudes of 70 to 50 km (Xu et al., 2020; Pettit et al.,
2023). At these low altitudes, the production of NO, from the
high-energy tail of MEE can directly impact ozone concentrations
(Damiani et al., 2016; Zawedde et al., 2019).

High-energy protons (1-50 MeV) originating directly from the
Sun, known as solar proton events (SPEs), can also precipitate all the
way down to the stratosphere, leading to intense NO, production
and a direct impact on stratospheric ozone (Jackman etal,
2005; Seppild et al., 2008; Funke etal., 2011; Nesse Tyssoy et al.,
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2013; Nesse Tyssoy and Stadsnes, 2015; Zawedde etal., 2018).
The effects of the infrequent SPEs on the production of NO,
have been widely explored. Similarly, the effects of the frequent
auroral EEP on thermospheric NO, are fairly well established
(Marsh et al., 2004; Sinnhuber et al., 2011). The MEE precipitation
spectrum is, however, harder to parameterize, especially when
considering its high-energy tail. The Medium Energy Proton
and Electron Detectors (MEPED) aboard the Polar Operational
Environmental Satellites (POES) and European Organisation for
the Exploitation of Meteorological Satellites (EUMETSAT) MetOp
have the advantage of observing within the bounce loss cone (BLC)
at polar latitudes, with several operational satellites over multiple
solar cycles. Nonetheless, due to instrumental challenges and
different data handling within the community, parameterization
of MEE leads to a large range of ionization and electron flux
estimates (Nesse Tyssoy et al., 2022; Sinnhuber et al., 2022) and
is currently a highly active field of research (Beharrell et al., 2015;
van de Kamp et al., 2016; van de Kamp et al., 2018; Mironova et al.,
2019; Pettit et al., 2019; Tyssoy et al., 2019; Duderstadt et al., 2021;
Partamies et al., 2021; Tyssoyetal, 2021; Tyssoyetal,, 2021;
Babu etal,, 2022; Nesse Tyssoy etal., 2022; Zuniga Lopez et al.,
2022; Babu et al., 2023; Nesse et al., 2023; Salice et al., 2023). Other
initiatives, such as the UARS satellite (Winningham etal., 1993)
and the ELFIN twin CubeSats (Angelopoulos etal., 2023), have
also monitored high-energy EEP within the BLC but not with the
same coverage.

EEP is acknowledged as one of the relevant factors
in understanding  stratospheric depletion, and a
parameterization of EEP is now an official input to the Coupled
Model Intercomparison Project phase 6 (CMIP6) (Matthes et al.,
2017). However, the difficulties and uncertainties in parameterizing
the MEE aspect of EEP propagate into the chemistry-climate
model projections, and hence, their chemical effect is not fully
captured (Sinnhuber et al., 2022). Particularly, today’s models are
underestimating the amount of NO, in the lower mesosphere and
stratosphere (Randall et al., 2015; Pettit et al., 2019; Sinnhuber et al.,
2022). Research highlights the importance of considering the full

ozone

spectrum of EEP to fully understand its impact on the atmosphere
(Randall et al., 2015; Smith-Johnsen et al., 2017; Pettit et al., 2019;
Zuniga Lopez et al., 2022).

The MEE in CMIP6 are based on
van de Kamp et al. (2016)’s daily resolved model, designed for
30-1,000 keV radiation belt-driven EEP. This model utilizes all
three electron energy detectors from the 0° MEPED onboard
the NOAA POES from 2002 to 2012. The model is scaled by
the daily Ap index and is meant to give the average expected
flux spectra used to calculate atmospheric ionization on a daily
scale (van de Kamp etal.,, 2016). One of the advantages of this
model is that the Ap index can be reconstructed back until
1850 (Matthes etal., 2017), allowing for MEE parameterization
way beyond satellite measurements. However, the accuracy of
the model’s representation of flux and ionization rate levels is a
highly active discussion (Mironova et al., 2019; Pettit et al., 2019;
Tyssoy et al., 2019; Nesse Tyssoy et al., 2022; Sinnhuber et al., 2022),
and improvements are suggested by the community for CMIP7
(Funke et al., 2023).

Tyssoy etal. (2019) compared the CMIP6 Ap-based model
with estimates of loss cone fluxes using both the 0° and 90°

ionization rates
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MEPED detectors combined with pitch angle distributions
from wave-particle interaction theory. They found that by
only using measurements from the 0° detector, the Ap model
underestimates flux strength by one order of magnitude. The HEPPA
III Intercomparison project compared eight estimates of MEE
ionization rates (Nesse Tyssoy et al., 2022) and NO observations
(Sinnhuber et al., 2022) during an extreme geomagnetic storm in
2010. They found that the Ap model provides the lowest ionization
rates of all the eight models and, consequently, the lowest NO
concentrations in the mesosphere. Tyssoy et al. (2019) also found
that the Ap model struggles to accurately represent flux levels during
intense geomagnetic storms, as its performance plateaus for Ap
values greater than 40. It also falls short in capturing the duration
of flux levels during extended recovery phases (Tyssoy et al., 2019).
Given that Coronal Mass Ejections (CMEs) frequently result in
intense geomagnetic storms and High-speed Solar Wind Streams
(HSSs) are recognized for their extended duration, the Ap model’s
shortcomings introduce a systematic bias throughout a solar
cycle. This bias arises because CMEs are prevalent during solar
maxima, while HSSs dominate the declining phase of the solar cycle
(Asikainen and Ruopsa, 2016).

Tyssoy et al. (2019) suggested that the caveats of the Ap model
regarding the general underestimation of flux could be solved by
utilizing the estimates of loss cone fluxes from both the 0° and
90° detectors. However, a further understanding of MEE and its
properties is necessary to capture the variability during especially
strong flux responses, not only when it comes to the absolute
flux response but also its duration. Research has found that the
high-energy tail of MEE behaves differently compared to lower
energies regarding quantity, timing, and duration (QOdegaard et al.,
2017; Salice et al., 2023). The significance of MEE precipitation on
atmospheric chemistry, debated in various studies (Clilverd et al.,
2009; Newnham et al., 2011; Sinnhuber etal., 2011; Daae et al,,
2012; Sinnhuber et al., 2014; Kirkwood et al., 2015), stems partly
from limited particle measurements and scarce NO observations
in the polar atmosphere, and partly from the significantly lower
fluxes compared to auroral precipitation. This leads to lower
production rates, further complicating assessing their atmospheric
effects (Randall et al., 2007; Sinnhuber et al., 2014; Randall et al.,
2015). Recent research, however, indicates that even weak fluxes
of MEE precipitation can markedly impact atmospheric chemistry
and dynamics under specific atmospheric conditions (Smith-
Johnsen et al., 2017; Ozaki et al., 2022; Zaniga Lopez et al., 2022;
Nesse et al., 2023).

This study aims to understand the distinct characteristics of
the high-energy tail of MEE precipitation (> 300 keV) compared
to its lower-energy counterpart (> 30 keV). The motivation stems
from the observed underestimation of EEP flux parameterization,
especially during periods of strong solar and geomagnetic activity.
To address this, the BLC MEE fluxes, derived from observations by
both the 0° and 90° MEPED instruments onboard the POES/MetOp
satellite series, are employed with a daily resolution. Flux peaks in
the > 43 keV electron flux that exceed the 90th percentile from 2004
to 2014 are identified and categorized based on their corresponding
absolute and relative >292 keV flux responses. Selecting these peaks
allows the study to specifically focus on strong events that are often
averaged out in EEP parameterization. The specific aim is to identify
predictive parameters of the high-energy tail of MEE, enabling a
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better parameterization of the full range of EEP. Such improvements
are crucial for achieving a more accurate depiction of both the
magnitude and altitude-specific distributions of the chemical impact
driven by EEP. Moreover, a better understanding of the behavior of
the high-energy tail of MEE will further illuminate its fundamental
physics and driving mechanisms.

This paper is organized as follows: Section 2 and Section 3
describe the data and methods used, Section 4 presents the results,
Section 5 provides a discussion, and lastly, Section 6 provides the
conclusions.

2 Data
2.1 MEPED on the POES/MetOp satellites

The Polar Operational Environmental Satellite (POES) series
and the Meteorological Operational (MetOp) satellites are Sun-
synchronous, low-altitude polar-orbiting spacecraft operated by the
National Oceanic and Atmospheric Administration (NOAA) and
the European Organisation for the Exploration of Meteorological
Satellites (EUMETSAT), respectively. The spacecraft orbit at
~850 km altitude with a period of ~100 min, resulting in 14-15
orbits per day (Evans and Greer, 2004). From 2007 to 2014, six
satellites were operational: NOAA 15, NOAA 16, NOAA 17 (up
until 2013), NOAA 18 (from 2005 and onward), NOAA 19 (from
2009 and onward), and MetOp-02 (from 2006 and onward). All
six satellites operated with the newest instrument package SEM-2
of the Medium Energy Proton and Electron Detector (MEPED).
The combined measurements from the different satellites give
a near-continuous observation of MEE precipitation from 1979
until today.

MEPED has two proton and two electron solid-state detector
telescopes. The electron detectors measure MEE fluxes in three
bands within the range 30-2,500 keV (Evans and Greer, 2004).
The nominal electron energy limits as given in Evans and Greer
(2004) are >30, >100, and >300 keV denoted as E1, E2, and E3,
respectively. When in operation, the true electron energy limits
depend on the incoming electron energy spectrum (Yando et al.,
2011). Applying the geometric factors given in Yando etal.
(2011), Odegaard et al. (2017) determined new optimized-effective
integral energy limits and associated geometric factors based
on a series of realistic power laws and exponential spectra.
The highest MEPED proton channel (P6) gets contaminated by
relativistic electrons. Yando et al. (2011) confirmed that P6 can
detect relativistic electron precipitation during little to no high-
energy proton fluxes. Table I shows the new optimized lower
energy limits for the three electron channels and the highest
proton channel.

The electron and proton solid-state detectors consist of a
0° and a 90° telescope. When the satellites travel across high
geomagnetic latitudes, the 0° telescope will mainly measure particle
fluxes that will be lost to the atmosphere. In contrast, the 90°
telescope will mainly measure particles trapped in the radiation
belts (Rodger et al., 2010). The energetic electron fluxes are often
strongly anisotropic with decreasing fluxes towards the center of
the bounce loss cone (BLC, the region where particles will be
lost to the atmosphere) (Nesse Tyssoy et al., 2016). Hence, the 0°
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TABLE 1 Nominal detector responses in the three electron channels E1,
E2, and E3 and the highest proton energy channel, P6, of the SEM-2
MEPED (Evans and Greer, 2004) and the new optimized integral energy
limits for the different channels (@degaard et al., 2017).

Energy Nominal lower limit New optimized
channel [keV] lower limit [keV]
El >30 >43
E2 >100 >114
E3 >300 >202
P6 - >756

telescope will underestimate, and the 90° telescope will overestimate
the precipitating electron fluxes.

Separately, the two telescopes do not accurately estimate the
precipitating electron fluxes. Combining measurements from the
0° and 90° telescopes with electron pitch angle distributions
from theories of wave-particle interactions in the magnetosphere,
Nesse Tyssoy et al. (2016) estimated a complete BLC flux for each
electron energy channel. Low-energy proton contamination is
removed based on the proton telescope data. First, the proton
observations are corrected for degradation due to radiation damage
by applying correction factors derived by Sandanger et al. (2015) and
@degaard et al. (2016). Subsequently, the proton flux in the energy
intervals known to impact the respective electron channels (Evans
and Greer, 2004) is subtracted from the originally measured electron
fluxes (Nesse Tyssoy et al., 2016). The Fokker-Planck equation for
electron diffusion (Kennel and Petschek, 1966; Theodoridis and
Paolini, 1967) is solved for a wide range of diffusion coefficients
and transformed to the satellite altitude. Taking into account the
viewing directions of the telescopes relative to the magnetic field and
the detector response function for different viewing angles through
the detector collimator, the ratio between the fluxes detected by
the 0° and 90° detector is used to identify the theoretical pitch
angle distribution that best corresponds to the observations. Finally,
the flux corresponding to the pitch angle range of the BLC is
estimated. The size of the BLC is calculated using the International
Geomagnetic Reference Field (IGRF) model. For further details
on the method used to estimate the BLC fluxes, see Nesse Tyssoy
etal. (2016).

This study utilizes the BLC fluxes with the new optimized
effective integral limits >43, >114, >292, and >756 keV, denoted
as E1, E2, E3, and Pé6. Figure 1 shows the coverage of the three
operating NOAA satellites on the 25th of March 2004 for the
Northern Hemisphere (NH) and Southern Hemisphere (SH). In
the NH, data scarcity is observed around the midnight sector,
corresponding to 0 magnetic local time (MLT). In the SH, the data
gap is prominent around midday or 12 MLT.

To achieve a robust global daily average flux for 2004-2014,
measurements from both hemispheres for all available MEPED
data are used (see example to the right in Figure 1). This approach
offers more comprehensive data points and enhanced MLT coverage.
However, as different MLT sectors still have varying coverage, the
daily average flux calculation is first segmented into four distinct
MLT sectors: 0-6, 6-12, 12-18, and 18-24 MLT. The global daily
flux is then determined by averaging the values across these four
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MLT sectors over the corrected geomagnetic (CGM) latitude bands:
55°-70° in the NH and —55°-70° in the SH.

During large SPEs, proton contamination dominates the
counts in the MEPED electron detector, making the remaining
electron fluxes after the respective proton correction uncertain
(Nesse Tyssoy et al,, 2016). As such, the electron fluxes with SPEs
exceeding 200 particle flux units (pfu), equivalent to 200 protons
cm™2s7'sr™!, have been excluded from the flux data from the SPE
onset to 20°days after. The long “buffer” period after an SPE event
minimizes the impact on the NO climatology and prevents SPE NO
production from being misinterpreted as an EEP effect.

Overall, the BLC fluxes are an optimized estimate based on
known physics and available instrumentation. Still, the pitch angle
diffusion theory by Kennel and Petschek (1966) assumes steady-
state conditions, which can lead to uncertainties in geomagnetic
active periods (Shen et al., 2023). Moreover, a recent idealized model
study by Selesnick et al. (2020) points out that the sensitivity of the
0° detector outside the nominal field of view may cause it to be
susceptible to quasi-trapped or trapped electrons during periods of
weak pitch angle diffusion, hence exaggerating the fluxes. Although
the method applied in our study does not assume a uniform angular
response, some contamination from electrons outside the nominal
field of view affecting the loss cone estimates cannot be excluded.

2.2 SOFIE on the AIM satellite

The Solar Occultation For Ice Experiment (SOFIE) instrument
onboard NASA’s Aeronomy of Ice in the Mesosphere (AIM) satellite
has been measuring temperature, ice water content, and trace gases
(H,0, CO,, 03, CH,, and NO) in the polar middle atmosphere since
its launch in May 2007 (Gordley et al., 2009). The satellite has a polar,
Sun-synchronous orbit with a period of 96 min, giving 15 orbits
per day. The SOFIE instrument measures vertical NO profiles twice
per orbit, one in the NH and one in the SH, during local sunset
and sunrise, respectively. The latitudinal coverage depends on the
time of year and varies from 65° to 85°. The vertical profiles of NO
are from 30 up to 150 km with a vertical resolution of 1 km taken
every 0.2 km.

During Northern Hemisphere sunrise measurements, large
thermal oscillations in the SOFIE detector lead to non-retrievable
NO data below 80 km [see Gomez-Ramirez et al. (2013) for further
details on retrieval methods and applied corrections for the NO
signal measured by SOFIE]. Additionally, sudden stratospheric
warming events occur more commonly in the NH, complicating
the typical polar vortex descent by bringing NO-enriched air down
to the middle atmosphere. In the investigated period, no sudden
stratospheric warming events occurred in the SH (Hendrickx et al.,
2015). Hence, this study limits it is NO measurements to the SH,
where instrument complications and sudden stratospheric warming
events do not affect the NO data profiles.

This study utilizes the complete SOFIE NO data (version 1.2)
publicly accessible on https://sofie.gats-inc.com/getdata, focusing on
observations made over the SH from 2007 to 2014. Figure 2 presents
the vertical profile of NO density, with data points provided at
a daily resolution and covering an altitude range from 35 km to
150 km. One of the noteworthy features displayed in the Figure is
the NO reservoir, which is consistently evident around an altitude
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FIGURE 1

The satellite coverage of the three NOAA satellites, 15, 16, and 17, over a full day on 25 March 2004, for the Northern, Southern, and both hemispheres
combined to represent a global flux. The >43 keV flux measurements for each point are indicated by the color bar.
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The Southern Hemisphere NO density [/cm?®] data retrieved from the SOFIE instrument onboard NASA's AIM satellite from 2007 to 2014. The data has a

of 100 km. This reservoir persists even during the SH’s summer
months but becomes more prominent and extends further down
into the atmosphere during winter. Additionally, the Figure shows
an increased concentration of NO extending to an altitude of 50 km,
a particularly noticeable phenomenon in the winter months.

2.3 Solar wind classification

Three primary types of solar wind flow are distinguished based
on their origins from the Sun and by near-Earth solar wind
parameters. Richardson and Cane (2012)’s definitions of solar wind
structures are as follows:

— High-speed streams (HSSs), which originate from the Sun’s
coronal holes. Solar wind speeds of v > 450 km/s characterize
these streams. Co-rotating interaction regions (CIR) are
compressed regions between the fast streams and the preceding
slower, cooler, and denser solar wind. Both the fast stream itself
and the co-rotating interaction are under the term HSS.
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— Transient flows connected with coronal mass ejections (CMEs).
These flows comprise interplanetary CMEs (ICMEs, e.g.,
Kilpua et al, 2017), which are solar wind manifestations of
the CMEs, as well as their associated upstream shocks and
post-shock/sheath regions. CMEs, their shocks, and sheaths
are collected under the term “CMEs”.

— The slower, inter-stream solar wind, typically affiliated with the
Sun’s streamer belt.

This study wuses an extended solar wind
list from 2004 2014 based on the classification
presented in Richardson and Cane (2012), and references

therein).

structure
to

3 Methods

In this study, flux peaks above the 90th percentile of the >43°keV/
flux are identified before being categorized by the associated absolute
or relative >292 keV peak flux:
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FIGURE 3

Electron fluxes for >43 keV (top) and >292 keV (bottom) energy channels from 2004 to 2014 are shown as black lines, with light grey segments
indicating SPE exceeding 200 pfu. Circles mark the 164 flux peaks above the 90th percentile of >43 keV flux, with filled and subdued blue/red circles
representing absolute E1/E3 events, respectively. The subset of overlapping E1 and E3 events is shown by just the subdued blue and red circles. In the
bottom panel, blue and red lines indicate the 33.3rd and 66.6th percentiles of the 164 peak fluxes in the >292 keV channel corresponding to absolute
El and E3 event thresholds. In contrast, in the top panel, the lines represent the strongest and weakest >43 keV fluxes for absolute E1 and E3 events,
corresponding to overlapping E1 and E3 thresholds. Flux units are in cm s tsr .

e Events with a weak or strong >292 keV peak flux are termed
absolute E1 and E3 events.

e Events with a weak or strong >292 keV peak flux scaled by the
>43 kev flux peak are termed relative E1 and E3 events.

Focusing on flux peaks above the 90th percentile of the >43°keV
flux specifically targets the most intense events, which are often
averaged out in EEP parametrizations. The aim of studying the
absolute events is to identify how strong solar wind properties and
geomagnetic disturbances need to be to give high >292 keV flux
responses. Additionally, by examining a subset of absolute E1 and E3
events with similar/overlapping >43 keV peak fluxes, we seek to gain
a deeper understanding of the specific conditions associated with
acceleration and precipitation of the high-energy tail. The >292 keV
peak flux correlates with the >43 keV peak flux; however, for a
specific >43 keV value, the corresponding >292 keV peak flux can
vary by an order of magnitude (Salice et al., 2023). Hence, exploring
the relative increase between >43 and >292 keV peak fluxes allows
for further insight into the conditions favorable for generating a
high-energy tail, independent of the initial >43 keV flux level and
total energy flux. This section will offer comprehensive details on
the selection criteria for absolute, overlapping, and relative E1 and
E3 events.
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3.1 ldentifying absolute and overlapping E1
and E3 events

Figure 3 displays the global daily >43 keV (top panel) and
>292 keV (bottom panel) flux data from both the Northern and
Southern Hemispheres over a complete solar cycle spanning 2004
to 2014. The black lines represent the global flux values, with
excluded SPEs shown in light grey. Peaks in the >43 keV electron
flux exceeding the 90th percentile (~1.4x 10° cm™2s7'sr™!) were
identified. For peak isolation, the >43 keV flux had to fall below its
median value (~2.2 x 10* cm 25 'sr™!) before considering the next
peak. Additionally, there had to be no missing data up to 5 days
after the identified peak. This resulted in 164 distinct peaks. The
associated flux peaks in the >292 keV channel were identified based
on a window from the day of the >43 keV peaks to 4 days later
(@degaard et al., 2017; Salice et al., 2023). The 164 peaks are shown
in Figure 3 in both energy channels by circles, both empty and filled.

From the identified 164 peaks, two types of events are
categorized based on the corresponding >292keV flux peaks.
Absolute E1 events comprise the third with the lowest >292 keV flux
peaks, while absolute E3 events represent the third with the highest.
The dividing thresholds between the events in the >292 keV flux
are marked in the bottom panel: the 33.3rd percentile (blue line) at
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FIGURE 4

The top panel shows the >43 keV flux with circles representing the 164 flux peaks exceeding the 90th percentile. The middle panel mirrors this
representation for the >292 keV flux. The bottom panel shows the ratio of >292 keV to >43 keV peak fluxes for the 164 peaks. In all panels, circles filled
in light blue and pink circles denote the relative E1 and E3 events, categorized by the lowest and highest third ratios, respectively. The horizontal lines in
the bottom panel mark the 33.3rd (light blue) and 66.6th (pink) percentile thresholds of the ratios. Flux units are in cm=?s™sr™

~2.8x10° cm~2s~!sr! and the 66.6th percentile (red line) at ~4.2 x
10° cm™2s7'sr™!. This results in 55 absolute E1 and 55 absolute E3
events, shown as blue and red circles in Figure 3, respectively. The
event peaks are shown in both energy channels and include the faded
blue and red peaks as well.

The absolute E3 events shown in Figure 3 generally have higher
>43 keV fluxes than absolute E1 events, though multiple exceptions
exist. Figure 3 further distinguishes a subset of absolute E1 and
E3 events with similar >43 keV fluxes, termed overlapping El
and E3 events. This subset of overlapping events is determined
by two boundaries in the >43 keV flux. The upper boundary is
represented by the blue line in the top panel of Figure 3, denoting
the strongest >43 keV flux peak among absolute E1 events on the
16th of August 2013 at ~3.3x 10° cm™?s 'sr™!. The lower boundary
is marked by the red line, indicating the weakest >43 keV flux peak
within absolute E3 events on the 28th of September 2011, at ~1.9 x
10° cm™%s7'sr™!. 9 overlapping E1 and 16 overlapping E3 events
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fall within these boundaries. The subset of overlapping events is
shown by the faded blue and red circles in both panels of Figure 3,
respectively.

Note that the low number of overlapping events only provides
a preliminary insight. The following discussion and conclusion will
mainly rely on the more extensive dataset.

3.2 ldentifying relative E1 and E3 events

In Figure 4, as in Figure 3, the top panel displays the >43 keV
flux with the 164 flux peaks above the 90th percentile as circles, both
empty and filled. The middle panel mirrors this representation for
the >292 keV flux. The bottom panel shows the ratio of >292 keV and
>43 keV peak flux for the 164 peaks. Relative E3 events are defined as
the third with the highest ratio, while relative E1 events are defined
as the third with the lowest ratio. This results in 55 relative E1 and 55

frontiersin.org



Salice et al.

TABLE 2 Overview of the number of absolute, overlapping, and relative
E1 and E3 events primarily driven by CMEs or HSSs.

Nr. of events CME HSS

El 55 9 44
Absolute events

E3 55 26 28

El 9 2 7

Overlapping events

E3 16 6 10

El 55 11 43
Relative events

E3 55 27 27

relative E3 events, shown as light blue and pink circles in Figure 4,
respectively.

Among the 110 absolute and 110 relative events, 77 are
designated as both. 32 events are classified as absolute E1 and relative
E1 events, meaning they have a >292 keV flux response that is both
low and relatively low compared to the >43 keV flux. 32 events are
classified as absolute and relative E3 events with high and relatively
high >292 keV flux response. There are, in total, 13 events that are
absolute E1 and relative E3 or absolute E3 and relative E1 events. A
comprehensive event list is provided in the data availability section
for reference.

3.3 Classifying events by solar wind
structure

For absolute, overlapping, and relative event peaks in the
>43 keV energy channel, the dominant solar wind structure on that
day and the preceding day were retrieved based on the classification
described in Section 2.3. The classification follows Richardson and
Cane (2012)’s definitions and list of solar wind structures from 2004
to 2014. In this study, an event is categorized as CME-driven if a
CME drives either day. If neither day is a CME but at least one is an
HSS, the event is classified as HSS-driven. Events not fitting these
criteria are not categorized with a specific solar wind structure. The
distribution of these classifications for the events is summarized in
Table 2. Notably, two absolute and one relative E1 event, as well as
one absolute and one relative E3 event, are not associated with any
solar wind structure.

Out of the 55 absolute E1 events, 44 are driven by HSSs, while
only 9 are driven by CMEs. In contrast, absolute E3 events display a
more balanced distribution between the two solar wind structures,
with 28 driven by HSSs and 26 by CMEs. This pattern is also
observed in the relative events, while the overlapping events are
largely HSS-driven.

4 Results—superposed epoch analysis
In this section, a superposed epoch analysis (SEA) for the

absolute E1 and E3 events, the associated subset of overlapping E1
and E3 events, and the relative E1 and E3 events are performed.
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The median epoch values and the 25th and 75th percentiles are
calculated for all variables. For both E1 and E3 events, the epoch time
(onset) is defined as the peak in the >43 keV electron flux (see top
panels of Figures 3, 4). The time ranges from 5 days before to 10 days
after onset. Section 4.1 presents the SEA of the global MEE flux
data and observed NO density for selected events, and Section 4.2
shows the SEA for the associated solar wind and geomagnetic
data. Further, Section 4.3 sorts the selected events by their solar
wind drivers, reproducing the SEA for flux response, solar wind
parameters, and geomagnetic indices. Lastly, in Section 4.4, the
occurrence probability of absolute E1 and E3 events for specific solar
wind and geomagnetic parameters is analyzed.

4.1 MEE fluxes and associated atmospheric
NO impact

4.1.1 Flux response

Figure 5 presents a SEA of the daily flux evolution for absolute,
overlapping, and relative E1 (blue/light blue) and E3 (red/pink)
events across the various integral electron energy channels.

The left panels in Figure 5 reveal a distinct response in the
>43 keV energy channel for both absolute event categories, but with
the E3 events having a peak flux 2.6 times that of E1 (~3.9x 10°
vs. ~1.5x10° em™2s7'sr™!) and a longer period of elevation. In the
higher energy channels, the flux during E3 events remains 2.5 to 3.5
times stronger than during E1 events. Specifically in the >292 keV/
channel, the E3 events have a median flux 3 times greater, peaking
at ~5.9 x 10%, whereas E1 events peak at ~2.0 x 10 cm™2s'sr .

As anticipated based on our selection criteria, the middle panels
present the overlapping E1 and E3 events with similar peak fluxes in
the >43 keV energy channel. Here, E1 and E3 events register a peak
flux both at ~2.4x 10> cm s 'sr™!. Notably, the overlapping E3
events in this channel portray a wider peak, indicating a prolonged
period of heightened flux compared to the E1 events. As the energy
increases, the difference between the fluxes grows, with the E3 peaks
being 1.8 times that of the EI peaks in the >292 keV channel, with
~43%10% and ~2.4 x 10* cm™2s !sr™!, respectively.

The right panels show that the relative E1 and E3 events
have similar >43keV peak fluxes at ~22x10° and ~2.3x
10° cm™2s7'sr™!, respectively. These values correspond to the flux
level of the overlapping events, however, with a wider percentile
range. Analog to the overlapping events, the peak is wider in relative
E3 events than in relative E1 events. The discrepancy between
the SEA fluxes increases with energy as seen for overlapping
events, resulting in the relative E3 events peaking at 1.8 times
that of E1 events in the >292 keV channel (~4.3x 10° vs. ~2.4 x
10° cm s lsr 7).

For all three event categories, E3 events consistently display
elevated >292 keV fluxes in the days preceding the onset compared
to E1 events. This suggests a higher baseline flux associated with the
E3 event periods.

A noteworthy observation from Figure 5 is the temporal delay
in flux peaks as energy increases, a trend evident in all three sets of
panels. In particular, the peak of the high-energy tail (>292 keV) is
about 1-2 days delayed compared to the >43 keV flux peak.

Figure 6 displays the temporal differences between peak fluxes
in the >43 keV and >292 keV energy channels. Delays span from
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SEA of daily median electron flux evolution in various energy channels for absolute/relative E1 (blue/light blue) and E3 (red/pink) events. The left panels
show the 110 absolute E1 and E3 events, the middle panels show the 25 overlapping E1 and E3 events, while the right panels display the 110 relative E1
and E3 events. Dotted lines in corresponding colors represent the 25th and 75th percentiles. The onset is the peak flux in the >43 keV electron channel

for each event. Flux units are in cm=2s~%sr™,
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The occurrence rate of the zero-to 3-day delay in the >292 keV flux peak compared to the peak in the >43 keV flux. The absolute, overlapping, and
relative categories are shown in the same sequence and colors as in Figure 5.

zero to 3 days. In this context, e.g., a 1-day delay indicates that the

>292 keV peak occurs between day one and day two from onset.
Most notably, 45% of absolute events (left panel) have

a 1-day delay in the >292keV flux peak relative to the
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>43 keV peak. Absolute E3 events predominantly display a 1-
day delay (58%), whereas absolute El events have the highest
probability of a 2-day delay (45%). A majority (76%) of absolute
E3 events have short delays of up to 1day. Comparatively,
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most absolute E1 events have longer delays of more than
1 day (62%).

When focusing on overlapping events (middle panel), the delay
spectrum remains zero to 3 days, with both E1 and E3 events having
the highest probability of a 1-day delay (both 56%). Similarly, a
1-day delay is most common for the relative E1 (58%) and E3
(49%) events shown in the right panel. Relative E3 events also
exhibit a high likelihood of rapid >292 keV peak responses with 20%
demonstrating a 0-day delay. Conversely, the relative E1 events tend
to have longer delays as only 4% have a 0-day delay.

These findings align well with existing literature (Salice et al,,
2023, and references therein), which reports a high likelihood of a
1-day delay between the >43 keV and >292 keV electron flux peaks.
Salice et al. (2023) also corroborates the influence of solar wind
structures on these delays, indicating shorter delays for CME-driven
events and longer delays for HSS-driven events. As about 80% of
the absolute and relative E1 events are associated with HSSs (see
Table 2), this analysis confirms the tendency for longer delays in
>292 keV fluxes for HSS-driven events.

4.1.2 NO impact

In this subsection, we focus on variations in atmospheric nitric
oxide (NO) concentrations, a crucial parameter that can further
illuminate the distinct characteristics of E1 and E3 events.

Figure 7 presents a SEA of the mean SH change in NO
relative to a 30-day smoothed mean baseline for each kilometer.
The analysis spans altitudes from 60 to 150 km to capture NO
variations throughout the mesosphere and lower thermosphere.
Below 60 km, the variability in NO concentrations is influenced
by dynamic atmospheric processes that can push NO to these
altitudes. This fluctuating boundary layer of NO introduces noise
into the data, obscuring the signals related to energetic electron
precipitation, which is the focus of this study. The plots display
isolated increases in NO concentration, separate from primary
electron-induced enhancements; these are regarded as potential
noise or phenomena unrelated to the events in question. Two
dashed horizontal white lines mark the altitudes of 90 km and
70 km, which correspond to the approximate altitudes of the highest
deposition rates for >43 keV and >292 keV precipitating electrons,
respectively (Xu etal,, 2020; Pettit etal., 2023). When analyzing
the NO data, we focus on the days between 0 and 5 days from
onset to identify the direct effect of EEP associated with the
selected events.

The left-hand panels of Figure 7 show that both absolute E1 and
E3 events exhibit at least a 60% increase in NO production above
90 km altitude from the onset day to 2 days later. There are, however,
notable differences. For the E3 events, the intense increase in NO
production covers a broader altitude range and persists through the
third day. Though subtle, absolute E3 events display a tendency for
NO production directly down to 60 km at two and 3 days from onset.
Direct production for absolute E1 events is only visible down to
80 km on the second day from onset. Additionally, the EEP indirect
effect, visible as a descending tail in the NO density profiles from
the third-day post-onset, is more pronounced in E3 events. This
notable tail suggests substantial NO transport from higher altitudes
where its intensity is mainly scaled to the strength of the >43 keV/
fluxes. Although direct production cannot be entirely excluded, the
>292 keV and >756 keV fluxes are orders of magnitude lower than
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the >43 keV fluxes and do not align with the observed intensity or
depth of the NO tail (see Figure 5).

Given the smaller sample size of overlapping events shown
in the middle panels of Figure 7, the data in these panels are
more susceptible to statistical fluctuations due to factors such as
season and noise, making it hard to draw strong conclusions.
Additionally, the wide altitude ranges of NO increase visible 5 days
from onset might be caused by new geomagnetic activity. Despite
these challenges, the signature characteristic of a direct EEP effect
down to 60 km 2 and 3 days after onset is still evident in the
overlapping E3 events, as shown in the middle bottom panel. The
middle top panel shows the overlapping E1 events with hints of
NO production at low altitudes between zero to 4 days from onset,
though not as pronounced as for the overlapping E3 events.

In the right panels of Figure 7, both the relative E1 and E3 events
are associated with direct NO production below 70 km. For the E1
events, this is visible on the second day, and for E3 events, it is visible
on the second and third days from onset. It is expected that both
categories of relative events show direct production at low altitudes,
as it is the absolute level of direct ionization that will influence the
NO production. The relative E1 events with strong >292 keV fluxes
have the potential to produce NO directly below 70 km. Similarly,
there will be E3 events with insufficient >292 keV to contribute to
observable NO densities. This is also shown in Figure 5, where there
is a overlap between percentiles in the >292 keV flux channel for
relative events.

Figure 5 shows that absolute E3 events tend to exhibit higher
fluxes compared to absolute E1 events. Additionally, overlapping
and relative E3 events display stronger >292 keV fluxes than their
E1 counterparts despite having comparable >43 keV peak fluxes.
Consistent with the flux observations, Figure 7 emphasizes the
distinctions between E1 and E3 events regarding NO production’s
duration, intensity, and depth. Notable, absolute and overlapping
E3 events have stronger NO responses reaching further down into
the atmosphere over a longer time than their E1 counterparts. Both
relative events show direct production down to 60 km but with the
effect lasting longer for relative E3 events. In the next section, we
will examine solar wind and geomagnetic data to explore the root
causes of these observed disparities in Figures 5, 7 between E1 and
E3 events.

4.2 Solar wind and geomagnetic responses

To model the distinct differences found in Section 4.1 between
E1 and E3 events, the daily averaged solar wind and geomagnetic
data as potential predictive variables for high-energy EEP are
examined. To describe the solar wind forcing, the interplanetary
magnetic field (IMF) component Bz [nT] in GSM coordinates,
the solar wind bulk speed v [km/s], and the epsilon parameter
¢ [GW] measuring the coupling efficiency between the IMF and
the magnetosphere are used. To describe the level of geomagnetic
activity, we use the ring current sensitive Dst [nT] index, the Kp*10
index measuring global geomagnetic disturbances, and the AE [nT]
index, which tracks magnetic activity in the auroral regions. All
indices but epsilon are retrieved from the OMNI2 (formally OMNI)
database with a daily resolution from 2004-2014. Epsilon is retrieved
with a minute resolution from the SuperMAG database (Gjerloev,
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SEA comparing the daily relative increase in atmospheric NO concentrations for each category of E1 (top) and E3 (bottom) events. Data is displayed as
a percentage above a 30-day smoothed mean for altitudes ranging from 60 to 150 km. The onset of events is defined consistently with Figure 5. All
panels cover the time range of SOFIE measurements from May 2007 to 2014. Events with substantial missing data from onset to 4 days after are
excluded. The subset of events included in each panel is indicated in their respective headings

2012) and re-calculated to a daily average for the same period.
Epsilon is given by:

€= 4—ﬂvB2sin4(§)l§ (1)
Ho 2

The formulation of Eq. I draws from the work of Akasofu (1981)
and is expressed in SI units (Watt) as specified by Koskinen
and Tanskanen (2002). In this equation, the term 47/p, = 107, v
represents the solar wind velocity, B denotes the total magnetic field
in the solar wind, 6 is the clock angle, and [, = 7R. Understanding
the drivers is crucial for uncovering the mechanisms responsible
for the distinct characteristics of E1 and E3 events, including
their varied abilities to produce NO over specific time frames and
altitudes. This section presents SEAs of solar wind parameters and
geomagnetic indices associated with the E1 and E3 events.

4.2.1 Solar wind response

Figure 8 offers a SEA of the key solar wind parameters, Bz, v, and
epsilon, where panels are organized as in Figure 5.

The left-hand panels in Figure 8 provide insights into the
behavior of the three solar wind parameters for the absolute events,
which tend to be stronger for E3. More specifically, absolute E3
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events have, on average, a 3.8 times stronger southward orientation
of Bz and a 2.2 times higher epsilon value than absolute E1 events.
However, for solar wind speed, both event types display a 2-day
plateaued peak with similar values where absolute E3 events are only
1.1 times faster. Elevated responses in the solar wind parameters tend
to last longer for absolute E3 events. The 3-day southward trend of
Bz surpasses the 1-day tendency of absolute E1 events, indicating
a more prolonged southward alignment of the interplanetary
magnetic field during absolute E3 events. Additionally, absolute E3
events exhibit a slightly higher speed from several days before to
4 days after onset and elevated epsilon values from the day before
to the day after onset, exceeding the duration of E1 events by 2 days.

The middle and right panels in Figure 8 examine the overlapping
and relative E1 and E3 events, respectively. The Bz parameter
is similar through all three panels, with only relative E3 events
showing a shorter duration of the southward alignment. For
solar wind speed, the overlapping and relative E1 events show
almost a 1.2 and 1.1 times stronger tendency, respectively, than
the speed for the corresponding E3 events. However, overlapping
and relative E3 events typically demonstrate a delayed peak or
sustained elevation in solar wind speed 1 day post-onset, followed
by a more gradual recovery than their E1 counterparts. This
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time shift and prolonged impact for overlapping and relative E3
events is not evident for absolute events. The epsilon parameter
for the relative events resembles that of absolute events, though
with slightly weaker responses in the relative E3 events. For
overlapping events, however, the responses between E1 and E3
are similar for the 2 days pre-onset. The overlapping E3 events
still have tendencies for a higher energy transfer from onset to
1 day after.

The intersecting percentiles in the plots indicate that E1 and
E3 events can have similar solar wind driving factors. Hence, the
median values suggest probable differences rather than absolute
distinctions.

4.2.2 Geomagnetic response

Figure 9 adopts the same layout and time-window structure as
Figure 8 but focuses on the key geomagnetic indices Dst, Kp*10,
and AE. For absolute events, the geomagnetic indices Dst, Kp*10,
and AE consistently show stronger peak/trough responses during E3
events compared to E1. The average minimum Dst response for the
E3 events reaches 2.4 times deeper than for E1 events, emphasizing
the most significant variance among the indices. The Kp*10 and AE
peaks for absolute E3 events are 1.3 and 1.6 times those of E1 events,
respectively. The more intense geomagnetic deflections highlight the
stronger geomagnetic activity associated with absolute E3 events. On
the day before onset, a pronounced divergence between the events
is visible, with absolute E3 events consistently registering stronger
responses. This difference continues post-onset, where Kp*10 and
AE return to comparable levels about 4 days later and Dst takes
even longer.
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For the overlapping (middle panels) and relative (right panels)
events, the differences in Kp*10 and AE converge, with E3 responses
being less than 1.2 times higher with a large percentile overlap. The
differences in Dst, however, remain; overlapping and relative E3
events show a minimum that is twice as strong as E1 events, with
less percentile overlap compared to the other indices. Overlapping
and relative E3 events tend to show stronger responses post-onset
(2-4 days) across all indices and pre-onset (2-3 days) for Dst.
Notably, relative E3 events also exhibit increased AE activity pre-
onset compared to E1.

Although not depicted, the pressure-corrected Dst index and the
RC index—derived from the Dst index and previously demonstrated
to offer a more accurate portrayal of global geomagnetic variations
than Dst (Olsen et al., 2014)—were also subjected to SEAs. However,
the outcomes from this analysis did not reveal any notable
distinctions from those obtained using Dst. Similarly, an evaluation
of the substorm rate, known to correlate strongly with the
AE index, did not yield additional insights when analyzed
in this manner.

In examining key solar wind and geomagnetic parameters,
no single parameter can distinguish between E1 and E3 events.
However, distinctive patterns emerge. Dst is the only geomagnetic
index showing potential for distinguishing between E1 and E3
events across all categories. This indicates that Dst might be best
linked to the variations in the >292 keV flux. Stronger southward Bz
orientations and heightened epsilon responses over longer times also
tend to be characteristic of all types of E3 events. Only solar wind
speed exhibits a distinct pattern between the overlapping/relative
and absolute events.
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4.3 Solar wind structure

This subsection presents SEAs of MEE fluxes, solar wind, and
geomagnetic indices, including the categorization of E1 and E3
events by their specific solar wind structure, HSS, or CME. The
aim is to identify whether the discrepancies between E1 and E3
events are influenced by their respective solar wind structure as
listed in Table 2. Note that the respective separation results in a very
weak statistic for the overlapping events. Hence, the resulting SEAs
are shown only for completeness, but potential findings regarding
overlapping events are disregarded in the text.

4.3.1 Flux response

Figure 10 shows the precipitating MEE fluxes as in Figure 5 but
with the E1 and E3 events separated into HSSs and CMEs. In general,
the difference between absolute E1 and E3 events is still prominent,
as shown in the left panels of Figure 5. The HSS- (light blue) and
CME-driven (blue) absolute E1 events show similar flux levels in
all energy channels. The absolute E3 events, however, show visible
differences where the fluxes associated with CMEs (red) are higher
than those associated with HSSs (orange). The relative CME-driven
E3 events have higher flux responses in all channels than HSS-driven
E3 events (right panels). This includes the >43 keV channel where in
Figure 5, all average flux peaks were the same.

4.3.2 Solar wind response

Figure 11 presents the same solar wind properties as in
Figure 8 but with the E1 and E3 events separated into HSS-
or CME-driven as in Figure 10. CME-driven events have larger
Bz and epsilon deflections than their HSS-driven counterparts.
An exception occurs in the solar wind speed, where the
opposite is true.
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The absolute events in the left panels of Figure 11 show
that CME-driven absolute E1 (blue) and HSS-driven absolute E3
(orange) events have the same peak responses in Bz and epsilon, but
the HSS-driven E3 events last longer with a broader peak. However,
the differences between CME-driven E3 (red) and HSS-driven E1
(light blue) events are substantial for these parameters. For solar
wind speed, it is the opposite. The CME-driven E1 events and HSS-
driven E3 events are associated with the lowest and highest solar
wind speeds, respectively. The CME-driven E3 events and HSS-
driven E1 events have similar speed levels. It demonstrates that
the overlapping percentiles in Figure 8 can largely be ascribed to
different solar wind drivers.

The solar wind parameters for the relative E1 and E3 events in
the right panels resemble the absolute events, demonstrating that
it is the CME-driven El events and HSS-driven E3 events that
are responsible for the overlap between the event types in Bz and
epsilon. For all solar wind parameters, the HSS-driven E1 and E3
events converge, giving the weakest responses in Bz and epsilon
and the strongest in solar wind speed. Delayed or prolonged solar
wind speeds following onset are evident for both the CME- and
HSS-driven relative E3 events.

4.3.3 Geomagnetic response

In Figure 12, the geomagnetic indices are portrayed in the same
manner as in Figure 9, and the events are separated into solar wind
drivers as in Figures 10, 11.

The absolute events in the left panels of Figure 12 show
that Dst has clear structure-dependent variations. CME-driven
El (blue) and HSS-driven E3 (orange) events have similar Dst
troughs, but the HSS-driven E3 events show a longer recovery
time. The largest differences are between CME-driven E3 (red)
and HSS-driven E1 (light blue) events. Kp*10 and AE show no
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FIGURE 10
The same as Figure 5 but with events separated into solar wind drivers. For the absolute and overlapping E1 and E3 events, CMEs are in blue and red,
and HSSs are in light blue and orange, respectively. Relative events are in similar offset colors. Note that the >292 keV flux channel is on a different scale
than in Figure 5
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FIGURE 11
The same as Figure 8 but with E1 and E3 events separated into solar wind drivers as in Figure 10. Note that Bz and Epsilon are on a different scale than

in Figure 8.
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dependency on structure, with the absolute E3 events having
stronger responses than E1 events independent of the solar wind
driver. However, tendencies for stronger and sharper responses
for the CME-driven events compared to the HSS-driven ones
are evident.

The relative events in the right panels of Figure 12 show that the
CME-driven E1 and E3 events tend to have stronger responses than
the HSS-driven ones in Dst and AE. In Kp*10, all but the HSS-driven
E1 events show the same peak response.

In summary, as shown in Figures 8, 9, there is a significant
overlap between the percentiles of EI and E3 events. Based on
the findings in Figures 11, 12, some of this percentile overlap can
be ascribed to solar wind structures, as a clearer separation of E1
and E3 events is possible if the solar wind structure is known.
The Dst index especially exhibits pronounced structure-dependent
variations among E1 and E3 events. It suggests that knowing the
underlying solar wind structure is crucial for establishing specific
thresholds for the occurrence of E3 events.

4.4 Predictive probabilities of absolute
events

The absolute events allow a general assessment of which
geomagnetic deflections or solar wind parameters are associated
with high and low >292 keV fluxes. This subsection explores the
predictive probability of the solar wind parameters and geomagnetic
indices with respect to the occurrence of absolute E1 or E3 events,
as depicted in the top panels of Figure 13. These panels illustrate the
occurrence probabilities for the 55 absolute E1 events (blue) and
the 55 absolute E3 events (red) based on the largest daily average
values of epsilon, Dst, and Kp*10, observed from 2 days before to
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2 days after the event onset. Moreover, the probabilities for events
driven by CMEs and HSSs are shown with dashed lines in darker and
lighter shades of the corresponding colors, respectively. The bottom
panels of the figure present the number of events included in each
bin. For the epsilon parameter, the bins are segmented in 200 GW
increments, ranging from 0 to 4,600 GW. It is important to note
that the plot does not include three E3 events with peak epsilon
values of 1,900, 2,700, and 4,500 GW, as the x-axis extends only up
to 1,700 GW. For Dst and Kp*10, the bins are set at intervals of 10 nT
and 5, with ranges from —110 to 0 nT and 20 to 75, respectively.

The three panels of Figure 13 identify distinct thresholds at
which the probability of absolute E1 or E3 event diverges. For
epsilon, Dst, and Kp*10, this divergence occurs at approximately
400 GW, -30nT, and 35, respectively. Beyond these points, the
likelihood of an E3 event increases with greater geomagnetic activity
and the likelihood of an E1 event with weaker. Furthermore, there
are specific value ranges where the analysis guarantees or excludes
an event with >95% probability: epsilon values below 200 GW, Dst
values above —20 nT, and Kp*10 values below 30 will almost certainly
correspond to an E1 event, while for an E3 event, the corresponding
thresholds are epsilon values above 700 GW, Dst below —50 nT, and
Kp*10 above 40. For epsilon, Dst, and Kp*10, 36%, 52%, and 55%
of the events are within these high-probability ranges, respectively.
The events not included in these ranges vary slightly for the different
parameters. Hence, applying more than one index could lead to
fewer events falling in the high-uncertainty region.

When analyzing the events sorted by their solar wind drivers,
as indicated by the dashed lines, the divergence threshold in
Dst exhibits notable variation. For events driven by HSSs, the
threshold slightly shifts, only a few nT above the non-separated
event threshold. In contrast, for CME-driven events, the divergence
threshold shifts to around —40 nT, presenting a 10 nT discrepancy
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FIGURE 13
Probability of absolute E1 (blue) and E3 (red) event occurrence based on the largest daily average values of epsilon, Dst, and Kp*10 (top panels). Events
driven by CMEs and HSSs are differentiated with dashed lines in darker and lighter corresponding colors, respectively. The lower panels show the
distribution of events within each bin

from the combined event analysis. Furthermore, with the solar wind
structure known, Dst can, with >95% certainty, account for up to
65% of the 110 absolute events. If CME-driven, the high probability
threshold shifts from —50 to —45 nT, and if HSS-driven, it shifts
from —20 to —25nT. In the case of epsilon and Kp*10, however,
a clear separation based on different solar wind structures is
not as evident.

The Bz, v, and AE parameters were subjected to the same
probabilistic analysis as in Figure 13. Bz did not yield significant
insights, as its short range of daily averaged values could
not meaningfully differentiate between E1 and E3 events. AE
demonstrated trends similar to Kp*10 but with a larger range
of values that could correspond to both E1 and E3 events. The
solar wind speed presented a broad spectrum of values that could
correspond to both events, indicating significant overlap. Notably,
the distinction between solar wind drivers increased the prediction
quality but was not comparable to the shown parameters epsilon,
Dst, and Kp.

This subsection investigated the occurrence probability of
absolute E1 and E3 events, revealing that for peak values of epsilon,
Dst, and Kp~10, there are thresholds in which one becomes more
likely than the other. Additionally, there are specific threshold values
that can almost ensure the classification of E1 or E3 events. Based on
the 110 absolute events, 36% for epsilon, 52% for Dst, and 55% for
Kp*10 are within this high probability range. However, when solar
wind structure is considered, Dst is the only index that increases its
accuracy to include 65% of events in the high probability range.

5 Discussion

The overarching objective of this study is to unravel the
characteristics of solar wind properties and geomagnetic indices
associated with the high-energy tail of MEE precipitation, enabling
a better parameterization of the full energy range of EEP.
This implies a parameterization that can determine the true
range of flux variability, not averaging out strong events as
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demonstrated in Nesse Tyssoy etal. (2022) and Sinnhuber et al.
(2022). Such parameterization will allow for an understanding of
the importance of EEP’s direct effect on the lower mesosphere
and upper stratosphere chemistry, which further affects both the
strength and timing of the subsequent impact on atmospheric
dynamics.

From the 164 flux peaks exceeding the 90th percentile of
the >43 keV flux, absolute and relative E1 and E3 events are
defined based on the absolute >292keV flux and the ratio of
>292keV and >43 keV fluxes, respectively. The absolute events
allow a general assessment of which geomagnetic deflections or
solar wind parameters are associated with high and low >292 keV
fluxes. Moreover, the relative events allow for the investigation of
favorable conditions for enhanced >292 keV fluxes, independent of
the >43 keV response. The latter also applies to the subset of absolute
events with overlapping >43 keV fluxes. These distinctions are
further established through SEAs of NO observations, confirming
both direct and indirect effects on NO density, with a notable direct
impact in the lower mesosphere predominantly associated with
absolute E3 events (see Figure 7).

5.1 Energy transfer from the solar wind to
the magnetosphere

The solar wind fuels the energy driving the magnetospheric
processes that increase the population of high-energy tail electrons
(= 300 keV) and subsequently scatter them into the loss cone. A
southward IMF (negative Bz) induces a large-scale electric field
that transports electrons from the magnetotail into the inner
magnetosphere, where they become part of the electron source
population in the plasmasheet. Fast solar wind speed has been
considered one of the most important predictors for transporting
fluxes of the electron source population from the plasmasheet
to the radiation belt region, trapping > 300 keV electrons in the
inner magnetosphere (Katsavrias et al., 2021; Stepanov et al., 2021).
Combined, Bz and solar wind speed can be used to estimate the
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bulk energy transfer from the solar wind into the magnetosphere
via dayside reconnection rate by applying coupling functions such
as the widely used epsilon parameter by Akasofu (1981).

Figure 8 confirms that all three types of E3 events tend to
have a stronger southward IMF component and stronger energy
transfer into the magnetosphere compared to E1 events. How much
energy is required to guarantee an absolute E3 event is, however,
more uncertain. Figure 13 shows that for epsilon peak values above
700 GW and below 200 GW, there is >95% probability of an E3
and E1 event, respectively. These thresholds result in an uncertainty
range of 500 GW, encompassing 64% of the identified events.
Salice et al. (2023) explored the same daily precipitation fluxes in the
NH and found that the epsilon coupling function accumulated over
4 days correlates well (0.84) with the >292 keV peak flux. Figure 4 in
Salice et al. (2023) shows, however, that the spread in potential flux
responses is typically about an order of magnitude, consistent with
the wide band of epsilon values corresponding to absolute E1 and
E3 events.

Moreover, the overlapping and relative events where similar
levels of >43 keV fluxes result in very different high-energy tail fluxes
confirm that neither Bz, solar wind speed, nor epsilon alone can
predict the occurrence of high-energy tail precipitation. Figure 8
shows that solar wind speed tends to be similar for E1 and E3
events. However, the elevated (>500 km/s) plateau in the solar wind
speed for overlapping and relative E3 events starts at the onset, 1 day
after that of E1 events, and declines slower, implying higher speeds
in the recovery phase of the storm. Figure 11 shows that E1 and
E3 events driven by CMEs, in general, are associated with lower
speed compared to E1 and E3 events driven by HSSs. However,
for relative events, both CME- and HSS-driven E3 events show
high speeds 1 day after onset with a gradual recovery. This suggests
that the timing and/or duration of elevated solar wind speed is a
potential factor for driving the high-energy tail of MEE precipitation
by providing a persistent magnetospheric acceleration mechanism
after the flux rise of the > 30 keV electron source population.

5.2 Magnetospheric energy dissipation

The energy transfer to the magnetosphere from the solar
wind is dissipated into three main sinks: Joule heating, auroral
particle precipitation, and ring current injection (e.g., Tenfjord and
(Ostgaard, 2013). The magnetospheric energy loss to Joule heating
and auroral particle precipitation typically occurs in the main phase
of a strong geomagnetic disturbance, while the ring current energy
is “temporarily stored” in the magnetosphere. Assuming that the
AE index represents energy dissipation of Joule heating and auroral
particle precipitation and the Dst index the ring current growth,
Figure 9 confirms that more energy is dissipated into the ring current
during E3 events, compared to E1 events. In fact, for relative and
overlapping events, the AE and Kp*10 values converge while the Dst
remains notably deflected for E3 events compared to E1 events. This
suggests a larger build-up of ring current particles associated with
both absolute and relative E3 events.

The subsequent decay of the ring current is caused by
several particle loss processes, such as scattering by Coulomb
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collisions, charge exchange, wave-particle interactions, and
convection transporting the ions across the magnetopause
(Soraas etal., 2004). The ring current decay begins when Bz
turns less southward as the large-scale convection electric field
will no longer transport particles to the inner magnetosphere
(Jaynes et al., 2015). This is clear in the SEAs shown for Bz and
Dst in Figures 8, 9, respectively. After the typical fast initial decay,
the decay becomes more gradual depending on the charge exchange
between the ring current ions and the geocorona as well as wave-
particle interaction at or near the plasmapause forcing particles
into the atmospheric loss cone (Soraasetal., 1999). The loss
processes result in a ring current decay time of about 7-10h
(Seraas et al., 2004).

Based on Figure 6, the >292 keV flux peak typically occurs one
and 2 days after the zero epoch. This delay corresponds to the
strongest positive gradient of Dst after its deep minima on the zero
epoch day. As such, there might be a physical link between the Dst
recovery phase and MEE precipitation, including the high-energy
tail. This would, however, require elevated substorm occurrence
rates in the storm recovery phase to generate chorus waves that will
scatter the ring current electrons into the loss cone. The respective
chorus waves will simultaneously be responsible for electron loss in
the MEE range in the radiation belts. Notably, Newell et al. (2016)
demonstrated a close link between substorm probabilities and solar
wind speed, reinforcing the earlier suggestion that elevated solar
wind speeds in the recovery phase of a storm contribute to high
>292 keV fluxes.

The Auroral Electrojet (AE) index is also found to be well
correlated to the substorm occurrence rate on a daily scale
(Tyssoy et al., 2021). From the SEA in Figure 9, all three categories of
E3 events are associated with a higher AE response in the recovery
phase of the Dst than E1 events. A higher substorm onset rate for
E3 events is confirmed by examining the daily average from the
substorm list provided by the number of substorms per day based
on Newell and Gjerloev (2011). There is, however, not a significant
difference across all categories of events. Tyssoy et al. (2021) created
an AE-based MEE proxy by accumulating the AE activity over
multiple days, including terms counting for the associated lifetimes.
The results showed that AE-based proxies can predict at least
70% of the observed MEE precipitation variance at all energies.
Applying the AE-based model to our events does capture the
general features of our SEA flux analysis. It is, however, not able to
identify the individual E3 events. Hence, a higher substorm onset
rate in the recovery phase alone does not appear to be exclusively
able to explain the high-energy tail of MEE precipitation found
for E3 events.

Kp has been found to correlate well with >30keV EEP
and is commonly used in models due to its availability
and long existence, e.g, (2016),
van de Kamp etal. (2018)s model. The probability assessment
presented in Figure 13 revealed Kp*10 as one of the best parameters
independent of the solar structure as it can exclude or guarantee
55% of absolute E1 and E3 events. However, as shown in
Figures 9, 12, Kp*10 is less effective in differentiating between
overlapping and relative E1 and E3 events with similar >43 keV’
peak fluxes.

as in van de Kamp et al.
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5.3 Probability assessment

Figure 13 reveals the effectiveness of Dst in predicting up to
65% of events when the solar wind structure is considered. It has
long been known that Dst has different characteristics for HSSs and
CMEs (Borovsky and Steinberg, 2006). For CME-driven events, E1
or E3 events can be determined or excluded with 95% probability
above —25 and below —-50nT. For HSS-driven events, these
thresholds are above —20 and below —45 nT. The latter nominates
the Dst index to most accurately predict if a specific geomagnetic
disturbance will lead to a large MEE precipitation response in the
>292 keV channel. If combined with consideration of the timing
and/or duration of elevated solar wind speed in the recovery phase of
the storms, there is a potential for even better prediction capabilities
and an understanding of the physical mechanisms responsible for
the high-energy tail of the MEE precipitation in the atmosphere.
To fully examine if a specific storm will generate high-energy MEE
precipitation requires case studies, which is beyond the scope of the
current paper.

6 Conclusion

The overarching objective of this study is to explore and better
understand the high-energy tail of MEE precipitation in the context
of solar wind properties and geomagnetic responses. The research
contributes to refining EEP parameterization by offering insights
into the high-energy tail that can be used to improve the accuracy of
the full energy range of EEP parameterization in chemistry-climate
models. The electron flux data is retrieved from MEPED aboard the
POES/Metop satellite series over an entire solar cycle from 2004
to 2014.164 peaks in the >43 keV electron flux exceeding the 90th
percentile are categorized into absolute, overlapping, and relative E1
and E3 events. This selection of events allows for a concentrated
study on intense electron flux occurrences, addressing a gap in
current understanding and limitations.

Of the 164 peaks, absolute E1 and E3 events are defined by the
third highest and lowest peaks in the >292 keV flux, respectively.
Overlapping events, sharing similar >43 keV peak responses, were
also identified, though their low number necessitates cautious
interpretation. Moreover, relative E1 and E3 events are defined as
the third with the lowest and highest ratio between >292 keV and
>43 keV flux peaks, respectively. Overlapping and relative events
provide insight into which conditions generate a high-energy tail
independent of the initial > 30 keV flux level. Observations of the
NO density estimated from the SOFIE instrument on board the
AIM satellite confirm that absolute E3 events will directly impact the
lower mesosphere, which motivates the need to parameterize the full
range of EEP.

Based on our SEAs, no single solar wind nor geomagnetic
parameter captures the differences between El and E3 events
across the absolute, overlapping, and relative categories. However,
tendencies are visible, allowing us to suggest the following
hypothesis.

The high-energy tail (= 300 keV) of electron precipitation
requires an increased source population (> 30keV) in the main
phase of the storm. These > 30 keV electrons will first be accelerated
and then precipitate into the atmosphere or contribute to the ring
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current and radiation belt populations. A sustained elevation in
solar wind speed during the recovery phase of a storm increases
the substorm onset rate, which ensures electron acceleration to
high energies and subsequent scattering into the loss cone from
both the ring current and radiation belts. Hence, overlapping and
relative E3 events are likely associated with elevated solar wind
speeds persisting in the recovery phase of a deep Dst trough. The
magnetospheric processes that accelerate and scatter electrons in
the recovery phase of a storm further explain the delay often found
in the >292 keV peak compared to the >43 keV peak.

As single predictors for absolute E1 or E3 events, epsilon is
the best solar wind parameter, and Dst and Kp*10 are the best
geomagnetic indices. Each of the three variables has a specific
threshold where the probability of an E3 (E1) event becomes more
likely with increasing (decreasing) activity. For epsilon, Dst, and
Kp*10, the thresholds are at 400 GW, —30 nT, and 35,respectively.

Furthermore, Dst and Kp*10 have defined thresholds where the
probability of either an absolute E1 or E3 event occurring is >95%,
accounting for over half of the events. Specifically, 52% of absolute
events fall within this high-probability range for Dst and 55% for
Kp*10. The thresholds for an E1 event are for Dst values above
-20 nT and Kp*10 values below 30. For E3 events they are for Dst
values below —50 nT and Kp~ 10 values above 40.

Solar wind speed and the Dst index exhibit pronounced
structure-dependent variations compared to other parameters.
Knowledge of the solar wind structure confines the high probability
limits, increasing Dst’s predictive accuracy to 65%. The 35% of events
within the ambiguous range of Dst values might be determined by
examining solar wind speed. Future studies will focus on case studies
to explore the high-energy tail response in relation to elevated solar
wind speed and the Dst recovery phase.
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