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Abstract

This thesis explores the aerodynamic performance of floating offshore wind
turbines (FOWTs) using a potential flow approach. The primary objective is
to understand how the output power of an FOWT is affected by imposing
different motions on the substructure. To this end, I employ an aerodynamic
model based on the well-known unsteady vortex-lattice method (UVLM) to
simulate the aerodynamic behaviour of the turbines in combination with a
UVLM-oriented mesh generator (UVLMeshGen, developed at the University
of Bergen) to build the aerodynamic grids. As part of this thesis, I have also
integrated into UVLMeshGen the capacity of: meshing spar-like substructures,
generating boundary surfaces intended for representing sea waves, and the
kinematics associated with both the substructure’s motion and sea waves.

Initially, the aerodynamic model of fixed and floating offshore wind tur-
bines were validated against well-established benchmarks, including the NREL
5 MW, DTU 10 MW RWT, and Sandia 13.2 MW turbines. Following this,
various motion scenarios were simulated to investigate the effects of individual
and combined heave, surge, and wind turbine pitch motions on the power out-
put. The results showed that the surge motion has the most significant impact
on the power, while the heave motion has the least. However, the heave motion
greatly affects the shape of the wake.

In addition, I analyze the effect of including sea waves, as a boundary
surface with imposed kinematics, on the output power of stand-still FOWTs.
The findings indicate that higher wave amplitudes produces a slight increase
in power output, the so-called blocking effect in aeronautics. Such findings
undoubtedly require further investigations in this direction to fully understand
and characterize such a phenomenon.

Finally, simulations of multiple FOWTs demonstrated the importance of
considering wake interactions when designing wind farm layouts. FOWTs
placed in close proximity showed reduced power output due to wake interfer-
ence, highlighting the need for accounting wake interactions when optimizing
wind farm layouts and operating wind farms.

This research contributes to the field of renewable energy by enhancing
the predictive capabilities of aerodynamic simulations for FOWTs. It provides
a framework for future studies to incorporate more complex wave-structure
interactions and optimise the design and placement of floating wind turbines
to maximise the power production.



Vi

Abstract




Contents

Acknowledgements

Abstract

1

2

Introduction
1.1 Stateoftheart. . . .. .. . . . .. ... ... ... ...,
1.2 ResearchQuestion . ... .. ... ... ... ........

Aerodynamics and Waves

21 WindPower . . . . . ... L
2.1.1 Corrections . . . . . . ... ... e

2.2 Aerodynamicmodel . . . . . .. ... ... L.
2.2.1 Convectionofthe Wakes . . . ... ... .......
2.2.2 Aerodynamic Loads . .. ... .. .. .. ......
2.2.3 Unsteady Vortex-Lattice Method . . . . . . ... ...
2.2.4  Aerodynamic influence coefficients . . . . . ... ..
2.2.5 Free-Vortex-Lattice Convection . . . ... .. .. ..
2.2.6  Aerodynamic Loads (Discretisation) . . . . .. .. ..

23 WaveTheory . ... ... .. ... .. ... .. ... ...

Geometric Modelling and Kinematics
3.1 Wind turbine description . . . . . .. ... ... ... .. ..
3.2 Geometricmodelling . . . . ... ... ... L.
3.2.1 Geometric objects GOy and GO, . . . . . .. ... ..
3.2.2 Geometricobject GO3 . . . . ... ... .. .....
3.2.3 Discretisation . . . . . ... ...
3.3 Substructure modelling . . . . ... ... ... ... ...,
3.3.1 Thehemisphere . . . . . ... ... ... .......
332 Thecylinder . . ... ... ... ... ......
333 Thecubicparabola . . .. ... ............
3.3.4  Spar substructure assembling . . . . .. ... ... ..
34 WaveModelling . . .. ... ... ... ... .. ... ...
3.5 Kinematics of the wind turbine . . . . . ... ... ......
3.5.1 Rigidbody motion . . ... ... ...........
3.5.2 Translation of the structure . . . . . ... ... .. ..
3.5.3 Rotation of the substructure . . . . ... ... ....
3.6 Wavekinematics . . . ... .. ... .. ...

iii



viii CONTENTS

4 Results and Discussion 35
4.1 Verification of Simulation Framework . . . . . ... ... .. 36
41.1 NREL5SMW . ... . ... ... ... ........ 36

412 DTUIOMWRWT . .. ... ... ... ....... 40

413 Sandial3.2MW . ... ... ... .......... 41

4.2 Aerodynamic Simulations Considering the Substructure motion 43
42.1 Isolated motions . . .. ... ... .......... 44

42.2 Combined kinematics . . . ... ... ........ 51

4.3 Wave Effect on the Output Power . . . . . . .. .. ... ... 60

44 Full FOWT Simulation . . . . . ... ... .......... 63

4.5 Multiple FOWTs Simulation . . . . ... ... .. ...... 65

5 Conclusions and Future Work 71
A NREL 5 MW Validation 73
B DTU 10MW RWT Validation 75
C Isolated Heave Motion 77
D Isolated Surge Motion 79
E Isolated Pitch Motion 81
F Surge and Heave (Aligned) 83
G Combined Surge and Heave (Unaligned) 85
H Combined Heave and Pitch 87
I Combined Surge and Pitch 89
J Combined Heave, Surge and Pitch 91
K Wave Effect on the Output Power 93

L Full FOWT Simulations 95



Chapter 1

Introduction

1.1 State of the art

In the last decades, wind energy has become an increasingly important source
of renewable energy. There has been a significant increase in the scale of
wind turbines (WTs), and some turbines such as the Vestas V236-15.0MW
prototype are to be installed offshore [1]. Offshore wind has become a highly
relevant energy source due to stable wind conditions found at sea [2]. Pioneer
projects such as Horns Rev in Denmark have shown potential for steady power
extraction with a rated power of 160 MW comprising 80 WTs [3], and more
recently, the Hywind Tampen project for floating wind energy in the North
Sea with 11 WTs and a total system capacity of 88 MW [4]. Offshore wind
projects are currently being developed at larger scales worldwide [5].

One of the key challenges of this technology is the accurate characterization
of the WT loads under flow conditions [6]. There are many ways to do this;
from basic approaches such as blade element momentum (BEM) theory to
complex models using computational fluid dynamics (CFD) techniques.

On one hand, the BEM Theory is a well-recognized method for the compu-
tation of the forces acting on the blades of a WT. This method is developed
from momentum theory and blade element theory [7]. The theory simplifies the
airflow analysis by assuming steady two-dimensional flow across segmented
rotor blades, neglecting the influence of neighbouring segments and radial
airflow variations. It does not account for dynamic effects like wind shear or
turbulence, impacting rotor performance and stability. To improve its precision,
corrections are made to account for these simplifications, as well as correc-
tions for tip and hub vortices, non-stationary flow, large induction factors, and
non-perpendicular incident flow [7], [8].

Figure 1.1 shows an actuator disk model used in BEM theory. The stream-
tube is where the incoming velocity V.. is analysed, the actuator disk is the
surface that extracts energy from the incoming wind, followed by the down-
stream region where the wind velocity is reduced due to the extraction of
energy. The flow velocity behind the actuator disk is denoted by V,, and is
mainly associated with the flowfield downstream the wind turbine (i.e. in the
wakes) [9].

Despite its computational efficiency and simplicity, BEM’s effectiveness
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is constrained under certain conditions, therefore more complex methods for
accurate analysis could be necessary. The work presented in [10] concludes
that although BEM has a high computational efficiency, it is unreliable in
modelling WTs at yawed configurations, among other working conditions.

Downstream

Streamtube

Upstream

Figure 1.1: BEM example. Taken from [11].

On the other hand, the CFD provides a detailed description of the entire
flow field. CFD methods are often very accurate but require significant compu-
tational resources. The governing equations for fluid flow are solved with CFD,
typically the Navier-Stokes equations, numerically over a discretised domain.
In solving these equations, numerical methods are applied to convert the partial
differential equations into algebraic equations. Typically, this is done using
the finite-volume method, the finite element method, or the finite difference
method [12]. Figure 1.2 shows an example obtained by using a large-eddy
simulation (LES) technique applied to a wind farm (where LES is a subset of
CFD techniques).

Time: 10:00 UTC (b) EXP2 Time: 10:00 UTC e

| RS
R SRR R
| SRS AL

-

Figure 1.2: CFD simulation example: instantaneous 90-meter wind speed
simulated by WRF-SADLES for the Alpha Ventus wind farm with (EXP1) and
without (EXP2) the surrounding wind farms. Permission obtained from [13].
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As an intermediate option between BEM and CFD approaches, I can
mention the methods based on potential flows, in particular, the well-known
unsteady vortex-lattice method (UVLM). This method has proven to be a
more than a viable option, offering an excellent trade-off between precision
and computational cost [14]. In addition, UVLM has been recognised as a
good solver in the context of high geometric complexity and the presence
of large displacement/rotations [15], [16], [17], [18]. Although this method
is well-established and has been used to study several engineering applica-
tions (micro-air-vehicles, morphing wings and wind-turbines, among others),
UVLM-based solvers require a detailed geometric description of lifting and
non-lifting surfaces. Such requirements can become very tedious to satisfy
when dealing with large problems characterized by highly complex geometries,
since there are, in general, no programs to construct aerodynamic meshes. In
this regard, Roccia et al. [19] developed a UVLM-oriented mesh generator
intended for onshore wind farms, called UVLMeshGen (which stands for UVLM
mesh generator). The UVLMeshGen has up until this point only accounted for
onshore wind turbines. In light of the recent development of FOWTs, the
main objectives of this work are to modify UVLMeshGen by including the sub-
structure mesh, implementing the kinematics associated with the substructure,
and implementing sea waves (as boundary surfaces) and its kinematics. The
substructure is modelled based on the Equinor spar seen in Figure 1.3. The
scale of this turbine is 1:165 and is a replica of the Hywind Tampen WT [4].
Further, to analyse the system, the already existing software called VLMSim
(which stands for vortex-lattice method—simulation) is used. This in-house
code is an aerodynamic simulator built upon the UVLM method [14].

Figure 1.3: Hywind Tampen WT scale replica, delivered to Bergen Offshore
Wind Centre (BOW-UiB) by Equinor.
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1.2 Research Question

If FOWTs are to be used more frequently to extract energy from the wind, it is
important to have tools to best predict their acrodynamic performance. In the
case of FOWTs there is an “extra ingredient” affecting the power production
of the turbine: the motion of the wind turbine caused by sea waves. While
onshore and non-floating offshore wind turbines are installed on structures
fixed to the seabed (e.g. monopiles and jacket substructures, among others),
the FOWTs may experience small-to-moderate displacements/rotations due to
the sea waves. The movement of the turbine induced by the waves could cause
the power output to change, which is crucial to take into account. Therefore,
my main research question reads: How is the power output of a FOWT affected
when imposing motions on its substructure? To this end, this thesis addresses
the following specific objectives:

* Generate the aerodynamic grid of spar-like substructures as well as wave
meshes (as boundary surfaces) using the linear wave theory.

* Implement the spar and wave grids into the existing mesh generator
program UVLMeshGen, and gain expertise as user.

* Describe the kinematics of the whole FOWT considering the substruc-
ture’s motion and implement it into the UVLMeshGen.

* Create simulation scenarios based on: i) prescribed motions for the heave,
surge and pitch, ii) different sea wave surfaces to investigate its influence
on the turbine’s power production, and finally iii) two different offshore
wind farms composed by two FOWTs.

 Carry out intensive aerodynamic simulations for all the considered sce-
narios by using the in-house aerodynamic solver called VLMSim [14].

* Analyse the results obtained from the numerical simulations and draw
conclusions based on a critical thinking.

To my knowledge, there are few public available programs that are able
to account for the motions that a wave would typically impose on FOWTs.
It is my wish that the academic and industrial sectors have the software nec-
essary to properly assess FOWT. Figure 1.4 presents a diagram that explains
how the aerodynamic simulation framework adopted in this thesis works,
the UVLMeshGen generates all the necessary meshes and input data that will
then be used by the flow solver VLMSim. As output, the VLMSim provides the
spatio-temporal evolution of the wakes and the pressure jump across the lifting
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surfaces (the blades). From this output data, I compute later, by using an in-
house post-processor, the power generated by the WT as well as thrust force
on the wind turbine rotor.

UVLMe sl?.Gen Tnput
Meshing

B : Aerodynamic
et it

VLMSim

Figure 1.4: Aerodynamic simulation framework schematic.

In summary, this thesis aims to contribute to the UVLMeshGen by adding
the following capacities: i) generation of spar-like substructures and sea waves
(as boundary surfaces) aerodynamic grids, and ii) a full description of the
kinematics for offshore wind turbines. In addition, an important part of this
thesis is related to the design of several simulation scenarios considering dif-
ferent motion patterns for the substructure, sea waves and offshore wind farms.
These cases are intended to shed a little more light on how power production
and thrust forces are affected by imposing different motion patterns on the
substructure. To the best of our knowledge, the author and her supervisors,
the results reported here contain enough novelty to be published in a journal
article.
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Chapter 2

Aerodynamics and Waves

In this chapter, I will introduce various elements of the aerodynamic compu-
tational framework. To begin with, I will provide a brief overview of general
aerodynamic theory. Further, there is a concise explanation of the aerodynamic
model adopted here and its discrete version, the so-called Unsteady Vortex-
Lattice Method. Lastly, the linear wave theory, which is used to model the
waves in this work, is presented.

2.1 Wind Power

Wind turbines generate power through the conversion of the kinetic energy
of the wind into mechanical power. The mechanical energy is converted into
electrical energy by the generator. The power available in the wind is given by:

1
Pyind = EpAmtorv; 2.1)

where P,;,q is the power in Watts, p is the air density, typical kg/m>, Arotor
is the area of the rotor in squared meters and, V.. the free stream velocity
in m/s. In reality, only a fraction of the power can be extracted by the WT.
The efficiency of the WT is given by the power coefficient (C,) which has
a maximum efficiency (Cp uax), namely Betz limit [20] [21]. The extracted
power from the WT can be expressed as:

P= Pwinde7

(2.2)
16

where C, < 77
As the incoming wind approaches the airfoil, it has to move along either
the upper or lower surface. To generate lift, the air particles should meet
simultaneously at the trailing edge of the aerofoil, so that the particles moving
along the lower surface must have a lower velocity for this to occur, as seen in
Figure 2.1. As a consequence, a higher pressure is formed on the lower surface,
according to Bernoulli’s principle, generating lift [22].
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Upper surface
Free-stream velocit

Lower surface

Figure 2.1: Flow pattern around an airfoil.

A section of a WT blade is described in Figure 2.2. The rotation plane is
orientated perpendicular to the axis of the rotor shaft, the chord line connects
the leading and trailing edges, where the air enters and leaves the blade,
respectively. L represents the lifting force, perpendicular to the relative airflow,
and D represents the drag force, parallel to the relative airflow. In addition, Q is
the angular velocity of the WT rotor in RPM (revolutions per minute) and r is
the radial distance along the blade. The product of Q and r gives the tangential
velocity of the blade section. V;,,; is made up of the sum of vectors of Qr and
Ve, the angle between the chord line and V;,,; is the angle of attack (AoA)
and is denoted by «, ¢ is the total angle, composed of & and 0. Finally, 0 is
composed of 6, and B, where 6, is the pitch angle and  is the twist angle,
accounting for the geometric twist of the blade [23].

Chord line

Rotor plane

Vlm‘al

Figure 2.2: Description of velocities and forces on a typical WT blade section.

As the wind passes through the rotor, a wake forms behind the WT. This
wake, characterised by reduced wind speeds and increased turbulence com-
pared to V.., is a signature of the lifting forces acting on the rotor blades.
This phenomenon is especially important to consider when placing multiple
WTs in a wind farm. The presence of an upstream WT affects the airflow and
consequently decreases the quality of V., experienced by a downstream WT
[24].
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2.1.1 Corrections

It is often necessary in aerodynamic models to apply some corrections to better
account for physical phenomena such as the reduction of lift near the blade
tips due to vortex formations. This is automatically accounted for when using
UVLM-based solvers. Figure 2.3 shows the tip vorticies of a WT [19].

Figure 2.3: Numerical simulation of a complete wind turbine rotor including
rotor tip vortices, where tip vortices are visible.

2.2 Aerodynamic model

Consider a body % with boundary 0% that is in a fluid stream. The regions
close to the solid surfaces are called boundary layers (BL). For boundary
layers to form, the Reynolds number (Re) must be sufficiently large. For Re
to be considered large, the inertial forces must be significantly greater than
the viscous forces. Part of the vorticity in the BL is shed downstream into
the flowfield, which forms the wakes behind the body. When Re — oo, the
thickness of the BLs and the wakes tends to zero. This assumption allows
for the BLs and wakes to be represented as continuous zero-thickness sheets
of vorticity, respectively. Furthermore, the flow is considered incompressible
due to the assumption of a low subsonic flow, which has a low Mach number.
Following these assumptions, the unknown pressure and velocity fields are
governed by the Euler equation and the Continuity equation for incompressible
flows,

AV(E,1) + (V1) - V)V (1) = —%Vp(r,t), 2.3)

V-V(r,t) =0, (2.4)
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where r is the position vector of a fluid particle at time ¢, V(r,7) is the absolute
velocity of a fluid particle, p is the fluid density (assumed to be constant),
p(r,t) is the pressure field, d;(+) stands for partial time derivative, and V(-) =
A ()i+dy(-)j+ 9. (-)k is a vector differential operator in R3.

The left-hand side (LHS) of the Euler equation describes the time derivative
of the velocity d,;V(r,t) and the convective acceleration denoted as (V(r,z) -
V)V(r,t). The right-hand side (RHS) represents the forces due to pressure
gradients, —%V p(r,t). Essentially, the Euler equation describes the change in
velocity of a fluid particle due to the pressure forces acting on it.

The Continuity Equation describes the conservation of mass. The fluid
density is constant within the flow field for incompressible fluids as they move
through the velocity field, so the divergence of the velocity field V is zero.

By applying the Helmholtz decomposition, the velocity field V(r,#) can be
described as the sum of the gradient of a scalar potential ¢(r,7) and the curl of
a vector potential W(r,?) as follows:

V(r,t) =Veo(r,t)+V x ¥(r,1). (2.5)

The Helmholtz decomposition assumes that the gradient of a scalar field is
irrotational and that the curl of a vector field has zero divergence. This property
is inherent in the Helmholtz decomposition. Any vorticity in the velocity field
is contained in the vector potential component. Applying the decomposition
to the continuity equation and considering that V- (V x ¥(r,z)) = 0 (due to
the divergence of a curl always being zero), we are left with the divergence
of the gradient of the scalar potential, which must also be zero. The resulting
equation is known as the Laplace equation for the scalar potential:

V2e(r,r) = 0. (2.6)

Furthermore, by using Eq. (2.5) along with the definition of the vorticity
field Q(r,t) = V x V(r,7) and the condition that V- ¥(r,7) = 0, I obtain the
well-known Poisson equation for the vector potential:

V2 (r,1) = —Q(r,1). (2.7)

This equation relates the vector potential and the vorticity field. Although the
Laplace and the Poisson equations do not have direct time-dependent terms,
these are introduced through the boundary conditions (BCs). In potential
flows there are two BCs, namely the regularity at infinite condition and the
non-penetration condition.

The regularity at infinite condition requires that the velocity field associated
with the flow disturbance, due to the body motion through the fluid, decays far
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away from the body and its wakes seen as:

lim ||Vp(r,t)+ Vw(r,7)|| =0, (2.8)
[r—rp|—e
where ||r —rp|| is the distance between an arbitrary point r and a point rp that
belongs to d A. The velocity induced by the bound vortex sheets is represented
by Vp and the velocity induced by the free vortex sheets (wakes) is represented
by V. The non-penetration condition ensures that no fluid flows through the
body as the body is considered solid. The condition requires that the normal
component of the fluid velocity relative to the body vanishes identically over
the whole surface of the body:

Voo + Vp(r,t) + Vi (r,t) — Vg(r,t)] -fi(r,z) = 0. (2.9)

As the body moves and interacts with the fluid, it induces a velocity field
Vp(r,t), representing the perturbation caused by the body. Additionally, there
may be other velocity disturbances within the fluid, denoted by Vyy (r,7). The
body surface velocity is denoted by V(r,#). The normal vector to the boundary
d 4 is denoted as fi. In addition to the boundary conditions (BCs) accounted for,
the Kelvin and Kutta conditions must also be satisfied. The Kelvin circulation
theorem states that for an inviscid barotropic fluid with conservative body
forces, the circulation I' around any closed loop C that moves with the fluid
remains constant over time. This is mathematically expressed as %gt) =0
where I'(¢) is the circulation at time ¢, provided that the loop follows the
fluid motion. Kutta’s condition states that the flow will leave the trailing edge
smoothly and therefore the pressure on the upper and lower surfaces must
vanish along the edges where separation occurs, also called separation zones,
SZs. This condition forces the fluid particles in the SZ to leave # at the local
velocity flow, resulting in the well-known vorticity shedding phenomenon. The
velocity field is obtained by solving the Poisson PDE. This results in the well-
known Biot-Savart law, which takes the following form for three-dimensional

flows:

V(r,) = i/ Dst) X (£ =8) e gy, (2.10)
At Jvse fe—sl?
where r is the target point, €2(s,7) is the distributed vorticity located within a
compact region V(s,#) C R?, and where s is a position vector of a point be-
longing to V (s,¢). Additionally, this equation can be adapted to describe vortex
lines, which are scenarios where a finite amount of vorticity is distributed over
a two- or three-dimensional region. Despite this, the circulation, or strength,
denoted by I', remains finite and unchanging. Consider a small volume ele-
ment dV of this vortex line, which resembles a cylinder with a differential
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cross-sectional area dA and a differential length ds. Performing an integration
along the filament’s length results in the widely recognised Biot—Savart law
specialised for an arbitrary vortex curve C(s) C R>:

Vir) = % /C(s ) T(S’\i)fs[zsi3s<8)] ds(s) 1D

where T (s) is the unit tangent vector to C(s).

2.2.1 Convection of the Wakes

Fluid particles are swept away from the sharp trailing edge of a body 4 into its
wake. Over time, as the wake moves far downstream, its influence on the flow
around the body decreases. This can be described as fading memory, because
the effects of the wake diminish as it travels further away. The location r ()
of any fluid particle at a given time ¢ can be determined by integrating the
local fluid velocity V(rs(7),7) over time. T is a dummy integration variable.
The term "dummy integration variable” refers to an auxiliary variable used
to facilitate the integration process without affecting the final outcome. The
local fluid velocity is the sum of the velocity induced by the body, the velocity
induced by the wake, and the free stream velocity:

re() = /O V() 1) dx, 2.12)

where V(rg,1) = Vpry,t) + Vw, (rf,7) + Voo (2.13)

2.2.2 Aerodynamic Loads

Assuming the absence of rotor forces within the body and considering that the
flow field outside the boundary layers of % and its wakes is free of rotation,
the Euler equations can be applied along a streamline. This process leads to
the formulation of the Bernoulli equation in its unsteady form, seen as:

9¢

0t(Vx W) -Tds+ —
/c(s) (V> w) ST

(2.14)
1 1

3 VOV X W] (V9 VX W) p(r.1) = E(1),
where E(f) is a spatially uniform function of time [25]. As the distance along
a streamline from the point P, on the surface of a body # to a reference
point in the far field ||r|| — oo, several variables approach constant values
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or zero: ¢ — ¢, = constant, p = %“’ = constant, VX ¥ — 0, V¢ — V,, and

E(t) — %Vm Voo + %‘”. After a few algebraic operations, the pressure jump
across the lifting surface at point P, is defined as:

[ (2o 2], 2],

+5[(Vo+Vx W) (Vo+Vx®), (2.15)

N = =

(Vo+V W) (Vo+V W),

where point L is below the vortex sheet at Py, U is above the vortex sheet at
P,,and D, = (p)r — (p)u. The reader is referred to [14] for a more detailed
description of the theory behind the unsteady version of the Bernoulli equation.

2.2.3 Unsteady Vortex-Lattice Method

For UVLM-based computational implementations, the continuous bounded
vortex sheets are discretised into a lattice of short straight vortex segments of
circulation I'. Such segments divide d.% into a finite number of area elements
By (also called panels or boundary elements). The subscript k& defines the
number of panels and implies that this should apply to all panels. The wakes
emitted from the separation zones (trailing edges, wing or blade tips, and
leading edges) are also represented by vortex lattice [26].

Often, the complete system is first divided into a collection of lifting and
non-lifting surfaces. The entire body dB is the boundary of the entire system
that is made up of the union of smaller boundaries B;:

Np
dB =B, (2.16)

i=1
where Np is the total number of discrete bodies in the system. Further, each

individual surface boundary dB; is decomposed into a finite set of boundary

elements B};:
pri

Bi= Bj, (2.17)
k=1

where N, is the number of panels related to each sub grid dB;. From this, the
total number of panels N, of the whole surface dB is calculated as:

Np
Npp =Y Nppi. (2.18)
i=1
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In general, quadrilateral elements (QEs) are used as panels, as they work
better than other elements for a UVLM approach [19] [16]. The edges of
each B}'c are represented by finite, straight vortex segments of circulation I'(z).
Their contributions to the velocity field are calculated by the following discrete
version of Eq. (2.11):

L(r) (rf x5 (]l + le51)

V(rdr) = )
A e g e [ ]+ r{ - x5 + (8 ([lul])?

(2.19)

where r; and r; are the position vectors of the point where the velocity is
evaluated relative to the end of the straight vortex segment u = r| — rp and &,
is a cut-off parameter [27]. This is introduced to modify the singular kernel
in Eq. (2.11). This is to avoid the singularity that occurs when the point r is
very close to the vortex curve, i.e. when [r — s(s)] approaches zero [28] [29].
The cut-off radius &, can be further modified by including a time-dependent
growth core-vortex model as follows:

8:(t) = /408, (t + 1), (2.20)
I’ZCO

lo
where o, = 1.25643 is the Ossen parameter, Vv is the kinematic viscosity of
air, t is the time elapsed since the vortex segment was shed into the wake,
rcg is usually set to 10% of the vortex segment length, and J, represents the
additional dissipation due to viscosity, which is defined in terms of the vortex
segment circulation I'. For a more detailed description, the reader is referred
to [30] [31].

2.2.4 Aerodynamic influence coefficients

When using UVLM-based solvers, the main unknowns to be determined are
the vortex segments intensities (circulations) on the bound-vortex lattices. To
this end, The non-penetration boundary condition presented continuously in
Eq. (2.9) is imposed at the control points (CP) in the geometric centres of
each B;C. This results in a system of linear algebraic equations, which usually
have time-varying coefficients. These systems can be expressed in terms of
vortex-ring circulations G (t), substantially reducing the computational time
when rings are used instead of segments [32]. Such vortex rings are obtained by
considering that each panel is surrounded by a closed loop of vortex segments
with the same circulation. In this way, each straight segment is made up of two
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loops. With these assumptions, the linear system takes the following form:

A%b
Za,’j(l‘)Gj(l)-f— Vo‘f—Fva(ri,t)—Vf’(r,-,t) -ﬁi(t):(),
=1

(2.22)
i=1,2,...,Ny,

A(t)G(r) = RHS(¢),

where a;;() are the aerodynamic influence coefficients, fi; is the unit vector
normal at the i-th CP, A(7) is the aerodynamic influence matrix, G(¢) gather
the unknown ring circulations, and RHS(¢) is the right-hand side. RHS(z)
gather the contributions of V,,, V., and V; along the normal direction at each
CP. The reader should note that a; () represents the normal component of the
velocity in the CP of the ith element associated with a vortex ring around the
jth element having unit circulation [14].

« Initial position of node

« Final position of node

Wake

Lifting surface

Figure 2.4: Description of the convection scheme for a point within the wakes.

2.2.5 Free-Vortex-Lattice Convection

In order to propagate the wake an explicit first-order method is applied. This
uses quantities calculated at the previous time step and is given by:

rdoge(t+ A1) m 1l (1) + Vi ()AL, (2.23)

node node
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where At is the time step. The subscript 'node’ is introduced to refer to the
corners of the vortex segments. Figure 2.4 shows a convection procedure of
how r evolves through time.

2.2.6 Aerodynamic Loads (Discretisation)

A discrete version of the pressure jump is presented. Next, the reader is referred
to [14] for a detailed explanation of how to obtain the continuous version.
The aerodynamic loads on the rotor blades are computed in three steps; 1)
Calculating the pressure jump at the control point of each element using the
unsteady Bernoulli Equation; 2) Computing the force at each element as the
product of the pressure jump times the element area times the unit normal
vector; 3) The resulting forces and moments are calculated as the vector
sum of the forces and their moments about a common point. The velocity
field is assumed to be divided mainly into two parts: V% + V< associated
with Vy? and V¢ associated with V x y?. The unsteady term due to the
vector potential [d(V x y¥)-T(s)ds is very difficult to handle in this form.
Invoking the equivalence between a doublet and a vortex ring of constant
circulation, the contribution of the free-vortex lattice can be considered as an
analogous contribution of a discrete distribution of doublets [33] [14]. After
some algebraic manipulations, the discrete version of the Bernoulli equation
can be expressed as:

Dl: {(@‘Pd*‘aﬂlfd) — (997 + o y?) ]

PF U L
+%(V$+Vif,) (V§+V5) (2.24)
(Ve V) (Ve V)

=[(99¢ + 9w )|y — (997 + dy)|r]
(2.25)

1
+§<V§’, v e Vd)

where Dd is the discrete pressure jump, V¢, = (fo, + V4 )|, and Vi = (V¢ +
Vil

After some algebraic manipulation, the pressure jump for each panel By is
obtained as:

Gilt) — Galt — A1)
At ’

Df =p | Vi, = Vi -aV{ +p (2.26)
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The vector force on the boundary element By, is calculated as the product
of Eq. (2.26) times the element area A; times the normal vector located at the
CP,

Fi = DpiApiiy. (2.27)

This section has provided a description of the UVLM applied in this work.
The reader is referred to [27] for a more detailed description of the UVLM and
the discretisation.

2.3 Wave Theory

This section describes the process of modeling waves as a boundary layer to
the FOWT simulations. I will not be solving the equations of waves, but rather
impose the motion of the waves on the FOWT. It is beyond the scope of this
thesis to consider the solutions and so the inclusion of the waves are in order to
give the reader an idea of how a boundary layer affects an FOWT. In modelling
ocean gravity waves, we assume that the water is incompressible and that the
effects due to capillarity and viscosity are negligible. Internal waves are also
neglected, as we assume a constant density. The velocity vector u is given by
the velocities of the components in the directions x, y, and z. It is assumed that
the velocity field can be described by a velocity potential & and that the fluid
velocity u is obtained from the gradients of the velocity potential. Under the
assumptions that the fluid is incompressible and irrotational, the potential will
satisfy the Laplace equation throughout the fluid:

0’d J*® 9D
72 + 72 + 52 =0. (2.29)

The Laplace equation is solved by imposing a set of boundary conditions.

Assuming that the waves propagate in the positive x direction, the velocity in
P

Vi =

the y direction is zero, F i 0, and there is zero vertical velocity at the bottom,
assuming the bottom is horizontal so that %—f =0atz=—d.

There are two boundary conditions to be imposed on the free surface: one
kinematic and one dynamic. The kinematic condition implies that once the
particles are on the free surface, they will remain there; i.e., the particles on the
free surface must follow the motion of the free surface. This can be expressed
as follows:

ol 9 0dIL
E_a—z—gaatz—c, (2.30)
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where { is the free surface elevation. At any given point along the x-axis, the
first term represents the rate of change in the height of the ocean’s free surface.
This rate must be equivalent to the sum of the terms on the right side of the
equation: the first term on the right corresponds to the upward velocity of the
water, while the second term represents the product of the water’s horizontal
velocity and the gradient of the surface. This relationship must hold exactly at
the level of the ocean’s free surface as it exists at that moment.

The dynamic boundary condition is related to the pressure at the free
surface. The pressure on the free surface must equal the atmospheric pressure
(assumed to be zero for simplicity) plus the dynamic pressure due to the
fluid motion. Bernoulli’s equation provides this dynamic boundary condition,
ensuring that the pressure remains consistent across the interface. The condition
can be expressed as:

a—q)—f—l(VCD)z—kgC:Oatz:C, (2.31)
ar 2

where g is the acceleration due to gravity. This equation states that the sum of
the unsteady potential term, the kinetic energy per unit mass, and the potential
energy per unit mass must remain constant along the free surface.

Linear wave theory is based on solutions to the Laplace equation, leading
to the derivation of the wave dispersion relation. This relates the frequency
O(yyave) to the wavelength A under the assumption that the depth of the water
is greater than half the wavelength [34].

Figure 2.5 describes a regular sine wave that progresses in the positive
direction x, where 7 represents the vertical displacement of the water surface
from its normal undisturbed level, A4, is the amplitude of the wave and
can be described as A, = 2a, where a is the height of the wave. k is the
wave number, related to A as k = 27”, and measures how many cycles of the
wave occur per unit distance. x is the spatial coordinate along which the wave
propagates and ¢ is the temporal dimension over which the wave is analysed.
The angular frequency of the wave is related to the frequency f by Wy =27 f
and measures how many cycles occur over time:

H
n= Ecos(kx— Oyavel ) (2.32)

For a linear wave, k and w,,,,, are connected by a dispersion relation given
by:
®2 0 = gktanh(hk), (2.33)

where £ is the sea depth [35].
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« R
« >
« A >
< >

Crest

Zero level

Trough

Figure 2.5: Schematic of a simple sine wave.

As the reader should note, the linear wave theory description included in
this thesis is significantly shorter than the aerodynamic subsection. The reason
behind this imbalance is because the main goal of this thesis is not to solve for
the sea wave equations but to generate prescribed wave patterns based on well-
known solutions from the linear wave theory. Such wave patterns, understood
here as boundary surfaces for UVLM-based solvers, may affect the shape of
the wakes being shed from the blades, through the so-called blocking effect in
aeronautics, and in turn the power output. My intention is to investigate this
phenomenon and its relevance to offshore wind turbines.
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Chapter 3

Geometric Modelling and
Kinematics

In this chapter, the geometric properties of the FOWT are described. This
chapter aims to explain my contribution to the UVLMeshGem, which is the
addition of a spar-type floating substructure and wave generation, as well as
the movement of the structure and the waves. First, a general description of a
FOWT is provided, then a detailed explanation of the geometric modelling of
the substructure, and lastly a description of the movement of the FOWT. This
section also includes a description of the wave model and kinematics.

3.1 Wind turbine description

A wind turbine consists of five different components; blade, hub, nacelle, tower,
and substructure as seen in Figure 3.1 and as described below:

* Blade - Captures the energy of the wind.

* Hub -The central part of the machine to which the blades are attached. It
enables the rotation of the blades and transmits the rotational movement
to the gearbox or directly to the generator in the case of gearless designs.

* Nacelle - Where the gearbox, the generator, controller, yaw system,
cooling and heating systems as well as anemometer and wind vane are
placed.

» Tower - Supports the nacelle, hub, and blades. It elevates the structure.

* Subtructure - For offshore turbines, a monopile or a jacket is connected
to the sea bed and supports the rest of the turbine. In the case of FOWT,
a structure such as a spar keeps the turbine floating.

The blades, hub, nacelle and tower are already modelled in the UVLMeshGen,
whilst the substructure is developed in this work and will be explained in detail.

3.2 Geometric modelling

This section describes the geometric modelling of the spar substructure using a
geometric object 2 (GO;) based on [19]. The modelling of the sea is described
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and a new geometric object 3 (GO3) 1s introduced. This chapter also includes
descriptions of the modifications available in UVLMeshGen as well as user
functions.

Blade

Hub Nacelle
-

Tower

\ Ground/Sea

Substructure

Figure 3.1: Wind turbine schematic.

3.2.1 Geometric objects GO| and GO,

Two different geometric entities are defined in [19]; geometric object 1 (GO1)
and (GO»).

GO is a geometric object comprising a rectangular plate with a circular or
ellipsoidal hole. The object is meshed using Fernandez-Guasti-squircular (FG-
squircular) mapping, which refers to an intermediate shape between a square
and a circle. This enables the transformation of a circular domain into a square
region, mathematically represented as: D = {(u,v) cR?|u?+1? < r2} into
a square region parameterized as § = {(x, y) € R? | ¥ y?—x2y? < rz}

Here, D represents the circular domain and S represents the transformed
square region. The mapping facilitates a seamless transition from the circular
domain D to the square domain S, characterised by sets of concentric circles
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and corresponding FG-squircles, respectively [36].

GO, is utilised for surface generation in computer-aided design, mainly
through ruled skinning, a variant of lofting and skinning processes. The process
of ruled skinning is defined as the creation of a surface by connecting a
series of profile sections with ruled surfaces. A ruled surface in this context is
mathematically defined as:

R(u,v) = Ci(u) +vr(u), Rov=(1—-v)Ci(u)+vCs(u), 3.1)

where Cy : R — R is a parameterisation for the curve C; C R3. Each point on
the ruled surface is intersected by at least one line from this family, forming
a continuous smooth surface. This method is integral to creating intricate
surfaces with high precision in geometric modelling. The reader is referred to
[19]for a detailed description of the geometric entities GO and GO». In this
work, GO; is used in order to build the spar substructure.

3.2.2 Geometric object GO3

A new entity GOj3 is defined as a rectangular plane. Mathematically, object
GO;s is represented by a domain R in the Cartesian coordinate system R2,
defined as R = {(x,y) € R* |0 <x < L,0 <y < W}, where L and W denote
the maximum length and width of the rectangle, respectively. This entity is
used to model the wave. A visualisation of the geometric entities can be seen
in Figure 3.2.

Geometric object GO Geometric object GO, Geometric object GO3
g \
Hole plate Skinned surface Flat surface

Figure 3.2: Geometric entities

3.2.3 Discretisation

The discretisations of GOy, GO,, and GO3 are achieved by a structured grid
approach. The rectangle is subdivided into a finite array of QEs, ensuring
coverage of the surface. For further aerodynamic analysis, this discretisation
provides an accurate representation of the rectangular domain. Each quadrilat-
eral element within this grid is defined by its vertices in the Cartesian plane.
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Its coordinates are determined by the subdivisions along the length and width
of the rectangle. GO, is used to model the substructure in this work, and GO3
is used to model the wave boundary layer.

3.3 Substructure modelling

The mesh of the substructure is generated as the union of four meshes, from
bottom to top; /) a hemisphere, 2) a cylinder, 3) a cubic parabola and 4)
another cylinder. These are all ruled surfaces and are therefore generated by
GO, entities. This section provides detailed descriptions of each component.
An exploded view of the substructure can be seen in Figure 3.3. Table 3.1
provides a summary of the variables associated with the components.

?Z

% Spar surface 4, cylinder, YéOZ

Spar surface 3, cubic parabola, 5/(3;02

Figure 3.3: Exploded view of the spar substructure.
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3.3.1 The hemisphere

The bottom of the substructure is a hemispheric shape, cut along the equatorial
plane, Z < ¢ < m. The Cartesian coordinates can be calculated from the
spherical coordinates as follows:

X = v sin @ cos Oy,

y = D sin @ sin O, (3.2)

Z =D cos @
where 0 is a coordinate along the radial direction. In restricting ¢, the same
equations can be used to calculate the coordinates of a hemisphere. The angular
coordinate, 0, is a measure of the angle around the cylindrical axis, varies

between 0 and 27 radians, and is linearly distributed over this range. The
subscript s is introduced to denote relation to the substructure.

3.3.2 The cylinder

The radial distance, indicated as r, is the radius of the base of the cylinder
and is a constant value for the cylindrical surface. The height, denoted z, is
the vertical distance along the cylinder axis, linearly spaced from O to the
total length of the cylindrical part of the spar. The transformation of these
cylindrical coordinates to Cartesian coordinates (x, y, z) follows:

X =r-cos 6y,
y =r-sin 0y,

=2

3.3.3 The cubic parabola

The geometry of the top of the substructure is a cubic parabola. In general, a
cubic parabola is defined by the function

f(x) =ax® + bx* +cx+d, (3.3)

where a, b, ¢ and d are constant and a # 0 to ensure the function is cubic and
x is the variable. This geometry is utilised in the substructure to allow for a
varying radius along the vertical length of the parabola.

3.3.4 Spar substructure assembling

Variables in the structure can be changed by modifying the DataSheet .DAT
file referenced in the WT configuration file. It is stressed that the DataSheet . DAT
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file should correspond to the turbine that the user is investigating. The WT
parameters are well accounted for in [19]. The substructure parameters are seen
in Table 3.1. It is possible to change the number of nodes along the vertical
axis, defining a finer or coarser grid. Changing the number of nodes along
the circumferential direction for the individual geometries is possible but not
recommended. The user is recommended to change the number of nodes along
the circumferential direction only for the entire structure.

Table 3.1: Substructure static variables

Variable Structure field name Description

Radius of the coupling connection be-
tween the tower and the spar (It has to be

" RTopSpar equal to the radius of the tower at ground
level)

* RBottomSpar Radius of the floating spar at the bottom

* LTotSpar Length of the floating spar

N LcylSpar il;lznflizrof the cylindrical part of the float-

« LTopSpar Es;gth of the upper part of the floating

N NeircSpar Number of nodes along the circumferen-
tial direction on the spar

N ZBottomSpar Number of nodes along the longitudinal
direction (z-axis) of the spar

" ZCy1Spar Number of nodes along the longitudinal
direction (z-axis) of the spar

N ZTranSpar Number of nodes along the longitudinal
direction (z-axis) of the spar

« Number of nodes along the longitudinal

ZTopSpar

direction (z-axis) of the spar

The spar substructure is modelled and implemented in the UVLMeshGen,

completing the structure of the FOWT. Further, a wave boundary layer can be
modelled as an addition to the FOWT simulation framework.

3.4 Wave Modelling

In addition to the substructure consisting of entities GO,, the wave is also
modelled in the programme. The wave consists of a GO3 entity and its dis-
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cretisation can be seen in Figure 3.4. The reader should note that this figure is
puerly for visualisation purposes and does not actually represent any specific
simulation conducted in this work. This is an example wave where there is
only one wave coming from a direction of 0°, the wavenumber k£ = 0.1 and
th amplitude of the wave A4, = Sm. It is adjusted by the wave function and
dispersion relation to fit typical wave patterns. Table 3.2 presents the variables
related to wave modelling. This function is allocated within the Sea Files
folder and is a user function so that the user can engineer the wished wave.
Furthermore, within the main script called MainProgram, the SeaSize can be
modified on the x and y-axis. To include the sea configuration in the simulation,
the variables within Sea FLAG should be adjusted accordingly as described
in Table 3.3. It is important to note that the wave modeling does not involve
creating a physical hole for the WT. The model represents the waves and their
interactions with the floating wind turbine structure without any modifications
to the wave surface for the FOWT’s placement.

Detailed view

Figure 3.4: Example of a discretised wave using GO3 elements.

Table 3.2: Wave model static variables

Variable Structure field name Description

* NumberWaves The number of waves simulated

* g Acceleration due to gravity, 9.81m/s?

N n Depth of the water in which the wave is
propagating (m)

N K Wave number (rad/m)

* Amp Amplitude of the wave (m)

* Theta Phase angle of the wave (rad)
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Table 3.3: Sea FLAG configuration

Variable Structure field name Description

* ON/QFF Sea ON or Sea OFF
Referring to the corresponding kinematics

* userfunction file, defining the kinematics of the sea sur-
face

" « Discretization of the sea along the x-
direction

N y Discretization of the sea along the y-
direction

The user can modify the wave to the desired user function, making the
simulation framework versatile.

3.5 Kinematics of the wind turbine

This section explains the theory of kinematics related to the FOWT and the
wave. First, a description of the characteristic motions in relation to a FOWT,
then a detailed description of the translation and rotation of the substructure.
Further, the kinematics of the waves are also accounted for. A description of
the kinematic variables in UVLMeshGen is provided.

3.5.1 Rigid body motion

The motion of a rigid body (here a FOWT) in a three-dimensional space can be
described in terms of six characteristic motions. This can be further described
as translational movements or rotational movements. The translational move-
ments define the movements along the x, y and z -axis called Surge, Sway, and
Heave, respectively. The rotational movements describe the rotations around
the x, y and z -axis, namely Roll, Pitch, and Yaw, respectively. Roll and pitch
are tilting motions along the respective axis. Yaw is a turning movement about
the vertical axis. A visual description of the motions can be found in Figure
3.5.

3.5.2 Translation of the structure

The translational movements of the structure are crucial to describe the move-
ments in a three-dimensional space. The surge refers to the forward and back-
ward movement of the FOWT along the x-axis. The Sway is the movement from
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side to side following the y -axis. In offshore environments where asymmetric
wind forces or wave action can affect the structure, this lateral translation is
critical. The heave represents the vertical movements of the turbine along the
z-axis, which is particularly significant due to the influence of waves and tides.

Figure 3.5: Characteristic motions of a FOWT.

3.5.3 Rotation of the substructure

In designing and implementing our rotational transformations, we adhere to
the principles outlined in Rodrigues’ Rotation Formula. This formula is a
cornerstone of three-dimensional rotations. It provides a robust and efficient
method for rotating a vector in a three-dimensional space around a given axis
by a given angle. Rodrigues’ Rotation Formula is given by:

vy =vcos O+ (k x v)sinOs +k(k-v)(1 —cos ), (3.4)
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where v; is the rotated vector, v is the original vector, 6; is the angle of rotation
and Kk is the unit vector along the axis of rotation

The rotation of a rigid body in the space can be described by using different
set of parameters, such as Euler angles or Euler parameters, among others.
To describe the rotation of the substructure of the wind turbine, I consider a
parameterisation based on Euler angles, specifically a 3-2-1 sequence. Such
a sequence is given by a 3-rotation by o (substructure yawing), followed
by a 2-rotation through f3; (substructure pitching) and 1-rotation through 7;
(substructure rolling). Figure 3.6 shows a schematic of the rotation sequence.
The sequence 3-2-1 represents the rotation between the inertial frame N and
a reference frame B fixed to the substructure. In addition, I introduce two
auxiliary reference frames named A and A’, which are necessary to fully
describe each one of the rotations in the mentioned sequence.

3-R 2-R 1-R
np A aj A/ . /A 3/3
\

/
a

Figure 3.6: Schematic for a 3-2-1 rotation sequence using Euler angles.

Each one of these rotations are given by the following orthogonal matrices:

[ cosy,  siny O cosfy 0 —sinf
Tay = |—siny; cosys O Tag = 0 1 0 and
_ 0 0 1 sinB. 0 cosf; (3.5)
1 0 0
Tpar = [0 cosay sinog |,
|0 —sino,  cos o

where Ty : N — A is the rotation matrix between the inertial frame N and
the auxiliary reference frame A, T4/4 : A — A’ is the rotation matrix between
the auxiliary reference frame A and the auxiliary reference frame A’, and
Tpa : A — B is the rotation matrix between the auxiliary frame A’ and the
body-fixed frame B (the one attached to the substructure).

The transformation map between the inertial frame N and the body-fixed
frame B, Tpy : N — B, can be mathematically represented by the following
matrix product,

Tay = Tpar Tap Tan, (3.6)
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which after some algebraic manipulations takes the following form,

cfseys sys¢fs —ss
Tpy = |soSPscys — Sy  SOSPsSYs +coscys  sasefs | 3.7
SOSYs +SPsCOGCYs  —SOCYs +SPBsSYsCOs O

where the abbreviations sin = s and cos = ¢ were used to keep the expressions
as short as possible. The inverse transformation, Typ : B — N, is obtained
simply by taking the transpose of Tpy, that is, Typ = TEN.

The kinematic description of the entire wind turbine is an essential part of
this thesis, since positions and velocities are used by UVLM-based solvers.
To this end, I describe here the position and velocity of an arbitrary material
point P belonging to the blade (see Fig. 3.7). Positions and velocities for the
rest of the wind turbine components can be derived by following a similar
procedure. First, let the inertial frame N to have origin O and the reference
frame B attached to the substructure to have origin O'. The reader should
recall that the rotation transformation between the substructure and the inertial
frame N was properly described above by following a 3-2-1 sequence (see
Eq. (3.6)). Then, the position vector between points O and O'is written as
r?/© = u iy + urfy + usfs, where u; is the surge displacement, u5 is the sway
displacement, u3 is the heave displacement, and {fi;, iy, fi3} is a basis for the
inertial frame N. By following a classical kinematic chain description, the
position vector of a point P on the blade with respect to the origin of N is as
follows,

P10 = 010 O " [P " P PP Pl (3.8)
where r”'/9" is the position vector of the point p’ located at the top of the tower
and laying on its longitudinal axis with respect to O, r”'/?" is the position
vector of the point p” located at intersection between the longitudinal axis
of the tower and the shaft axis of the rotor with respect to p', r”'/P" is the
position vector of the point p” located at the hub and laying on the shaft axis
of the rotor with respect to p”, r?"/P" is the position vector of the point p"”
located at the connection hub-blade with respect to p”, and finally r” /P" is the
position vector of point P with respect to p"?. A schematic of the kinematic
chain descripion can be seen in Figure 3.7.

The velocity vector of P is obtained by taking the total derivative with
respect to time of Eq. (3.8) and performed by an inertial observer, i.e.,

N N N N
VP = _drO’/O + _drp’/O’ + _drp"/p’ + _drp"/p”_|_
dt dt dt dt (3.9)

N N
d wh d hb
e/t % p/p
Tt HPTR
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N /
where d—ilro /0
written as Vy,;, = t1fi] + upiiy + usiiz. The dot over the variables (+) indicates

the time derivative and is a standard notation in dynamic systems.

is the translational velocity of the substructure, which can be

Detailed view

Figure 3.7: Description of the kinematic chain for a material point located in
the blade.

Using some classical results from mechanics, Eq. (3.9) can be rewritten as:

VP = Vo + Qg x 1?9

+ (R + Qugeette) x 717

+ (D + Dnacette + Q) x 171" (3.10)
 (Qyuty + Lccotte + Xy + ) x 127"
+ (22

sub T+ Qnacelle + Qhub + leade) X I’P/hb,

where €2, is the angular velocity vector of the substructure, €2,,,c.1. 1S the
angular velocity vector of the nacelle with respect to the tower and accounts
for the nacelle yaw motion, €2, is the angular velocity vector of the hub with
respect to the nacelle and accounts for the rotation of the hub, €2;;,4,. is the
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angular velocity vector of the blade with respect to the hub and accounts for
the blade pitch motion (if any), and X is the well-known cross product.

The user can generate different kinematic scenarios by turning on and off
the Kinematic FLAG. When the kinematics is turned on, the parameters shown
in Table 3.4 can be individually turned on and off to study each movement’s
impact. Within each kinematic file, the amplitude and angular frequency can
be altered.

Table 3.4: Kinematic variables

Variable Structure field name Description

* Rotor Rotor kinematics, turbine (ON / OFF)

* Yaw Yaw motion, turbine (ON / OFF)

* Pitch Pitch motion, turbine (ON / OFF)

* Heave Heave motion, substructure (ON / OFF)
* Surge Surge motion, substructure (ON / OFF)
* Sway Sway motion, substructure (ON / OFF)
* SubRoll Roll motion, substructure (ON / OFF)

* SubPitch Pitch motion, substructure (ON / OFF)

* SubYaw Yaw motion, substructure (ON / OFF)

The user is able to generate many different simulation scenarios by using
the theory of this section.

3.6 Wave kinematics

In this work, the waves are based on sinusoidal functions that describe sine and
cosine waves. It should be stressed that I am not solving the wave equations
and that the purpose of the wave boundary layer is to investigate the effect of
its presence on the power output of the FOWT. The imposed motions, coming
from the linear wave theory, of sine-waves and cosine-waves can be described
as:

y(x,1) = Aypave sin(kx — @t + yave ), (3.11)
y(x,1) = Aypave cOS(kx — @F + Qrave), (3.12)

respectively, where y(x,7) is the displacement at position x and time ¢, and
Owave 1S the phase angle which determines the wave’s phase speed at t = 0. To
allow for combinations of waves coming from different directions and include
temporal change, the above equations are modified into the following equation:

z(x, Y t) =A COS(kx COS(Owave> + ky Sin(ewave) - wwavet) + Zof fsets (3 13)
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where 7,775 15 an additional parameter to adjust the initial position along
the z-axis in the wave simulation. Further, the effects of the waves using the
principle of superposition is given by:

n
Zsuperposed (X,y, t) = A;cos (kfxcos(ewave,i)
,‘—21 (3.14)

+ kfy Sin(ewave,i) - wwave,it) + Zoffset

where 7 is the number of waves being considered and A;, Byave i, and Dwaye,; are
the amplitude, direction, and angular frequency of the i-th wave, respectively.

The wave kinematics can be turned on or off in a similar way as the
kinematics of the substructure. First, the size of the sea can be determined
by the variable SeaSize, which gives the option to determine a start and end
value in both x-and y-direction for the two-dimensional sea mesh. Further,
the Sea_FLAG must be turned on and the Ground_FLAG must be turned off to
investigate the sea. Within the Sea FLAG variable, a user function must be
provided that defines the kinematics of the sea surface. Within this function, all
parameters described in the above equations should be accounted for as seen in
Table 3.2. Figure 3.8 shows the capability of the UVLMeshGen to create more
complex waves. Example wave 1 was generated assuming three different waves
coming from directions 0°, 45°and 115°. The wavenumber k = 0.1 for all three
profiles, and the amplitudes are Sm, 7m and 8m, respectively. Example wave 2
was generated assuming four different waves coming from directions 0°, 90°,
115°and 162°. The parameter k is 0.1 for the first three profiles and 0.15 for
the last one, and the amplitudes are 5Sm, 7m, 8m and 13 m, respectively. These
wave profiles serves as visual examples of the capability of the UVLMeshGen
and are not actual simulation cases that will be analysed in this work.

Example wave 1 Example wave 2

Figure 3.8: Example of waves

The wave boundary layer can be added to the movements imposed on the
FOWT, effectively creating a large number of simulation options.



Chapter 4

Results and Discussion

In this chapter, the numerical results are presented and discussed. In this work,
three different turbines are used; the DTU 10MW RWT, the Sandia 13.2 MW,
and the NREL 5 MW reference turbine [37], [38], [39]. First, a verification of
the entire simulation framework consisting of the UVLMeshGen and VLMSim
flow solver is conducted. I aim to investigate if the power production of the
NREL 5 MW turbine changes when the motions of heave, surge and pitch are
imposed on the substructure. Therefore, the motions are individually simulated
to investigate the influences of each kinematic. Then, I consider different
combinations of such motions giving raise to several simulation scenarios. It
should be noted that all the motion patterns considered here are inspired by the
work presented in [10]. Secondly, the addition of a sea wave, as a boundary
surface, to a stand-still turbine is investigated. Third, a full FOWT without
any motion on its substructure but considering different sea configurations
is investigated. Lastly, as simple showcases to exhibit the capabilities of the
simulation framework, two different offshore wind farm layouts are studied.

A full overview of the simulation scenarios can be seen in Table 4.1. There
are five main simulation parts: 1) isolated motions, 2) combined motions, 3)
wave effect on the output power, 4) full FOWT simulations, and 5) multiple
FOWTs. Part 1) consists of Sim. A, Sim. B and Sim. C and are scenarios in
which the isolated motions of heave, surge and pitch are simulated individually,
respectively. Part 2) consists of scenarios from Sim. D to Sim. H. Specifically,
Sim. D and Sim. E combine heave and surge, where the former simulation
considers a circular pattern motion for the substructure (wind and wave aligned)
and the latter considers also a circular pattern motion for the substructure, but
the wind and wave are 180 out of phase (not aligned). Further Sim. F combines
heave and pitch, Sim. G combines surge and pitch, and lastly Sim. H combines
all three motions. In Part 3), consisting of Sim. I, investigates the effect of
imposing a sea wave surface which propagates with a prescribed kinematics on
the power output of a FOWT. Then, in Part 4), consisting of Sim. J, considers
a FOWT with all the components activated (hub, blades, nacelle, tower and
substructure). This case considers: a full FOWT without movement and without
a wave, a full FOWT without movement but with the presence of a wave and
lastly, a full FOWT with heave motion and the presence of a wave. Finally,
Part 5) presents two cases concerning multiple FOWTs within two different
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offshore wind farm layouts (Sim. K).

Table 4.1: Simulation cases

Simulation name Description

Sim. A Isolated Heave

Sim. B Isolated Surge

Sim. C Isolated Pitch

Sim. D Combined Heave & Surge, aligned
Sim. E Combined Heave & Surge, unaligned
Sim. F Combined Heave & Pitch

Sim. G Combined Surge & Pitch

Sim. H Combined Heave & Surge & Pitch
Sim. 1 Wave Effect on the Output Power
Sim. J Full FOWT simulations

Sim. K Multiple FOWTs

4.1 Verification of Simulation Framework

To validate the implementation of the substructure to the simulation framework
composed of UVLMeshGen and VLMSim, some simulations are performed for
the three turbines: the DTU 10MW RWT, the Sandia 13.2 MW and the NREL
5 MW. It should be noted that both the DTU 10MW RWT and the Sandia 13.2
MW are based on an upscaling of the NREL SMW. A detailed description of
the upscaling can be found in [37] and [38] respectively. To best validate the
new contributions that I made to the framework and produce reliable results,
the NREL 5 MW is chosen as the main simulation turbine.

Due to the large number of simulations to be carried out, in this thesis I
consider only the rotor blades (with exception of cases Sim. J and Sim. K) in
order to reduce the computational cost of the aerodynamic simulations.

4.1.1 NREL S MW

The NREL 5MW turbine is a conceptual design that has become a standard
for research and development of wind energy. This Reference Turbine is not
a physical turbine, but rather a detailed model that provides a comprehensive
set of specifications for simulations and analyses. The specifications of this
turbine can be found in Table 4.2. By standardising many aspects of turbine
modelling and simulation, the NREL 5 MW Reference Turbine has had a
significant impact on wind energy research. It has facilitated numerous studies
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of turbine performance, grid integration, and wind farm optimisation through
its comprehensive set of data and models and, therefore, serves as a common
benchmark [40].

Table 4.2: NREL 5-MW Wind turbine properties

Parameter Value
Rated Power 5 MW

Nr. of blades 3

Rotor, hub Diameter 126 m, 3m
Hub height 90 m

Cut-In Wind Speed 3 m/s
Rated Wind Speed 11.4 m/s
Cut-Out Wind Speed 25 m/s
Cut-In Rotor Speed 6.9 RPM
Rated Rotor Speed 12.1 RPM

Based on the work in [40], the standard test cases for the NREL 5 MW
turbine are defined and simulated, as seen in Table 4.3. Here, the turbine is
simulated at the rated rotor speed (2 = 12.1 RPM), uniform wind speeds and
the corresponding blade-pitch angles.

Table 4.3: Standard test case for NREL 5 MW with blade pitch variation -
Combined Results

O (deg) Vi (m/s) Power (kW) Thrust (kIN)

0.000 11.4 (rated) 3517.8 696.4
3.830 12.0 4376.3 528.6
6.600 13.0 4538.8 435.5
8.700 14.0 4466.1 376.6
10.450 15.0 4334.7 336.0
12.060 16.0 4127.8 301.8
13.540 17.0 3896.6 274.1
14920 18.0 3656.4 2514
16.230 19.0 3402.5 232.0
17.470  20.0 3156.9 2159
18700 21.0 2847.2 199.5

As seen in Table 4.3, the power is highest at a pitch angle of 6.600° at a
value of 4538.8 kW and a thrust value of 435.5 kN. The power was expected to
be the highest under the rated conditions of the turbines and would equal 5 MW.
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However, it is clear that this is not the case. This suggests that there might be a
difference in the values presented in the description of the NREL 5 MW turbine
and the real simulation values [40]. The method used to calculate the power
output presented in [40] is BEM which does not consider the full description of
the geometry of the blade, while the UVLM method does consider a detailed
description of the blade geometry which also explains the difference in power
output seen here. It is my wish to conduct some experiments for the NREL 5
MW at the conditions that correspond to the maximum power output. Therefore,
further investigations are conducted to tune the values to match the rated power.
First, the rated condition of V., = 11.4 m/s and Q = 12.1 RPM was fixed while
the blade pitch angle changed as seen in Appenidx A. I found that the rated
conditions described in the definition of the turbine do not correspond to a
power output of 5 MW even when varying the blade pitch angle [40]. The
highest power output is at a 3.0° blade pitch angle at approximately 4 MW as
seen in Figure 4.1.

4500
4000 e,
3500
3000 /' |
2500 s |
2000 P |
1500! /
10000 /
500 4
0 ‘ ‘ ‘ ‘ ‘ ‘

6 4 2 0 2 4 6 8

O (deg)

Power (kW)

Figure 4.1: NREL SMW Varying Pitch angle at standard conditions.

As the power did not reach 5 MW at any pitch angle for the fixed rated
conditions, a new method was applied; interpolating the pitch angle and corre-
sponding free stream velocity for the greatest value of power seen in Appendix
A. The rotor speed remains the same at Q = 12.1 RPM. I found that the highest
possible power production using this method with the available data is at a
blade pitch angle of 5.5° and, correspondingly, V.. = 12.6 m/s. This gives a
power output of 4549.2 kW. This was found at the turbine’s standard config-
uration where the tilt has a value of 5 and a precone of 2.5. However, this
work draws inspiration from the scenarios presented in [10]. Therefore, the
tilt and the precone were set to 0 for the condition of @ = 5.5° and V.. = 12.6
m/s, which gives a power value of 4634.2 kW and a thrust value of 483.7 kN.
Moving forward, this work will use this case as a standard case to conduct
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experiments. This will be referred to as The reference case hereinafter and
the power curves of the following simulations will include a dotted line to
indicate this reference power. This work considers four different yaw angles
(W) for all simulation scenarios: ¥ = 0°, 15°, 30° and 45°. The yaw occurs
when the rotor plane is not perpendicular to the wind direction, as seen in
Figure 4.2. The standard reference power and thrust values when varying ¥
can be found in Table 4.4. the power decreases significantly when W increases.
The area exposed to V.. is reduced, causing the blade to experience a varying
relative velocity and AoA. As a result, the energy conversion efficiency of the
turbine is also reduced [41]. The effective wind speed V, s should therefore be
considered and is defined by:

Verr = Vo COS Y3i; cOS 'Y, “.1)

where ¥ is the tilt angle. However, since this work considers ¥, =0, V¢
can be described as V, sr = Vo cos'¥. Recalling Equation (2.1) for the power
output of a wind turbine and including V. ¢, the new power output considering
the yaw angle can be defined as:

1 3 3
P= EpAVeffcos (¥)Cp. 4.2)

Table 4.4: NREL 5 MW reference cases with varying rotor yaw angle

Y (deg) Power (kW) Thrust (kN)

0 4634.2 483.7
15 4310.4 440.5
30 3364.8 325.51
45 1876.9 177.9
6000 5000
—~ 5000 ~ 4500
2 4000 % 4000
= = 3500
o
% 3000 £ 3000
1000 2000
0 | 1
0O 5 10 15 20 25 500 0 15 30 45
Time (s) ¥ (deg)
Y =0° ____ y=15° ¥ = 30° P —45°

Figure 4.2: NREL SMW Power curves, no movement, different V.
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Figure 4.3: NREL SMW Wake propagation, Standard condition with different
Y.

The reference case serves as a good reference point for simulations. How-
ever, to further verify the abilities of the UVLMeshGen, and its new addition of
a substructure, some further WTs are examined.

4.1.2 DTU 10 MW RWT

The DTU 10MW RWT is a conceptual model developed by the Technical
University of Denmark (DTU) as part of an initiative to support next-generation
large-scale wind turbines. The model is publicly available and serves as a high-
fidelity design of an offshore wind turbine. As mentioned, the DTU 10 MW
RWT turbine is an upscaling of the NREL 5 MW. For the detailes of this
upscaling the reader is referred [42]. The relevant parameters for this turbine
are found in Table 4.5 [37].

Table 4.5: DTU 10 MW Wind turbine properties

Parameter Value

Rated Power 10 MW

Nr. of blades 3

Rotor, hub Diameter 1783 m, 5.6 m
Hub height 119 m

Cut-In Wind Speed 4 m/s

Rated Wind Speed 11.4 m/s

Cut-Out Wind Speed 25 m/s
Minimum Rotor Speed 6.0 RPM
Maximum Rotor Speed 9.6 RPM
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Multiple cases are simulated for the DTU 10 MW RWT where the pitch
angle varies from 0.000° to 9.292° as seen in Table 4.6. I found that the power
peaks at a ®@ = 9.292°, V., = 14 m/s with a power of 10306.0 kW and a thrust
value of 967.6 kN. The power curve of this case can be seen in Figure 4.4. This
power output does not match the expected 10 MW. The parameters are taken
from [42] and there might be a difference between the parameters stated in this
report and the actual configuration. Similarly to the NREL 5 MW, the power of
the DTU 10 MW RWT (presented in [42]) was calculated using BEM which
again might also explain the difference in the power output.

Table 4.6: DTU 10 MW RWT simulation parameters

O (deg) Ve (m/s) Power (kW) Thrust (kN)

0.000 8 1504.8 815.2

0896 6 1233.3 512.8

2751 4 773.9 242.7

4502 12 7946.0 1277.6

7266 13 9612.1 1086.7

9292 14 10306.0 967.6
14000 1400
S 12000 Z 1200
= 10000 < 1000
5 8000 ‘g 800
£ 6000 = 600
& 4000 = 400
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0 0
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Figure 4.4: Power and thrust curves of DTU 10 MW RWT at ® = 9.292°
Voo = 14 m/s.

Even though the power output of the DTU 10 MW RWT did not exactly
equal 10 MW, it provides a verification that the substructure can be imple-
mented successfully. One final simulation is conducted to give the reader a full
overview of the abilities of the UVLMeshGen.

4.1.3 Sandia 13.2 MW

The Sandia 13.2 MW is developed by Sandia National Laboratories and is
also an upscaling of the NREL 5 MW. The properties of this turbine can be
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found in Table 4.7. Only one case is presented for this turbine; a standard
case with no kinematic movement of the structure except from the blades.
The case is simulated at rated conditions. Although it would be interesting to
investigate this larger wind turbine further, the specific information needed to
do so is limited to my knowledge. This case is meant to serve as a base for
further research and as a verification of the simulation framework. Under rated
conditions, the Sandia 13.2 MW was found to have a power output of 13200
kW, as seen in Figure 4.5, and a thrust of 1558.5 kN. This power output is
the exact same as for the rated conditions and therefore this serves as a good
verification.

Table 4.7: Sandia 13.2 MW Wind turbine properties

Parameter Value

Rated Power 13.2 MW
Nr. of blades 3

Rotor, hub Diameter 205 m, 5.0 m
Hub height 146.4 m
Cut-In Wind Speed 3 m/s

Rated Wind Speed 11.3 m/s
Cut-Out Wind Speed 25 m/s

Minimum Rotor Speed*** 6.0 RPM
Maximum Rotor Speed 7.44 RPM

16000 _ %388
< 14000 Z
Z 12000 < 1500
5 10000 Z 1200
2 8000 = 1000
£ = 800
6000 o0
4000 400
2000 200
O 05 1015 20 25 30 35 O 075 10 15 20 25 30 35
Time (s) Time (s)

Figure 4.5: Power and Thrust curve for Sandia 13.2 MW.

While the Sandia 13.2 MW did produce the expected power output using
the UVLMeshGen and VLMSim, the NREL 5 MW and DTU 10 MW RWT did not.
As mentioned this might be due to differences in simulation data as well as that
the previous simulations of these WTs do not consider geometry. Nonetheless,
the objective of the verification is to show that the simulation framework is
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well-fitted for the implementation of a spar substructure. The verification of
the actual simulation framework is already well established and the reader is
referred to [19] and [14] for further details of this validation.

4.2 Aerodynamic Simulations Considering the Sub-
structure motion

In this section, I study the aerodynamic behaviour and power output of FOWTs
when considering imposed motion on the substructure. The motions of heave,
surge, and pitch are investigated. For each motion, there are 12 simulation cases
in which all cases have some common parameters, as seen in Table 4.8. The
individual parameters of each motion can be found in Table 4.9. The individual
motions of heave, surge, and pitch are also combined to define more complex
simulation cases. The reader is referred to Table 4.1 for a description of the
simulation cases. The simulation time was originally set to 400 timesteps, but
for some simulations, this has been increased to 600. Ideally, the simulation
time should be long for all cases. However, this has been reduced to allow
the desired simulations to be performed within the given time frame for this
work. It should be noted that to reduce computational costs, the simulations
of the FOWT only consider the rotor, effectively neglecting the rest of the
structure. However, the motion affects the rotor as if it had been imposed
at the global reference point located in the substructure, which is presented
in Chapter 3. Another thing to note is that I will especially focus on Case
3 across the simulations. This is the case for which ¥ = 0°whilst A is at its
peak. Generally, it is desired to have a small W as discussed in 4.1.1. The
turbine can, in real life, be adjusted to achieve a small ¥, within limits. Since
this work aims to investigate the influence of the different kinematics on the
power output of the FOWT, the largest A has been chosen to display a more
significant change. This is why Case 3 is specifically considered. Further, the
VLMSim- post processor which is used to analyse the results, is generally able
to calculate the frequency of the signals of the power outputs. However, in
some cases, the spectrum of the signal contains a mix of harmonics, and the
post-processor overestimates the frequencies. The reader should therefore note
that some frequencies are an estimate, as they have been calculated manually
according to:

1
f=2 (4.3)

where T is calculated as Ay»-A,1, and where x1 and x2 are the amplitudes of
the first two peaks in the signal.
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Table 4.8: Common values for simulation cases

Parameter Description Value

B Blade pitch angle 5.5°

Q Rotor speed 12.1 RPM

Vo Free stream velocity 12.6 m/s

[0} Phase 0 rad

T, Period 9s

f Frequency 0.11 Hz

g Rotor yaw angles 0°, 15°, 30°, 45°
H, Wave amplitudes Im,3m,5m

Table 4.9: Simulation parameters

Casenr. ¥ (deg) AHeave (m) ASurge (m) APitch (deg)

0

0

0

15
15
15
30
30
30
45
45
45

O 00 3 O Lt B W N =

—
—_ O

—_
\S}

1

N W = L W= W W= W W

0.20
0.61
1.01
0.20
0.61
1.01
0.20
0.61
1.01
0.20
0.61
1.01

0.60
1.70
2.80
0.60
1.70
2.80
0.60
1.70
2.80
0.60
1.70
2.80

4.2.1 Isolated motions

The isolated motions are investigated individually. This work is based on the
parameters in [10], and so I have followed the same equation to model the

surge and pitch motions:

X(t) = Xo +Asin(27ft + ¢)), (4.4)

where X is the surge/pitch displacement, Xj is an offset displacement for the
surge and pitch, A is the amplitude of the motion, f is the frequency of the
motion, and ¢, is the phase angle of the motion which equals zero for the
isolated motions. The heave equation follows a sinusodial variation with time
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as with surge and pitch and can be seen as:
Z(t) = Zo +Asin(2mf1), (4.5)

where Z is heave displacement, and Z is the heave offset. The frequency f is
the same for all motions (0.11 Hz) and is taken from [10].

Isolated Heave

First, the heave is investigated as an isolated motion (Sim A). Three different
amplitudes of the heave motion, Aheave, were chosen; 1 m, 3 m and 5 m. This
is based on the wave heights presented in [10]. I acknowledge that in a real-life
situation, the amplitude of the heave will not be the same as the amplitude of
the wave. However, the purpose of this simulation is to investigate the influence
of different heave values on the power and thrust values. It is therefore assumed
that A, = Aheave in this work.

Figure 4.6 shows the power and thrust curve evolving in time for Case 3. A
dotted line is seen to indicate the power of the reference case for comparison.
When stabilised, the power output is very close to that of the reference case, at
a value of 4647.2 kW. For comparison, the reference case has a power output of
4634.2 kW at W= 0°. The thrust of Case 3 can also be compared similarly with
the reference case with values of 484.7 kN and 483.7 kN, respectively. Table
4.10 shows the power related data for Sim. A, the rest of the simulation data
can be found in Appendix C. The amplitude of the power is generally small.
This could be because the relative airflow with respect to the movement of the
structure does not change significantly because the heave motion is vertical
and orthogonal with respect to V... This leads V;,,; to remain unchanged, and
so the AoA remains unchanged.
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Figure 4.6: Power and thrust curve for isolated heave (Sim. A, Case 3).
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Table 4.10: Power data of isolated heave simulations

Case nr. Mean P (kW) Freq P (Hz) Amp.P (kW) Max.P (kW)

4634.0
4645.4
4647.2
4314.7
4324.2
4326.8
3371.6
3375.7
3380.5
1886.0
1894.6
1903.0
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0.06
0.215
6525
0.6299
0.2342
0.6299
0.7026
0.7942
0.6299
0.6198
0.567

0.2
6.0
0.0
1.4
8.0
6.2
4.0
1.4
17.2
14.4
10.5

4645.6
4653.2
4314.7
4325.5
4334.8
3377.8
3379.8
3381.9
1903.2
1909.0
1913.6

Figure 4.7: Wake profiles of Sim. A, Case 3, 1solated view and side view of the

wake propagation.

Figure 4.7 shows the wake profile of the isolated heave motion. First, an
isolated view is shown where the turbine blades are clearly visible, and we see
how the airflow changes further downstream. The second image is the side view
of the same wake profile. Here, it is possible to analyse the oscillatory nature
of the propagation. Although the oscillations in the power output are small, the
heave motion does show a significant oscillatory impact on the FOWT’s wake
profile. There are slight disturbances visible towards the end of the simulations,
where the wake slowly starts to curve inward as seen in the isolated view.
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These variations in the flow are called starting vorticies. According to the
Kutta-Joukowski theorem described in section 2.2, the lift on an aerofoil is
proportional to the circulation around it. As the blade starts to move, the
starting vortex is created to satisfy the Kutta condition, which states that the
flow must leave the trailing edge smoothly. In terms of frequency, it is not clear
why the output does not approximate the frequency of the imposed motion of
0.11 Hz. The frequency spectrum might be affected by the wake somehow, but
it is unclear if this phenomenon is a manifestation of the underlying physics
behind this study or an artificial artefact. In order to fully understand why this
happens, further investigations are required, which is beyond the scope of this
thesis.

Isolated Surge

Surge is then investigated as an individual motion (Sim B). Originally, this was
simulated at 400 time steps, but it was found that the power curve did not have
time to stabilise. Therefore, a new simulation was conducted consisting of 600
time steps. The amplitude of the power is generally large, as can be seen in
Figure 4.8 where the power oscillates significantly about the reference power
of 4634.2 kW. The power of Case 3 has an amplitude of 624.5 kW, which
confirms the large oscillations seen in Figure 4.8. Table 4.11 shows the power
data for the isolated surge motion. The rest of the simulation data can be found
in Appendix D.

Table 4.11: Power data of isolated surge simulations

Casenr. Mean P (kW) Freq P (Hz) Amp.P (kW) Max.P (kW)

1 4620.5 0.1100 127.4 4747.9
2 4620.9 0.1107 378.8 4999.7
3 4622.2 0.1107 624.5 5246.7
4 4299.9 0.1121 121.4 4421.2
5 4300.6 0.1114 362.7 4663.3
6 4302.0 0.1107 598.0 4900.0
7 3264.1 0.1137 0.4 3264.5
8 3366.6 0.1142 317.3 3683.9
9 3367.8 0.1135 523.2 3891.0
10 1881.5 0.1137 1.4 1882.9
11 1885.7 0.1179 258.1 2143.8
12 1888.3 0.1156 417.1 2305.4
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Figure 4.8: Power and thrust curve for isolated surge (Sim. B, Case 3).

I suggest that the reason for the significant oscillation of the surge power
is that the AoA increases or decreases as the structure moves back and forth
(with or against V..). Consider that V.. follows a positive x-axis and that the
structure moves along this x-axis. The relative incoming wind velocity, V,,;,
can be described as V,¢; = Voo — Viyrge. When the structure follows a negative
x-axis, Vg,qe taking on a negative value, V., still moves in a positive x-direction.
This means that V,,; is larger when the structure moves against the direction
of V... These significant changes in V,,; cause the AoA to change as seen in
Figure 4.9 and so the power curve to oscillate significantly, peaking where V,,;
is the largest, as can be seen in Figure 4.8.
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Figure 4.9: Relative airflow due to a surge motion.
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The wake profile of the isolated surge motion is seen to be fairly regular,
although starting vorticies can be seen in the sideview of the propagation
seen in Figure 4.10. The surge motion does not significantly impact the wake
structure within the given simulation time.

(b)

Figure 4.10: Wake profiles of Sim. B, Case 3, isolated view and side view of
the wake propagation.

Isolated Pitch

Further, the isolated pitch motion is investigated (Sim. C). Another motion
parameter is to be considered in this case; the displacement, Xy. The displace-
ment values can be found in [10]. This parameter is relevant for the pitch
motion because of the initial tilt that the turbine experiences, likely due to the
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weight of the nacelle and rotor, making the turbine lean forward slightly. In
all simulations with a pitch movement, this parameter is included. As seen
in Figure 4.11 and Table 4.12 the power oscillates about the reference power.
The varying amplitude of the power can be explained in the same way as
for the isolated surge, and the reader is referred to Figure 4.9. The relative
velocity varies as the turbine is pitched about the z-axis. Although the power
of Case 3 shows oscillation, the amplitude of the signal is *only’ 280.9, which
is about half when compared to the power amplitude of the isolated surge. The

complete simulation data and results can be found in Appendix E.
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Figure 4.11: Power and thrust curve for isolated pitch (Sim. C, Case 3).
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Table 4.12: Power data of isolated surge simulations

Casenr. Mean P (kW) FreqP (Hz) Amp.P (kW) Max.P (kW)

4615.4
4615.8
4615.8
4294.7
4294.5
4294.8
3312.1
3356.0
33554
1841.1
1773.9
1872.5
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0.1087
0.1094
0.1100
0.1068
0.1087
0.1087
0.1015
0.1156
0.1056
0.1015
0.1186
0.1179

63.1
172.1
280.9
60.2
163.8
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The wake profile also shows similar tendencies as that of the isolated surge
as seen in Figure 4.12. It is generally steady, but does show the starting vortex

as is expected.
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Figure 4.12: Wake profiles of Sim. C, Case 3, isolated view and side view of
the wake propagation.

4.2.2 Combined kinematics

The three motions described in this chapter are then combined creating the
following simulations; heave and surge (aligned and unaligned) (Sim. D and
Sim. E, respectively), heave and pitch (Sim. F), surge and pitch (Sim. G) and
lastly heave, surge and pitch (Sim. H). The combined simulations share the
same simulation values as presented in Table 4.8 and the amplitudes of the
motions have the same values as presented in Table 4.9. There is an addition of
a phase angle, ¢, for the combined cases that include surge and/or pitch. The
values of this angle can be found in [10].

o ® G OP O

Figure 4.13: Schematic of the aligned and unaligned heave and surge motion.

Combined Heave and Surge

In the case of combining heave and surge, there are two simulation cases;
aligned (Sim. D) and unaligned (Sim. E). The aligned case is where the circular
motion of the waves travels in the same direction as V.., and the unaligned
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case is where the waves travel in the opposite direction of V.., as seen in
Figure 4.13. In this work, linear wave theory is considered for the waves, for
the purpose of simplification. Another option is to consider Stokes drift in
the wave motion; however, the focus of this thesis is to investigate the effect
that motion has on the final power output, not the physical concept of waves.
Therefore, incorporating Stokes drift is beyond the scope of this thesis.

The aligned and unaligned simulations show very similar power and thrust
curves, but with a 180° phase angle shift as seen in Figure 4.14. The mean
power output in these simulations has values similar to those of the reference
case, but the amplitudes are significant. Case 3 has an amplitude of 623.5 kW
(aligned) and 614.3 kW (unaligned). It is then clear that the direction of the
waves with respect to V.. does not greatly affect the power.
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Figure 4.14: Comparison of aligned and unaligned Heave and Surge motion
power and thrust curves.

To investigate the origin of the amplitudes seen in Figure 4.14, the power
curves of the isolated heave and the isolated surge are compared with the power
curve of the combined heave and surge (aligned) in Figure 4.15. It is seen that
the power curve of the isolated surge (in green) and the power curve of the
heave and surge combined (in red) are nearly identical. Therefore, it is clear
that the dominant impact in the power curves of the two simulation cases of
combined heave and surge is the surge motion. This can be further verified by
comparing the values of the amplitudes of the isolated surge (Appendix D)
with the power amplitudes of the combined surge and heave powers aligned
and unaligned (Appendix F and Appendix G, respectively).

Further, the wake profile of the unaligned simulation (Sim. E, Case 3)
is analysed. Figure 4.17 shows that the wake profile is generally affected
by the heave motion and is characterised by its vertical oscillation. Figure
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Figure 4.15: Isolated heave and surge power curve compared with the combined
power curve of heave and surge (aligned).

4.17 shows the evolution of the wake further downstream of the turbine. The
oscillations are more pronounced and irregular, suggesting that the flow has
become unstable. This is a common behaviour due to the nature of the UVLM
and with enough simulation time, the wake becomes chaotic. The reader should
note that the wake profile included is only that of Sim. E, the reason being that
the wake profiles of the aligned and unaligned simulations are nearly identical
for Case 3.

The complete simulation data and results of the aligned and unaligned
results can be found in Appendix F and Appendix G respectively.
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Figure 4.16: Wake profiles of Sim. E, Case 3, isolated view and side view of
the wake propagation.
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Figure 4.17: Wake profile of Sim. E, Case 3, sideview with longer simulation
time.

Heave and Pitch

The simulation case for the combined heave and pitch (Sim F), is defined so
that when Aheave is at its maximum positive amplitude value, then Apitch is also

at its maximum positive amplitude value. A schematic of the simulation can
be seen in Figure 4.18.
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Figure 4.18: Schematic of heave and pitch scenario (Sim. F).

The power and thrust of the combined heave and pitch simulation are seen
in Figure 4.19 for Case 3. There is a clear oscillation about the reference power.

The frequency of the power for Case 3 is 0.1094 Hz, which is close to the
frequency of the imposed motions.
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Figure 4.19: Power and thrust curve for heave and pitch simulation (Sim. F
Case 3).

Figure 4.20 shows a comparison of the power curves of the isolated heave
(Sim. A) and pitch (Sim. C) and the combined heave and pitch (Sim. F). It also
seen in this scenario that the heave has a small effect on the power output as the
power curve of the combined motion is nearly identical to that of the isolated
pitch. This is also validated by comparing the amplitudes of the isolated pitch
(Appendix E) with the amplitudes of heave and pitch combined (Appendix
H). It is clear that the amplitude values of the combined motion are similar to
those of the isolated heave.
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Figure 4.20: Isolated heave and pitch power curve compared with the combined
power curve of heave and pitch.
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The wake propagation is influenced by the heave motion, as seen previously.
Figure 4.21 shows the isolated view as well as the rear end of the wake profile.
In the rear of the FOWT we can observe the structure of the starting vortex,
which is irregular and jagged, indicating a chaotic flow. The side view of the
wake profile seen in Figure 4.22 shows the same oscillating trend as for the
combined heave and surge simulation (Sim. E).
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Figure 4.21: Wake profiles of Sim. F, Case 3, isolated view and rear view of
the wake propagation.
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Figure 4.22: Wake profile of Sim. F, Case 3, sideview with longer simulation
time.

Surge and Pitch

Further, the combined surge and pitch simulation is investigated (Sim. G).
Here, the amplitudes of the motions are inspired by the work in [10]. It is
seen from the previous simulations that the motions that affect the signal of
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the power output the most are the surge and the pitch, making this simulation
case especially interesting. Figure 4.23 shows how the power and thrust signal
oscillates about the reference power. Like in previous simulations, the mean
power of Sim. G, Case 3 is very similar to that of the reference case. The
frequency value is 0.1107 Hz, which approximately match the frequency of
the imposed motions, which is 0.11 Hz.
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Figure 4.23: Surge and Pitch motion
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Figure 4.24: Isolated surge and pitch power curve compared with the combined
power curve of surge and pitch.

To investigate which of the two motions has the greatest influence on the
combined power, the power of the combined case is plotted together with the



58 Results and Discussion

power of the isolated surge and pitch for Case 3 as seen in Figure 4.24. It is
observed that the power curve of the combined motion is more similar to that
of the isolated surge, but experiences a slight shift. The power amplitudes of
the combined surge and pitch can be found in Appendix I. The amplitudes of
the individual motions can be found in Table 4.12 and Table 4.11. From these
tables, it is further verified that the power amplitudes of the combined surge
and pitch has more similar amplitude values to that of the isolated surge.

Further, the wake profile of the simulation is analysed. Figure 4.25 shows
that the wake profile is more steady compared to the simulations in which the
heave is involved. The starting vorticies can also be seen in this scenario as
discussed previously.

Figure 4.25: Wake profiles of Sim. G, Case 3, isolated view and side view of
the wake propagation.

Surge, Pitch and Heave

Lastly, all three kinematics are combined (Sim. H). Figure 4.26 shows the
power and thrust curve of Case 3. The mean power of this case is also similar
to that of the reference case, but the amplitude is much larger. The frequency
of the power of Case 3 is 0.1107 Hz.
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Figure 4.26: Power and thrust curve for combined heave, surge and pitch (Sim.
H Case 3).
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From previous simulations, we see that the power is most greatly affected
by the surge. To conduct a final certification of this, the power curves of all
three isolated motions are plotted and compared with the power curve of the
motion combining all three as seen in Figure 4.27. It is confirmed that the
surge motion is the dominant one in the combined power, as the shapes of the
curves are very similar. However, the power curve of the combined motion
displays a slight shift, which is likely due to the pitch motion.
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Figure 4.27: Isolated heave, pitch and surge power curve compared with the
combined power curve of heave, pitch and surge.

The wake propagation is, as expected, influenced by the heave motion as
seen in Figure 4.28. Starting vorticies can be observed also in this simulation
by analysing the rear of the turbine. Figure 4.29 shows a side view of the wake
propagation, and it is seen that the flow becomes irregular further downstream.

Figure 4.28: Wake profiles of Sim. H, Case 3, isolated view and rear view of
the wake propagation.
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Figure 4.29: Wake profile of Sim. H, Case 3, side view with longer simulation
time.

4.3 Wave Effect on the Output Power

Until now, I have investigated the influence of three motions on the turbine.
These motions were imposed though somewhat inspired by known wave patters
[10]. In this part, I will analyse how waves with different amplitudes affect
the power output of the FOWT (Sim. I). However, the FOWT is considered
without motion. It is beyond the scope of this thesis to calculate the forces
done on the structure by the wave. Therefore, I present only the effect that a
wave has on a stand-still structure where ¥ = 0 °. The wave is modelled as a
boundary surface to the UVLM and its kinematic is imposed. The propagation
of the sea waves is aligned with the free stream velocity.

There are three wave simulations with different amplitudes; Case 1:Ayayve =
Sm, Case 2:Ayave = 10 m and Case 3:Ayave = 15 m. The first simulation has
the amplitude that is used in [10], and the other two are magnified versions of
the same wave to investigate the influence of the Aya,ye. All three waves have
common simulation parameters as seen in Table 4.13.

Table 4.13: Waves simulation parameters

Parameter Value
Sea depth, & 70 m
Wave number, k 0.0498
Nr. of waves 1

Period of wave, T 9s

The wave number is determined using the dispersion relation, rearranged
from Eq. 2.33 to solve for K:

602

k= e __ 46
g -tanh(hk)’ (4.6
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where @,y = 27” and T is found in [10] and equals 9 s. Even though this
parameter is presented in relation to a wave with an amplitude of 5 m, I
consider this 7 for all wave simulations. Eq. 4.6 is a nonlinear equation that
can be solved numerically using an iterative method. I use the Newton-Raphson
method to solve for k, where the function to solve and the derivative of that
function is given by:

f(k) = gk-tanh(hk) — @34y, 4.7)
f'(k) = g (tanh(hk) + hk - sech? (hk)) , (4.8)
where sech(x) = mslw I start with an initial guess for k:
2 2
o (0.0698rad /s)
ko = ¢ = ~ 0.0497. 4.9
0 g 9.81m/s? 4.9)

After a few iteration steps using the Newton-Raphson formula:

kn1 = kn — Slkn) (4.10)

f'(kn)’
I find that k converges to approx. 0.0498. Using these simulation parameters,
the waves are generated in UVLMeshGen together with a stand-still NREL SMW
turbine, and the power and thrust parameters of the turbine are analysed using
the VLMSim. The results related to the power output of the turbine can be seen
in Table 4.14 and the thrust values can be found in Appendix K.

Table 4.14: Power data of wave Simulations with stand still tower

Casenr. Mean P (kW) Freq P (Hz) Amp.P (kW) Max.P (kW)

1 4733.4 0.2000 6.2 4739.6
2 4836.8 0.2300 15.6 4852.3
3 4953.4 0.1590 26.5 4980.0

The output frequencies do not equal 0.11 Hz, and it unclear why this is the
case. It could be argued that the waves are affecting the FOWT in a similar
way to the isolated heave, where it was also seen that the output frquencies
did not equal 0.11 Hz. For all the wave simulations, the power values are
actually seen to be higher than those of the reference case. I suggest that this
is due to the well-known blocking effect. Due to the proximity of the turbines
to the boundary surface, the airflow pattern is altered around the blades. The
result is a cushioning effect in which the induced drag is reduced and the lift
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is increased [43]. Figure 4.30 shows the power and thrust for Case I and it is
seen that the power oscillates around the reference power. The oscillation of
the power is a bit larger for Case 2 as seen in Figure 4.31, whilst Case 3 shows
the largest power oscillation, suggesting that the blocking effect is higher when
the amplitude of the wave is greater as seen in Figure 4.32.
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Figure 4.30: Power and thrust curve for wave simulation (Sim. I Case ).
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Figure 4.31: Power and thrust curve for wave simulation (Sim. I, Case 2).
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Figure 4.32: Power and thrust curve for wave simulation (Sim. I, Case 3).
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Figure 4.33 shows an isolated view of the wake profiles of the three cases.
It is seen that the wave does not significantly influence the wake propagation
even at magnified scales. This is further confirmed in Figure 4.34, where the
wake profiles are seen from the side. Here, the wake profile does not change
significantly either. In this figure, the power curves are also plotted underneath
the wake profile for visualisation purposes. A trend is observed; the power
curves peak where A4, 1s at its largest. This further validates the suggestion
that the blocking effect is increased when the distance between the FOWT and
the sea boundary level is decreased.

Awave =5m Awave =10m Awave =15m

Figure 4.33: Wake profiles of Sim. I, Case 1, 2 and 3, isolated view.
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Figure 4.34: Wake profiles (side view) and power curves of Sim. I, Case 1, 2
and 3.

4.4 Full FOWT Simulation

As described in subsection 4.2, only the turbine blades are simulated. As a
showcase, the full FOWT is simulated with no motion except the rotation of
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the blades and W= 0°(Sim. J). There are three simulation cases; Case I is only
the FOWT, Case 2 is the FOWT and a moving sea, and Case 3 is a FOWT
with a heave motion Apeave = 5 m and a moving sea. The waves have the same
simulation parameters as seen in Table 4.13. The power-related results can be
found in Table 4.15 and the thrust results can be found in Appendix L. Figure
4.35 shows the three cases plotted in one graph. The three curves are fairly
similar, especially Case 2 and Case 3. However, Case 3 show slightly smaller
peaks, which is likely because the other two cases experience a larger blocking
effect as described in subsection 4.3. It is seen that the signal oscillates and
ruptures. This is expected and is likely due to the inclusion of the tower in the
FOWT. Also in this simulation is the frequencies seen to not equal 0.11 Hz.
This might be due to the rupture wake when passing in front of the tower (fower
shadow), because of the heave motion as seen previously, or a combination of
these phenomena.

Table 4.15: Power data of full FOWT simulations

Casenr. Mean P (kW) Freq P (Hz) Amp.P (kW) Max.P (kW)

1 4652.4 0.2000 0.2 4652.6
2 4652.8 1.6600 3.5 4656.3
3 4653.1 1.3100 0.1 4653.2
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Figure 4.35: Power and thrust curves of full FOWT Sim. J.
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Figure 4.36 shows the wake profile of Case 1. The propagation is generally
stable, although further downstream the wake becomes disrupted, which once
again can be explained by the formation of starting vorticies.
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Figure 4.36: Wake profile for Sim. J, Case 1.

Another important point to note is the interaction between the wakes and
the tower. It can be seen in Figure 4.37 that the flow experiences a rupture. It
1s likely that the troughs seen in the power curve of Case I(Figure 4.35) are
caused by this phenomenon.

Figure 4.37: Wake and tower interaction.

4.5 Multiple FOWTSs Simulation

Lastly, two showcases consisting of two FOWTs are presented. The two wind
farms investigated each consist of two turbines placed in different layouts (Sim.
K). In both cases, the motion imposed on the turbine is the heave motion where
Apeave= 5m. The waves have the same simulation parameters as seen in Table
4.13.
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In Case 1, one turbine is placed downstream of another, so FOWT2 is
influenced by the wake of FOWT 1. The waves are aligned with V., which has
a 0°angle with respect to the FOWTs, so W= 0°. The layout of the wind farm
can be seen in Figure 4.38.

@’urbine 1) (Turbine 2) Turbine: 1 Turbin:e: 2

Figure 4.38: WT farm layout of Case 1.

The mean power of FOWT?2 is lower than the mean power of FOWT1
by 5,7 %. The amplitudes of FOWT2 are also much higher than those of
FOWT1 as seen in Table 4.16. The frequencies of the power are seen to not
equal 0.11 Hz. This is likely because heave is the only motion imposed in
this simulation, and we recall that for the case of isolated heave, f # 0.11
Hz. In Figure 4.39 it is seen that the signal of FOWT2 starts to oscillate at
t ~ 8s (indicated in yellow). This is where the wake of the first FOWT reaches
the second FOWT. In this figure, the power curve of Sim. J, Case 3 is also
plotted, as this simulation has the exact same parameters as the other two
FOWTs. Therefore, it serves as a reference of how the FOWTs would act if
they were not impacted by each other. It is seen that the power curve of the
stand alone FOWT is similar to the power curve of FOWT1. It is however, not
identical, indicating that both FOWTs are actually affected by the wind farm
layout, not just the downstream one. However, the second FOWT is partially
influenced by the V,, downstream of FOWT]1. The velocity of V,, is reduced
and turbulence is increased. Recalling eq. 2.1, where the V., is cubed, it is
evident that the incoming velocity that the turbine experiences is significant
in power production. The interference between the FOWTs can be seen in
Figure 4.40, where the power curves are plotted with the wake propagation.
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The reader should note that the two turbines are simulated simultaneously in
time and that the power curves are actually parallel, as seen in Figure 4.39.
However, for visualisation purposes, I have plotted the power curves with a
shift of approximately 8 s which is the time it takes for the wake of FOWT]1 to
start overlapping with the wake of FOWT2.

Table 4.16: Power data of multiple FOWT simulations (Case 1).

FOWT nr. Mean P (kW) FreqP (Hz) Amp.P (kW) Max.P (kW)
1 4678.6 0.50 288.5 4967.1
2 4412.5 2.61 572.9 4985.4
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Figure 4.39: Power and thrust curve for multiple FOWTs (Sim. K, Case 1).

It is also evident from 4.41 that the wake of the FOWTs heavily influences
each other. It is seen that the wakes are generally not influenced by each other
before the interfere at approx. 8 s, and that the shape of the wake from a side
view is influenced by the heave motion. This is again in line with the wake
propagation of profiles studied before for heave motion. When wake 1 reaches
wake 2, both wake profiles are affected. The wake of the downstream turbine
is not only affected by the upstream turbine’s wake but also contributes to
a combined wake effect that reduces the power output of both turbines. The
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reader should also note that due to the presence of the wave, the results are
also influenced by the blocking effect as discussed in subsection 4.3.

t~8s

1NN

|ENEEEEEN]
T
IENEEEEEN

n

WTI1

Gl

! 1
1T

t~8s

v

Time

Figure 4.40: Wake propagation (side view) and power curves of Case 1.

WTs before wake 1 reaches wake 2 WTs after wake 1 reaches wake 2

Figure 4.41: Wake propagation of Case 1, side view and isolated view.

Lastly, a final simulation of multiple FOWTs is analysed (Case 2). In this
case, two turbines are located next to each other as seen in Figure 4.42. The
turbines are placed facing the wind so that W¥=0°, whilst the direction of the
velocity of the waves V4,5 1S perpendicular to V...
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Figure 4.42: Wind Farm layout for Case 2.

Since the wakes of the FOWTs do not overlap, there is no visible influence
on the power as seen in Figure 4.43. The power curves are very similar; this
is further confirmed by examining the values in Table 4.17, where the mean
powers, frequencies, amplitudes, and maximum powers are very similar. The
mean powers of both FOWTs are close to those of the reference case. This is
likely due to that the only motion imposed on it is heave, which was previously
seen to not affect the power significantly. The presence of only heave motion
could also explain why the frequencies do not equal 0.11 Hz for both Case 1
and Case 2.
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Figure 4.43: Power and thrust curve for multiple FOWTs (Sim. K, Case 2).
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Table 4.17: Power data of multiple WT simulations (Case 2).

FOWT nr. Mean P (kW) FreqP (Hz) Amp.P (kW) Max.P (kW)
1 4691.1 1.30 23.2 4714.3
2 4675.5 1.30 63.2 4738.7

The wake propagation of Case 2 is mainly influenced by the heave move-
ment imposed on the FOWTs. Since the wakes do not overlap, in contrast to
Case 1, the output is primarily affected by its own motion rather than by the
wake of the neighbouring turbine. Figure 4.44 how the FOWTs are affected by
the heave motion imposed on them. The top view shows that the wakes do not
overlap, and the rear view shows the stating vortices.
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Figure 4.44: Wake propagation of Case 2, isolated view, top view and side
view.

In this section, I have explored the aerodynamic behavior and power output
of FOWTs under the substructure motions of heave, surge and pitch. The
isolated and combined effects of these motions were simulated and analysed,
providing insights into how each type of motion influences the overall perfor-
mance of the turbine. Some further simulations were conducted to investigate
the effects a boundary layer had on the power output of a FOWT. Finally, some
showcases of the whole FOWT and multiple FOWTs were presented.



Chapter 5

Conclusions and Future Work

This thesis has addressed how the power output of a FOWT is affected when
motion is imposed on its substructure in an offshore environment. The motions
of interest were heave, surge, and pitch, which are typical motions that a
FOWT can experience due to a wave acting on the structure. This was done by
generating and implementing a spar-type substructure and a wave mesh into
the UVLM-based geometric processor UVLMeshGen, and simulating various
scenarios using the aerodynamic simulator VLMSim. First, a verification of the
simulation framework was conducted considering three turbines: The NREL
SMW, the DTU 10MW RWT and the Sandia 13.2 MW. Some adjustments
were made to better develop a reference case based on the NREL SMW turbine.
Then, various simulation scenarios were defined to investigate the motions
individually, combined, the presence of a sea wave, a full FOWT and multiple
FOWTs in a wind farm.

It was found that the isolated motions of heave, surge, and pitch each
affect the power output of the FOWT in different ways. The heave motion
had a minimal impact on the power output, mainly due to its vertical nature,
which does not significantly alter the relative velocity with respect to the wind.
However, the wake propagation of the heave showed significant oscillation.
The surge and pitch motions had more pronounced effects on the power, with
surge motion being particularly impactful due to large displacement in the
horisontal direction, altering the AoA and consequently the amplitudes of the
power.

When combined, it was further confirmed that the surge had the predom-
inant influence on the power output. It was seen that heave generally had a
small influence on the power but continued to impact the wake profile even
when combined with surge and/or pitch.

The inclusion of a wave boundary surface revealed that the presence of
waves can significantly impact the power output of a stand-still FOWT. Dit-
ferent wave amplitudes were tested, showing that higher wave amplitudes can
lead to more substantial variations in power output, underscoring the impor-
tance of considering wave dynamics in the design and analysis of FOWTs. It
is suggested that this could be due to the well-known blocking effect.

Simulations involving multiple FOWTs highlighted the complex interac-
tions between turbine wakes. The presence of neighbouring turbines and their
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respective wakes can significantly influence the power output of each turbine.
Specifically, a FOWT located downstream of another FOWT showed reduced
power output and increased disturbances in the flow.

The findings of this thesis provide a solid foundation for understanding
the aerodynamic performance and power output of FOWT’s. However, there
are several areas where further research could significantly advance this field
as there are some limitations to the simulation framework. First, including a
probabilistic distribution of the wind would further increase the quality of the
results as it more similar to real-life situations, than the wind profile used in this
work. Secondly, the effect the wave boundary layer has on the power output
of the FOWT should be further investigated. More complex wave spectrums
can be imposed to investigate how more irregular waves will affect an FOWT.
After this is done, integrating advanced hydrodynamic solvers to UVLMeshGen
and VLMSim could capture the full range of interactions between the waves
and the FOWTs. However, it is suggested to first investigate complex imposed
waves to a stand still FOWT. Lastly, there are countless possibilities of wind
farm layouts. I suggest that further research be conducted where the multiple
FOWTs are placed in closer and farther proximity of each other compared
to the simulations in this work. Further, it would be interesting to conduct
simulations including more than two FOWTs to see how the power output of
each individual turbine changes.

In summary, this thesis has presented the responses of FOWTs to various
motions and wave interactions. These findings not only advance the current
state of aerodynamic modelling for offshore wind turbines but also provide
valuable insight to optimise the placement of FOWTs to maximise their power
output and operational efficiency.



Appendix A

NREL 5 MW Validation

Table A.1: Varying the blade pitch angle with fixed rated conditions

Pitch angle (deg) Power (kW)

8.0 2415.3
7.0 2971.2
6.0 3407.8
5.0 3725.2
4.0 3923.0
3.0 4001.7
2.0 3962.2
1.0 3805.5
0.0 35323
-1.0 3145.7
-2.0 2646.5
-3.0 2037.2
-4.0 1320.0
-5.0 498.2

Table A.2: Table of NREL 5 MW turbine performance under interpolation.

® (deg) Vo (m/s) Power (kW) Thrust (kN)

4.5 12.25 4480.6 507.5
5.5 12.60 4549.2 473.3
7.3 13.30 4520.6 414.1

8.0 13.60 4463.3 392.2
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Appendix A. NREL 5 MW Validation




Appendix B

DTU 10MW RWT Validation

Table B.1: DTU 10 MW RWT Simulation data and results

O (deg) Vo (m/s) Power (kW) Thrust (kN)

0.000 8 1504.8 815.2
0.896 6 1233.3 512.8
2.751 4 773.9 2427
4.502 12 7946.0 1277.6
7.266 13 9612.1 1086.7

9.292 14 10306.0 967.6
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Appendix B. DTU 10MW RWT Validation




Appendix C

Isolated Heave Motion

Table C.1: Power data of isolated heave simulations

Case nr. W (deg) Aheave (m) MeanP (kW) FreqP (Hz) Amp.P (kW) Max. P (kW)

1 0 1 4634.0 - - -

2 0 3 4645.4 0.06 0.2 4645.6
3 0 5 4647.2 0.215 6.0 4653.2
4 15 1 4314.7 6525 0.0 4314.7
5 15 3 4324.2 0.6299 1.4 4325.5
6 15 5 4326.8 0.2342 8.0 4334.8
7 30 1 3371.6 0.6299 6.2 3377.8
8 30 3 3375.7 0.7026 4.0 3379.8
9 30 5 3380.5 0.7942 1.4 3381.9
10 45 1 1886.0 0.6299 17.2 1903.2
11 45 3 1894.6 0.6198 14.4 1909.0
12 45 5 1903.0 0.567 10.5 1913.6

Table C.2: Thrust data of isolated heave simulations

Casenr. Mean T (kN) Amp. T (kN) Max. T (kN)

1 483.7 - -

2 484.7 0.1 484.6
3 484.7 0.7 484.0
4 440.8 0.0 440.8
5 440.2 0.1 441.3
6 441.4 0.7 440.6
7 325.8 0.4 3254
8 325.8 0.3 3255
9 325.7 0.1 325.6
10 178.2 0.8 177.4
11 178.2 0.7 177.4
12 178.1 0.6 177.5
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Appendix C. Isolated Heave Motion




Appendix D

Isolated Surge Motion

Table D.1: Power data of isolated surge simulations

Case nr. W (deg) Asurge (m) MeanP (kW) FreqP (Hz) Amp.P (kW) Max. P (kW)

1 0 0.20 4620.5 0.1100 127.4 47479
2 0 0.61 4620.9 0.1107 378.8 4999.7
3 0 1.01 4622.2 0.1107 624.5 5246.7
4 15 0.20 4299.9 0.1121 121.4 4421.2
5 15 0.61 4300.6 0.1114 362.7 4663.3
6 15 1.01 4302.0 0.1107 598.0 4900.0
7 30 0.20 3264.1 0.1137 0.4 3264.5
8 30 0.61 3366.6 0.1142 317.3 3683.9
9 30 1.01 3367.8 0.1135 523.2 3891.0
10 45 0.20 1881.5 0.1137 1.4 1882.9
11 45 0.61 1885.7 0.1179 258.1 2143.8
12 45 1.01 1888.3 0.1156 417.1 2305.4

Table D.2: Thrust data of isolated surge simulations

Casenr. Mean T (kN) Amp. T (kN) Max. T (kN)

1 482.5 10.9 471.6
2 482.6 32.4 450.2
3 482.7 533 429.3
4 439.6 10.0 429.6
5 439.7 29.9 409.8
6 439.8 49.2 390.6
7 317.9 22.2 340.1
8 325.5 23.2 302.3
9 325.6 38.3 287.2
10 173.6 11.9 185.5
11 178.4 15.0 163.4
12 178.5 24.4 154.1
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Appendix D. Isolated Surge Motion




Appendix E

Isolated Pitch Motion

Table E.1: Power data of isolated pitch simulations

Casenr. Mean P (kW) FreqP (Hz) Amp.P (kW) Max. P (kW)

1 4615.4 0.1087 63.1 4678.5
2 4615.8 0.1094 172.1 4788.0
3 4615.8 0.1100 280.9 4896.7
4 4294.7 0.1068 60.2 4354.9
5 4294.5 0.1087 163.8 4458.2
6 4294.8 0.1087 267.6 4562.4
7 3312.1 0.1015 11.7 3323.8
8 3356.0 0.1156 146.6 3502.6
9 3355.4 0.1056 236.5 3591.9
10 1841.1 0.1015 20.4 1861.5
11 1773.9 0.1186 25.2 1799.1
12 1872.5 0.1179 195.9 2068.5

Table E.2: Thrust data of isolated pitch simulations

Casenr. Mean T (kN) Amp. T (kN) Max. T (kN)

1 482.1 54 476.7
2 482.1 14.7 467.4
3 482.1 24.0 458.1
4 439.2 5.0 434.2
5 439.2 13.6 425.6
6 439.2 222 417.0
7 3249 4.2 320.8
8 324.8 10.9 314.0
9 324.8 17.6 307.2
10 175.7 1.0 174.7
11 177.8 7.5 170.3
12 177.7 11.8 165.9
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Appendix E. Isolated Pitch Motion




Appendix F

Surge and Heave (Aligned)

Table F.1: Power data of combined heave and surge simulations (aligned)

Casenr. W (deg) Aneave (M) Asyrge (m) Mean P (kW) FreqP (Hz) Amp.P (kW) Max.P (kW)

1 0 1 0.20 4620.8 0.1100 127.4 4748.2
2 0 3 0.61 4625.7 0.1107 378.7 5004.4
3 0 5 1.01 4634.6 0.1107 623.5 5258.1
4 15 1 0.20 4300.8 0.1121 120.5 4421.3
5 15 3 0.61 4304.5 0.1114 360.0 4664.5
6 15 5 1.01 4313.3 0.1107 593.3 4906.6
7 30 1 0.20 3266.9 0.1790 299.7 3566.6
8 30 3 0.61 3367.6 0.1142 310.0 3677.6
9 30 5 1.01 3373.9 0.1128 5104 3884.3
10 45 1 0.20 1877.7 0.1740 127.0 2004.7
11 45 3 0.61 1674.3 0.2280 481.4 2155.7
12 45 5 1.01 1888.8 0.2260 417.8 2306.6

Table F.2: Thrust data from combined heave and surge simulations (aligned)

Casenr. Mean T (kN) Amp. T (kN) Max. T (kN)

1 482.6 10.9 471.7
2 482.9 32.4 450.6
3 483.6 533 430.3
4 439.7 10.0 429.7
5 439.9 29.8 410.1
6 440.5 49.2 391.3
7 3254 7.9 317.5
8 325.5 23.2 302.2
9 325.7 38.3 287.4
10 173.7 11.6 185.3
11 178.3 16.2 194.5
12 178.3 24.7 204.2
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Appendix F. Surge and Heave (Aligned)




Appendix G

Combined Surge and Heave
(Unaligned)

Table G.1: Power data of combined heave and surge simulations (unaligned)

Casenr. ¥ (deg) Aneave M) Agyge (M) Mean P (kW) FreqP (Hz) Amp.P (kW) Max.P (kW)

1 0 1 0.2 4620.7 0.1100 118.2 4738.9
2 0 3 0.61 4625.2 0.1107 369.7 4994.9
3 0 5 1.01 4633.8 0.1107 614.4 5248.2
4 15 1 0.2 4299.9 0.1087 115.2 4415.1
5 15 3 0.61 4303.3 0.1100 357.7 4661.0
6 15 5 1.01 4309.7 0.1107 594.0 4903.7
7 30 1 0.2 3363.1 0.1164 108.4 3471.5
8 30 3 0.61 3365.2 0.1068 323.2 3688.4
9 30 5 1.01 3368.0 0.1081 5333 3901.3
10 45 1 0.2 1828.8 0.1194 168.9 1997.7
11 45 3 0.61 1885.2 0.1038 289.7 2174.9
12 45 5 1.01 1886.0 0.1056 462.0 2348.0




Appendix G. Combined Surge and Heave (Unaligned)

Table G.2: Thrust data of heave and surge simulations (unaligned)

Casenr. Mean T (kN) Amp. T (kN) Max. T (kN)

1 482.5 10.1 472.5
2 482.9 31.6 451.3
3 483.5 52.5 431.0
4 439.6 94 430.2
5 439.9 29.3 410.6
6 440.4 48.6 391.8
7 325.3 7.7 317.5
8 3254 23.2 302.2
9 325.6 38.3 287.3
10 175.6 8.8 184.4
11 178.1 16.2 194.3
12 178.1 25.8 203.9




Appendix H

Combined Heave and Pitch

Table H.1: Power data of combined heave and pitch simulations

Case nr. W (deg) Aheave (m) Apitch (deg) Mean P (kW) FreqP (Hz) Amp.P (kW) Max. P (kW)

1 0 1 0.06 4615.4 0.1087 61.3 4676.7
2 0 3 0.17 4614.0 0.1087 166.1 4780.1
3 0 5 0.28 4612.0 0.1094 270.6 4882.6
4 15 1 0.06 4294.7 0.1062 59.2 4353.9
5 15 3 0.17 4293.0 0.1094 160.6 4453.6
6 15 5 0.28 4290.4 0.1100 262.1 4552.5
7 30 1 0.06 3312.1 0.1015 12.7 3324.8
8 30 3 0.17 3353.0 0.2370 202.5 3555.5
9 30 5 0.28 3346.8 0.1056 237.0 3583.8
10 45 1 0.06 1839.6 0.1202 22.2 1861.8
11 45 3 0.17 1770.1 0.1186 32.7 1802.8
12 45 5 0.28 1864.1 0.1186 209.0 2073.1

Table H.2: Thrust data of combined heave and pitch simulations

Casenr. Mean T (kN) Amp. T (kN) Max. T (kN)

1 482.1 5.2 476.8
2 481.8 14.2 467.7
3 481.5 23.1 458.4
4 439.2 4.8 434.4
5 438.9 13.1 425.9
6 438.5 21.3 417.2
7 3249 4.0 320.8
8 324.5 10.4 314.1
9 323.9 16.8 307.1
10 175.8 1.0 174.8
11 171.8 1.4 170.4
12 176.9 11.1 165.8
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Appendix H. Combined Heave and Pitch




Appendix I

Combined Surge and Pitch

Table I.1: Power data of combined surge and pitch simulations

Casenr. W (deg) Asurge (M) Apich (deg) Mean P (kW) Freq P (Hz) Amp.P (kW) Max. P (kW)

1 0 0.20 0.06 4613.9 0.1100 141.5 4755.4
2 0 0.61 0.17 4613.7 0.1107 431.2 5044.9
3 0 1.01 0.28 4613.3 0.1107 711.1 5324.4
4 15 0.20 0.06 4296.6 0.1100 136.5 4433.1
5 15 0.61 0.17 4295.7 0.1107 415.4 4711.1
6 15 1.01 0.28 4295.4 0.1107 684.7 4980.1
7 30 0.20 0.06 3361.0 0.1156 153.3 3514.3
8 30 0.61 0.17 3359.0 0.1087 368.6 3727.6
9 30 1.01 0.28 3358.6 0.1094 604.9 3963.5
10 45 0.20 0.06 1797.4 0.2370 401.9 2199.3
11 45 0.61 0.17 1874.0 0.1044 299.1 2173.1
12 45 1.01 0.28 1872.6 0.1062 486.6 2359.2

Table 1.2: Thrust data of combined surge and pitch simulations

Casenr. Mean T (kN) Amp. T (kN) Max. T (kN)

1 482.0 12.1 469.9
2 482.0 36.9 445.1
3 482.0 60.8 421.2
4 439.2 11.2 428.0
5 439.1 34.1 405.0
6 439.1 56.2 382.9
7 325.0 11.3 313.7
8 324.9 26.9 298.0
9 324.9 44.3 280.6
10 176.4 4.7 171.7
11 177.9 17.7 160.2
12 177.8 28.9 148.9
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Appendix I. Combined Surge and Pitch




Appendix J

Combined Heave, Surge and Pitch

Table J.1: Simulation parameters for heave, surge and pitch

Casenr. ‘P (deg) Aheave (m) Asurge (m) Apicn (deg)

1 0 1 0.20 0.5
2 0 3 0.61 1.6
3 0 5 1.01 2.7
4 15 1 0.20 0.5
5 15 3 0.61 1.6
6 15 5 1.01 2.7
7 30 1 0.20 0.5
8 30 3 0.61 1.6
9 30 5 1.01 2.7
10 45 1 0.20 0.5
11 45 3 0.61 1.6
12 45 5 1.01 2.7

Table J.2: Power data of combined heave, surge and pitch simulations

Casenr. Mean P (kW) Freq P (Hz) Amp.P (kW) Max.P (kW)

1 4614.5 0.1107 142.3 4756.8
2 4618.6 0.1107 433.2 5051.8
3 4627.9 0.1107 713.0 5340.9
4 4296.9 0.1100 136.5 4433.4
5 4301.2 0.1107 414.8 4716.0
6 4310.7 0.1114 682.4 4993.1
7 3361.5 0.1156 150.1 3511.6
8 3363.4 0.1114 363.7 3727.1
9 3371.6 0.1114 596.1 3967.7
10 1799.7 0.1095 194.5 1994.2
11 1876.8 0.1163 284.5 2161.3
12 1881.2 0.1135 462.8 2344.0




Appendix J. Combined Heave, Surge and Pitch

Table J.3: Thrust data of combined heave, surge and pitch simulations

Casenr. Mean T (kN) Amp. T (kN) Max. T (kN)

1 482.0 12.1 469.9
2 482.5 37.0 445.5
3 483.5 60.9 422.6
4 439.2 11.3 4279
5 439.6 34.3 405.3
6 440.4 56.3 384.1
7 325.0 11.2 313.8
8 325.2 27.2 298.0
9 325.8 44.6 281.2
10 178.0 6.4 171.6
11 178.1 18.0 160.1
12 178.4 29.3 149.1




Appendix K

Wave Effect on the Output Power

Table K.1: Power data of wave effect on the output power

Casenr. W (deg) Awave (m) Mean P (kW) FreqP (Hz) Amp.P (kW) Max.P (kW)
1 0 5 4733.4 0.2000 6.2 4739.6
2 0 10 4836.8 0.2300 15.6 4852.3
3 0 15 4953.4 0.1590 26.5 4980.0

Table K.2: Thrust data of the wave effect on the output power

Casenr. Mean T (kN) Amp. T (kN) Max. T (kN)
1 491.8 0.3 491.5
2 500.2 0.8 499.3
3 509.6 1.4 508.2
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Appendix K. Wave Effect on the Output Power




Appendix L

Full FOWT Simulations

Table L.1: Power data of full FOWT simulations

Casenr. Mean P (kW) Freq P (Hz) Amp.P (kW) Max.P (kW)
1 4652.4 0.2000 0.2 4652.6
2 4652.8 1.6600 3.5 4656.3
3 4653.1 1.3100 0.1 4653.2

Table L.2: Thrust data of full FOWT simulations

Casenr. Mean T (kN) Amp. T (kN) Max. T (kN)

1
2
3

478.7 10.3 468.4
485.6 0.2 485.4
485.7 0.0 485.7
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Appendix L. Full FOWT Simulations
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