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Abstract

Many diseases including infections and cancer can evoke an immune re-
sponse that is detectable as changes in the immune cell composition in blood.
In cancers originating in the immune system, the immune cell composition
can also change due to uncontrolled growth of the malignant cells, shifting
the normal balance between immune cell types. One example is acute myel-
oid leukemia (AML), which affects a precursor of several immune cell types
found in blood including monocytes and neutrophils. Single-cell protein
expression measurements obtained with CyTOF offer a powerful means of
studying immune cell composition in blood, and this thesis concerns the
analysis of such data. We specifically consider the problem of converting
such data - which describe which proteins are expressed on each analyzed
cell - to a representation that reveals the immune cell composition. We
also study how to obtain representations that are well suited as inputs to
algorithms for prediction of treatment outcome and survival. The focus will
be on unsupervised clustering, and we propose a novel semi-supervised
clustering algorithm and compare its performance with other methods.
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Chapter 1

Introduction

One of the first symptoms of an approaching nervous breakdown is the belief
that one’s work is terribly important.
-Bertrand Russel

Outline of chapter

This chapter provides some context and motivation for the topic
of the thesis and presents the project’s main aims. A brief sum-
mary of the structure of the thesis is also provided.

1.1 Introduction

Cells constitute the building blocks of all forms of life. Cells come in
many shapes and sizes and with very different properties. The size range
is astonishing, with the smallest being only about 5 ttm long (sperm cells)
and the largest being more than 1 m long (nerve cells). The shape is highly
variable, with some cells being spherical (e.g., an egg cell), others having
elongated shapes (e.g., a nerve cell), and still others having strange irregular
shapes (e.g., dendritic cells, which have a star-shaped appearance with long
branches called dendrites). Cells also have diverse functions. Red blood cells
carry oxygen from the lungs to the tissues, white blood cells fight disease
agents (pathogens), and nerve cells form an electrical signaling network.
Some cells are found in solid tissues, and others are found in the blood.
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This thesis will focus on the cells circulating in the blood and, more
specifically, on the white blood cells. These cells form part of our immune
system and come in many variants, such as B cells, T cells, and NK cells. We
know quite a bit about the function of individual white blood cell types today,
but the complex interplay between the cells is not fully understood. One way
to obtain insight into the interplay is to consider the relative abundance of
the different immune cells in the blood. A change in the composition may
suggest a change in what the immune system is doing (or trying to do).

One example is an infection; certain immune cells then tend to become
more abundant and this is directly related to their role in fighting the patho-
gen. Another example is cancer; in that case, a person has been infected”
by rogue cells that do not come from the outside but rather have their origin
in healthy cells in the same individual. These rogue cells may trigger an
immune response that changes the immune cell composition in the blood
(Delves et al., 2017). Treating the cancer can also change the immune cell
composition, and the change may be related to how well the treatment works.
The treatment induces stress not only to the tumor cells but also to healthy
cells in the body, and determining the exact mechanism behind a change in
immune cell composition may be difficult. Nevertheless, we may try to learn
the association between immune cell composition in blood and response to
treatment based on data from many patients.

This thesis was motivated by the desire to learn such associations, using
data from a study performed at Haukeland Sykehus on patients with acute
myeloid leukemia (AML). At our disposal, we had single-cell protein ex-
pression data derived from blood samples taken before and after treatment
and treatment response and survival data. For many analyses, such as the
estimation of immune cell fractions and survival prediction, the data must
first be condensed into a more useful format. In short, we need to find use-
ful representations of the data for downstream analyses. In this thesis, we
investigate how clustering can be used to obtain such representations.

1.2 Aims

The overall aims of this thesis were:

* To gain insight into how clustering is best used to derive representa-
tions of single-cell protein expression data that reveal the individual
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cell types present.

* To gain insight into how clustering is best used to derive represent-
ations of single-cell protein expression data that are useful as input
variables to predictors of treatment response and survival.

1.3 Structure of thesis

The thesis consists of six chapters and an appendix. Chapter 2 introduces
the reader to the biological concepts used later in the thesis. This includes
describing what we are looking for in the single-cell expression data, how
such data are obtained, and the background for the data used in this thesis.
Chapter 3 presents the methods used in the thesis. This includes several clus-
tering algorithms, cluster performance metrics, and visualization techniques
for high-dimensional data. Methods for assessing the shape of a distribution
(entropy) and changes to the shape (Kullback-Leibler divergence) are also
discussed. Finally, the chapter briefly summarizes some methods for the ana-
lysis of survival data. Chapter 4 presents a novel clustering algorithm that, in
addition to the data, takes one or several subsets of features as input to guide
the clustering. This semi-supervised clustering algorithm directs attention to
specific features in the input that are known a priori to be important. Known
in machine learning as zero-shot classification, this approach offers great
flexibility and potentially more relevant clusters for downstream applica-
tions. Chapter 5 presents results for a real dataset representing single-cell
protein expression in blood samples from AML patients and for simulated
data. Chapter 6 discusses the results and suggest some topics for further
work. The appendix contains some additional results.
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Chapter 2

Biological background

Outline of chapter

This chapter provides biological background information for the
remaining part of the thesis. We first look at blood and its role in
the immune defense and will see that different types of immune
cells can be distinguished from each other by examining their
surface proteins. We will examine a technique for protein quan-
tification in single cells called mass cytometry. Finally, a type of
blood cancer called acute myeloid leukemia (AML) that will be
central to the investigation in this thesis will be discussed.

2.1 The composition of blood

Blood acts as a transport medium within an animal. Oxygen and nutrients
are transported to tissues; carbon dioxide and waste are transported from
tissues to excretory organs for disposal; signals are transmitted by hormones;
and blood acts as a defense system against pathogens (Hine, 2015). Two
types of cells are abundant in blood: red blood cells (erythrocytes) and
white blood cells (leukocytes). Red blood cells are responsible for oxygen
transport and are by far the most common cell type in blood. White blood
cells are involved in immune defense and comprise several cell types that
play different roles in the fight against disease agents (pathogens). All cells
in the blood have developed from hematopoietic stem cells, a type of cells
found in the bone marrow (the word hematopoiesis is derived from the greek
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words hema which means “blood” and poiesis which means to create™).
These stem cells can develop (or differentiate) into two distinct types of
cells: myeloid progenitors and lymphoid progenitors. Cells derived from the
former are called myeloid cells, while cells derived from the latter are called
lymphoid cells (see Figure 2.1). In this thesis, we will focus on five different
immune cell types: B cells, T cells, NK cells, monocytes, and neutrophils.
For the T cells, we will distinguish between the two subtypes T killer cells
and T helper cells.

Hematopoietic
stem cell

Lymphoid
progenitor

Myeloid
progenitor

Lymphoblast
Myeloblast

NK cell

Thrombocyte Erythrocyte

Monocyte Basophil Neutrophil Eosinophil T cell B cell

Figure 2.1: Immune cells. All cells in the blood originate from hematopoietic stem cells
that are found in the bone marrow. Through multiple stages of development, they can
differentiate into any of the cell types shown as leaves in the tree. Apart from thrombocytes
(which produce blood platelets) and erythrocytes (red blood cells), all leaves represent
types of immune cells. The cell types considered in this thesis are shown in green. The two
immune cell types that we will leave out of later discussions are basophils and eosinophils.
These are particularly active in fighting parasites and generally have low abundance.

Different immune cell types can, to some extent, be distinguished from each
other in a microscope by visual inspection. A more precise classification
requires molecular analyses. Different immune cell types differ in what
proteins are expressed on their surface, and with modern techniques, these
proteins can be identified for individual cells (see Section 2.2). Of particular
relevance are the CD (cluster of differentiation) proteins. Table 2.1 summar-
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izes how some of these proteins (also called markers) are expressed in some
major immune cell types. There are several hundred CD markers, and more
extensive overviews of CD marker expression in immune cells can be found
for example in Kalina et al. (2019).

Cell Type CD3 | CD4 | CD8a | CD14 | CD16 | CD20 | CD34 | CD45 | CD64
B cell [ ]
Monocyte [ J
Neutrophil [ J [
NK cell [
Progenitor cell [ J
T helper cell ® ®
T killer cell [ ] [ ]

Table 2.1: Protein markers for immune cell identification. Shown are some of the
proteins that can be expressed on the surface of immune cells. These (and others) can be
used to distinguish between different types of immune cells. Some proteins can also be
used to distinguish between immune cells and other cells, such as CD45. Red dots indicate
proteins normally expressed on the cell’s surface. The table was constructed on the basis of
information in Delves et al. (2017).

2.2 Measuring protein expression on single cells

In the previous section, we described how an immune cell type can be
determined by observing which proteins are expressed on its surface. To
perform such observations requires sophisticated technology, and a popular
method is cytometry by time of flight (CyTOF). The description of CyTOF
provided below is derived from various sources, including (Nowicka et al.,
2017; Bendall et al., 2014). A key feature of CyTOF is that it enables the
measurement of the expression levels of more than 40 proteins inside and
on the surface of a single cell. We can identify and analyze almost all cell
types by adapting which proteins we want to include in the analysis.

The idea behind CyTOF is simple but clever: rather than detecting the
presence of a particular protein directly (which is hard), we translate the
problem into detecting the presence of a particular metal ion (which is
easy with mass spectrometry). The translation part consists of attaching a
particular metal ion to each protein. To do this, one must (a) find a molecule
that will attach to that specific protein (and no others) and (b) attach a metal
ion to that molecule. Fortunately, a group of naturally occurring proteins, the
antibodies, fit the first bill. Antibodies are an important part of our immune
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system, and they come in many different variants that can bind to different
proteins. Before use in CyTOF, these antibodies are modified by attaching

metal isotopes to them. The whole process can be summarized as follows:

7~

1.

CyTOF analysis

Input: A suspension where each cell is separated from the
others.

Tag the cells: Mix the single-cell suspension with metal-tagged
antibodies that bind to their target proteins on each cell. Now,
the metals bound to a cell identify what cell type it is.

. Vaporize the cells: After washing away unbound antibodies,

the cells are put into small water droplets to form a mist and
then sent through a hot gas to reduce each cell to many tiny
particles.

. Mass spectrometry: The particles are electrically charged and

sent through a mass spectrometer that separates metals from
each other by their mass-to-charge ratio (each metal has a
unique ratio).

. Putting it all together: The continuous stream of measure-

ments is segmented into protein expression for individual cells
by aggregating detected metal ions observed within a very short
time window.

. Output: A data file where each row represents a cell and each

column represents the expression of a specific protein inside or
on that cell.

p

2.3 Measuring cell composition

CyTOF analysis of a blood sample may involve measuring the proteins
in one million cells or more. These cells obviously represent only a tiny
fraction of the total cell population in the donor’s blood and one may ask how
representative the measurement is for the total population. Since the blood
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is continuously circulating through the body at high speed, we may assume
that the composition is more or less the same everywhere in the circulation
system. However, the composition may change over time. For example, the
immune system responds dynamically to infections, and a person with an
active infection may experience a sharp increase in the number of neutrophils
and changes in other immune cell types as well. Cancer can also change the
composition of immune cells in the blood, and later in this thesis we will
investigate this for one particular type of cancer called AML. Other factors
may also potentially affect the immune cell composition, such as stress.
We have so far focused on the cell surface proteins which reveal what
type of cell we are dealing with. The internal proteins are useful for a
different reason. These proteins can reveal important information about the
actions taken by the cell. In combination, the external and internal proteins
thus tell a story about what cell types we have and what each cell type is
doing. The proportion of cells of each cell type is also highly informative.

2.4 Acute Myeloid Leukemia (AML)

Acute Myelogenous Leukemia (AML) is the most prevalent type of acute
leukemia in adults (Appelbaum et al., 2006). In AML there is an increase
in myeloid cells in the bone marrow and blood (Lowenberg et al., 1999).
In healthy individuals, these cells, known as myeloblasts, typically mature
into white blood cells such as granulocytes and monocytes. Only a small
percentage of the cells in blood and bone marrow (about 2%) are myeloblasts
in healthy individuals. In patients with AML, the myeloid blast cells fail to
develop into healthy blood cells, and the percentage of such cells in the blood
is much higher than in healthy individuals (De Kouchkovsky & Abdul-Hay,
2016). As a result, the blast cells will crowd out the healthy blood cells, such
as white blood cells, red blood cells, and platelets.

AML is a rapidly progressing form of blood cancer with lethal outcomes
in only a few months if not treated. With appropriate treatment (involving
intensive chemotherapy and other treatment modalities), the 4-year survival
ranges from approx. 29% to 94% depending on the disease subtype (Tangen
et al., 2024). AML is also characterized by substantial intratumor cellular
heterogeneity (Tislevoll et al., 2023). In other words, even within a single
patient, the tumor cells can display significant variations in genetic makeup.
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Stem cell

@

Myeloid stem cell

AML can
|develop from
Myeloid blast either of these

. | cells
9 ¢

Monocyte Granulocyte

Figure 2.2: AML origin. The diagram shows the cell differentiation steps from a stem
cell to mature monocytes and granulocytes (Commons, 2024). In AML, the precursors of
monocytes and granulocytes become malignant through genomic alterations. This increases
the number of myeloid blast cells, and the rogue cells fail to develop into monocytes or
granulocytes.

The degree of intratumor heterogeneity has important clinical implications:
the more genetically diverse the tumor, the more likely a given therapy fails
to eradicate all disease subclones. Thus, high genetic diversity may be an
indication for combination therapies involving multiple drugs (although at
the risk of inducing more severe side effects).



Chapter 3

Methods

Outline of chapter

In this chapter, we present the theory behind the methods used

in the thesis. We first describe the clustering algoriths K-means
and hierarchical clustering. We we also describe Metaclust, which
is a hybrid of K-means and hierarchical clustering. To assess the
effectiveness of these methods, we employ performance metrics
such as the Silhouette Score and Adjusted Rand Index, which
provide insights into the compactness and agreement of clusters.
Additionally, we introduce Shannon Entropy and Kullback-Leibler
Divergence for feature engineering, aiding in the prediction of
treatment response and survival. Lastly, we discuss fundamental
survival analysis tools, including Kaplan-Meier curves, Log-Rank
tests, and the Cox Proportional Hazards Model, essential for evalu-
ating patient outcomes.

3.1 K-Means Clustering

The theory summarized in this chapter is based on James et al. (2013). K-
means clustering is a popular and straightforward algorithm for partitioning
a dataset into clusters based on the similarity (or, equivalently, the distance)
between pairs of data points. It is based on the principle that a good data
partition has minimal within-cluster variation. Suppose a cluster C contains
n observations X, ...,X, € RP. Then, we define the within-cluster variation
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V(C):%iii(xsj_xtj)z (3.1

Defining the cluster centroid ¢ = (1/n)Y.%_, X; we may rewrite the equation
above as follows:

VE) = o (G- + e - )

S7t’j
1 2 1 2 2 2
R Z(XSJ' —cj) + - Z(Cj — X))+ = Z(ij —cj)(cj—xij)
Ly Mt Ly

The first two terms on the right hand side are easily seen to be identical, and
the third term is zero since we average over differences to the mean value.
After some simplification we get

n p
vie)=2Y Y (x;—c;)? (3.2)
s=1 j=1

which shows that the within-cluster variation can be calculated very effi-
ciently by simply calculating the distance from each point in the cluster
to its cluster center. To minimize the sum of the within-cluster variations
across all the K clusters, we seek a partition Cy,...,Ck of the observations
that minimizes the loss function

L=Y vV(C) (3.3)

K
=1

k

At first sight, this appears to be a computationally hard problem since there
are a total of K" ways to divide n observations into K groups (or slightly
less if we require all groups to contain at least one sample). For example,
with K = 10 clusters and n = 100 data points, the number of possible as-
signments will exceed the number of atoms in the universe (estimated to be
approximately equal to 1082 (Baker, 2021), making an exhaustive search
algorithm useless.

Fortunately, good approximate solutions to the problem can be found
with much less effort. The k-means algorithm is one example of this. Initially,
it selects tentative cluster centers at random. These initial cluster centers are
not expected to reflect the true cluster centers, and the algorithm iteratively
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moves them to gradually represent the true centers more accurately. The al-
gorithm alternates between (a) assigning observations to the nearest tentative
center and (b) relocating the centers to the average location of the observa-
tions assigned to them. Ultimately, the cluster assignments will stabilize, and
we then say that the algorithm has converged. See Figure 3.1 for an example.
Importantly, the solution found by k-means clustering is not guaranteed to
be the global optimum in the sense of minimizing the criterion in Equation
3.3. It will be a local minimum of the cost function, and hopefully, this local
minimum will have a loss value close to the global minimum. To ensure we
have found a good local minimum, we may perform the algorithm several
times for different choices of randomly selected starting points for the initial
cluster centers. Next, we pick the result with the lowest value of the cost
function in Equation 3.3. For more details, see Algorithm 1.

Algorithm 1: k-means clustering

Input: Observations Xi,...,X, € R” and the desired number of
clusters k.
Output: A set of k cluster centers {cj,...,c}

1. Randomly select the positions of the cluster centers.
2. Until assignments stop changing:

(a) Assign every data point to the closest cluster center.

(b) For each cluster, change the cluster center to the average
of all the data points assigned to the cluster.
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Figure 3.1: Illustration of performing K-Means for K=3. Top left: the observations in
the data set are shown. Top center: initial cluster centers are randomly selected. Top right:
observations are assigned to the clusters based on the shortest Euclidean distance. Middle
left: cluster centers are relocated based on the average position of assigned observations.
The remaining illustrations repeat the process of assigning points and relocating clusters
until assignments no longer change.

Repeating the clustering process many times with different initial centers
can be time-consuming. Alternative strategies such as k-means++ have been
developed to answer this challenge. K-means++ only differs from regular
k-means (3.3) by the choice of initial cluster centers. Rather than choosing
all centers at random, it begins by selecting orne initial cluster center from
the data points uniformly at random. Subsequent centers are chosen from
the remaining observations, with the probability of selection for each point
being proportional to the square of its distance from the nearest existing
cluster center. This method aims to spread out the initial centers, which can
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potentially lead to improved clustering results and speed of convergence.

K-means clustering is widely used due to its simplicity and computa-
tional efficiency, making it suitable for a wide range of applications. How-
ever, it does have certain limitations, such as sensitivity to the initial choice
of cluster centers, difficulty in clustering data of varying sizes and densities,

and the assumption that clusters are spherical and evenly sized (see Figure
3.2).
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Figure 3.2: Problems with k-means. The larger points show the position of the cluster
centers, and the dashed green line shows the decision boundary. Panel A illustrates the
problem with k-means when there are clusters of different sizes. We see that several red
points are located to the right of the boundary and thus would be assigned to the incorrect
cluster. Panel B shows an example of k-means failing to capture non-spherical clusters.

3.2 Hierarchical Clustering

An alternative approach for clustering is hierarchical clustering. The starting
point is a specification of a distance measure dist(X|,X;) between pairs of
observations and a specification of how the distance between two clusters is
to be calculated. There are several choices for both distance measures.
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Distance between two observations

A common choice for the distance between observations is squared Euc-
lidean distance (or the square root of that):

P

d(x,y) = Y (xi—y)*

k=1

Another common choice is Manhattan distance, also called the taxicab”
distance, defined as:

P
d(x,y) = Z |xi — yil
k=1

which can be interpreted as the distance one would travel between points
if one has to follow a north-south direction or an east-west direction only.
Yet another distance measure is based on the cosine similarity between the
observation vectors:

X'y

dx,y)=1—cosaa=1— ———
[IxI]- Iyl

where o denotes the angle between the vectors x and y and || - || is the
Euclidean (L?) norm.

Distance between two clusters

Measures of distance between clusters are called linkage methods. In single
linkage, the distance between two clusters C; and C; is defined as

dist(C1,Cy) = min{d(x,y) s.t. x€C},ye G}

According to this definition, two clusters are close to each other if at least
one member of Cj is close to at least one member of C,. In other words, the
clusters are merged based on their nearest points (see Figure 3.3). This ability
allows the clustering process to trace intricate structures while merging
clusters, making it particularly suited for identifying clusters with irregular,
non-spherical shapes.
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Figure 3.3: Single linkage. Illustration of the distance between clusters using single
linkage.

Single linkage clustering can be sensitive to outliers due to its depend-
ence on minimum pairwise distances. When an outlier is near another dense
cluster, it can distort the actual cluster configuration by serving as a bridge
to other clusters. This phenomenon, known as “chaining,” can cause clusters
to merge based on a series of points nearby rather than structural cohesion.
Such a scenario can obscure meaningful relationships and result in less in-
terpretable clusters. Figure 3.4 illustrates this. Furthermore, extreme outliler
might

o S ~o ~ S
7,272 N N ~ ~
/I//’// @ (o] ° \ N \\ e
/ \ \ AN N
() \ \ \ \
', o .. \ \ \ \
(9] ) \ \
Q) 1 1 |
o o% °' 9o, o
) / ’ 4
N @ (] L ’ / / e
A e
s e 4 -7 -

Figure 3.4: Chaining phenomenon. The outliers form a chain that distorts the true cluster
configuration.

Complete linkage offers yet another solution. The distance between two
clusters Cy and C, is then defined as
dist(C1,Cp) = max{d(x,y) s.t. x€C},y € (o}

Here, the distance between two clusters is defined as the longest distance
between any two observations where one is a member of C| and the other
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is a member of C;. In other words, the clusters are merged based on the
maximal distance between any pair of points in the two clusters (see Figure
3.5).
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Figure 3.5: Complete linkage. Illustration of the distance between clusters using complete
linkage.

Using complete linkage tends to make the clusters more spherical in
shape. This happens because we always try to minimize the cluster’s dia-
meter when merging, which promotes spherical clusters’ growth.

In average linkage, the distance between two clusters C; and C; is defined
as the average distance between all pairs of observations, one from each

cluster:

dist(Cy,C,) = : Y ) dxy)

B |C1 | |C2| xeCye(;

Here, |C;| and |C;| represent the number of observations in clusters C;
and C,, respectively. This method balances the influence of all members of
the clusters, providing a compromise between single linkage and complete
linkage. It tends to produce more compact clusters and is less prone to the
chaining effect observed in single linkage. However, it can still suffer from
elongated cluster shapes.

The last distance measure between clusters that we will consider in this
thesis is the Ward linkage, proposed by Jh Jr (1963). The Ward linkage aims
to minimize the total within-cluster variance. The distance between two
clusters C| and (; is defined as the increase in the sum of squared deviations
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from the mean (i.e., variance) when the clusters are merged

. 2 2 2
dlSt(ChCZ): Z HX_I’I’CIUCZH - Z HX_I’I’CIH - Z ”X_/JJC2||
xeCUCy xeCy xe(Cy

where pc,, e, and pc,uc, are the centroids (means) of clusters Cy, C;, and
their union C; U C,, respectively.

Ward linkage generally performs well in terms of reducing within-cluster
variance and maintaining compact clusters. This makes it a preferred method
for many practical applications where cluster compactness is desired. How-
ever, it may not perform as well in scenarios where the clusters have irregular
shapes or significantly different sizes.

The algorithm

Hierarchical clustering starts by assigning each data point to a separate
cluster. At each step of the algorithm, the two clusters that are closest to each
other are identified and merged to form a single cluster. This merging process
is repeated iteratively, reducing the number of clusters by one in each round
until all data points are merged into a single cluster. See Algorithm 2 for
details. It is common to summarize the algorithm’s results in a dendrogram,
a tree-like diagram that records the sequence of merges (see Figure 3.6). The
dendrogram shows the composition of each cluster by drawing a "’bridge”
between two clusters that have been merged. The bridge consists of two
vertical lines attached to a horizontal line where the height of the latter
indicates the distance between the two clusters that merge.
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Figure 3.6: Hierarchical clustering dendrogram. The dendrogram is generated using
the complete linkage method, with the y-axis representing the height or distance at which
clusters are merged. The x-axis shows the indices of observations in a hypothetical dataset.
This visualization illustrates how individual observations are grouped into clusters, provid-
ing insight into the hierarchical structure of the data.

A significant advantage of hierarchical clustering is the method’s ability
to reveal underlying structures of the data without needing to specify the
number of clusters beforehand. This contrasts with methods such as K-
Means, where the number of clusters has to be prespecified. The dendrogram
produced by hierarchical clustering provides - as the name suggests - a
visual representation of the hierarchical structure of the clustered entities. By
examining the dendrogram, we aim to identify significant clusters at various
levels of similarity, allowing for a better understanding of the structure than
a fixed number of clusters. This flexibility makes hierarchical clustering
particularly useful for exploratory data analysis, where the optimal number
of clusters is not known, even to an approximation, in advance.
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Algorithm 2: Hierarchical clustering
Input: Observations Xi,...,X, € R?

Output: Dendrogram (cluster tree) .7

1. Set the leaves of .7 to be x1,...,X;.

2. Compute an n x n distance matrix D = (d;;) where d;; is the
distance between the ith and the jth observation.

3. Define a pool of clusters C; = {x;}, Co = {x2},..., C,, = {x}.
4. Repeat until only one cluster remains in the pool:

(a) Identify the two clusters C and C’ in the pool with the
smallest pairwise distance D*.
(b) Add a bridge of height D* between C and C' in .7

(c) Merge C and C’ into a new cluster C”'.

(d) Insert C” in the pool and remove the clusters C and C’.

Imposing a minimum cluster size

When performing hierarchical clustering and cutting a dendrogram, it is
necessary to specify either the number of clusters desired or the height
at which to make the cut. A common issue with hierarchical clustering is
that extreme outliers can often form their own small clusters due to the
algorithm’s deterministic nature. To address this, we propose an alternat-
ive strategy that splits the dendrogram into K clusters while imposing a
minimum size requirement for each cluster.

Our approach involves iteratively increasing the number of clusters from
Kto K+ 1, K+2, and so on, until at least K clusters that meet the minimum
size requirement are identified. Clusters that do not satisfy this requirement
are discarded. This method ensures that the final clustering solution consists
of sufficiently large and meaningful clusters, reducing the impact of outliers
and small, insignificant clusters.
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3.3 Metaclust

Introduction

K-means and hierarchical clustering are both very popular clustering meth-
ods, but for different reasons. The main strengths of k-means is its simplicity
and scalability to large datasets. As described in Algorithm 1, we only have
to calculate the distances between the observations and the centroids in each
iteration, a calculation of order O(KN) where K is the number of centroids
and N is the number of samples. The algorithm is thus fast since it usually
converges in much less than N iterations. A drawback with K-means is that
the algorithm is biased towards spherical and evenly sized clusters. This
will be harmful if, for example, the true clusters are strongly non-spherical.
Furthermore, we must specify the number of clusters to run the algorithm.

Hierarchical clustering, on the other hand, can tackle most of these
limitations. The bias towards clusters of a certain shape is still present,
but the user can choose between several linkage methods to fit the data at
hand. For example, single linkage can produce clusters with an elongated
shape, while complete linkage favors more spherical clusters. The choice of
different linkage methods thus gives the user more flexibility in the search
to find the underlying structures of the data. Hierarchical clustering does
not favor evenly sized clusters and commonly produces clusters of very
different sizes. Also, hierarchical clustering does not require the number
of clusters K to be prespecified. The drawback of hierarchical clustering
is that distances between all pairs of observations must be calculated and
stored. As a result, hierarchical clustering is often too memory intensive and
time consuming for larger datasets. In this section, we propose an algorithm
that combines K-Means and hierarchical clustering to leverage the strengths
of both methods. A very similar method was proposed by Peterson et al.
(2018).

The algorithm

The first step is to perform k-means on a set of input observations X1, ..., X, €
R?. The purpose of this step is not to find the final clustering but rather
to reduce the set of observations Xi,...,X, € R? into a set of centroids
cy,...,¢ € R? where r << n. We want these centroids to represent the
original set of observations sufficiently, and therefore, we should choose
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a high number of centroids r. In the analysis performed in this thesis, a
dataset of approximately 1 million cells was reduced to a set of 500-1000
centroids. These centroids are now supposed to represent our dataset. This
can be considered a sophisticated method of sampling the data, while still
representing the entire dataset. See Figure 3.7 for an example. The second
step of the algorithm is to cluster the centroids ¢y, ..., ¢, further, using hier-
archical clustering. This allows the freedom to choose the linkage method,
enabling us to detect more intricate structures in the data than the spherical
clusters we would find using k-means. Furthermore, the algorithm’s output
will be a dendrogram; we don’t need to specify the desired number of output
clusters beforehand.

10
|

UMAP 2

UMAP 1

Figure 3.7: Centroid locations. UMAP showing a 2D projection of the 36-dimensional
simulated dataset described in Section 3.8. The colored points show the original dataset,
where the color corresponds to simulated cell types. The black points are the centroids
found in step 1 of the Metaclust algorithm.
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Algorithm 3: Metaclust

Input: Observations X, ...,X, € R”, desired number of clusters Q in
the preliminary clustering, and desired number of clusters K in the
final clustering.
Output: Dendrogram (cluster tree) .7

1. Perform k-means to find clusters {Cy,...,C,}

2. Calculate cluster centroids {cy,...,¢,}

3. Perform hierarchical clustering using the centroids as input

4. Cut the dendrogram to produce K clusters

Using the k-means output as input to hierarchical clustering circum-
vents the time complexity limitations of hierarchical clustering while we
still can assign labels to the entire set of observations Xy, ...,x, € R”. This
approach is inspired by the clustering algorithm FlowSOM. This algorithm
identifies multiple smaller clusters using the self-organizing map (SOM) al-
gorithm. These clusters are then combined to form so-called “metaclusters”.
In Chapter 5, we will consider the performance of Metaclust, using Ward
linkage.

3.4 Panel guided clustering

In all the clustering methods discussed so far, the samples are represented by
vectors X = (x1,...,x,) in some feature space X. This space could be simply
X = R? for some p > 0, or it could be something else, including a subset of
Euclidean space. This feature space must be endowed with some distance
measure d(X,y) to allow the clustering algorithm to determine how close
two samples are to each other. We have already discussed some possible
distance measures when X is Euclidean space. These distance measures
were symmetric in the features, i.e., all features counted equally in the
distance calculation. This is reasonable if the features are all on the same
scale and equally important. In some cases, however, we wish to impose
some structure on the clustering by assigning weights to individual features.
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For example, suppose we wish to cluster cells from a CyTOF experiment
and are particularly interested in T killer cells. In that case, we may want
to emphasize features distinguishing such cells from others. This could be
accomplished by assigning large weights to the features CD3 and CD8, and
low weights to other features. This could be implemented as a distance
measure

p
d(x,y) =Y wixi—y)? (3.4)
k=1

where w; > 0 for the features of interest and w; = O for other features.

As an extension, suppose we are interested in clustering a cell population
with several types of cells (e.g., T killer cells, T helper cells, and monocytes),
each characterized by their own set of features. We could then define several
distance measures, each tailored to distinguish cells of a certain type from
other cells and perform multiple clusterings with respect to each panel of
features. Finally, we could merge the results of these clusterings to form a
final clustering of all cells.

We will pursue this idea further in Chapter 4 and introduce a new cluster-
ing algorithm to incorporate prior knowledge about expected combinations
of protein markers for distinct cell types. By leveraging this information, we
aim to enhance both the accuracy and reliability of the clustering outcomes.
Our objective is to refine the algorithm’s ability to organize the data into
clusters, with each cluster accurately reflecting a specific, predefined cell

type.

3.5 Silhouette Score

Clustering data is an unsupervised problem, meaning we cannot know the
correct partition (if any) of the observations we aim to cluster. Consequently,
we cannot measure the accuracy of clustering using a test set as we do
in supervised learning. Moreover, determining the appropriate number of
clusters is a fundamental challenge in clustering algorithms. We can inspect
the dendrogram for hierarchical clustering to identify a natural division of
clusters. In contrast, we must predefine the number of clusters for K-Means
before executing the algorithm. While there is no universally correct method
to select the optimal number of clusters, the silhouette score was proposed
by Rousseeuw (1987) as a valuable metric to guide this decision.
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The silhouette score evaluates how well an observation fits within its
assigned cluster compared to other clusters. To quantify how well an obser-
vation i fits within its assigned cluster, we calculate the average distance
from i to all other observations in the same cluster, denoted as a(i). To assess
how well-separated the observation is from other clusters, we define b(i)
as the average distance between observation i and all points in the nearest
neighboring cluster. The silhouette score for observation i is then defined as:

(i) = 2 —at) (3.5)
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Figure 3.8: Calculation of silhouette score. Illustration of the calculation of a(i) and b(i)
using euclidean distance. a(i) is given by the average length of the blue arrows, and b(i) is
given by the average length of the orange arrows. Notice that no observation in C3 affects
the silhouette score of observation i.

As aresult of scaling by max(a(i),b(i)), the silhouette score ranges from
-1 to 1. A score close to 1 indicates that the observation is very similar to
other points in its cluster and well-separated from other clusters. A score
near 0 suggests the observation is on the boundary between two clusters,
where a(i) ~ b(i). A negative score implies that the observation may have
been assigned to the wrong cluster. By averaging the silhouette scores of
all observations in a dataset, we can obtain an overall measure of clustering
quality. When applying a clustering algorithm, we can compute the average
silhouette score for different numbers of clusters and select the number
corresponding to the highest average score. While the silhouette score is
intuitive and easy to interpret, it has a significant drawback: computing all
pairwise distances between observations can be computationally intensive.
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However, this issue can be somewhat mitigated by using a sampled dataset
to determine the number of clusters that maximize the silhouette score and
then applying this optimal number to cluster the full dataset.

3.6 Adjusted Rand Index

Assume we have two different groupings of the same set of observations,
resulting in two distinct label assignments for each observation. For example,
we may have performed two different clustering algorithms on the observa-
tions. It can often be informative to know how similar these two groupings
are. We assume here that the group labels are arbitrary in each of the two
groupings to be compared, so just comparing the labels for each observation
in both groupings is not informative. One popular approach proposed by
Rand (1971) introduces a metric called the Rand Index (RI) that considers
all pairs of observations and quantifies how often the two groupings agree
on their label assignments of the two observations. The idea is as follows.
Let U(x) and V(x) denote the group labels for observation x in the first and
second grouping, respectively. Consider a pair of distinct observations x and
y. If U(x) = U(y), then the observations are assigned to the same group in
the first grouping. If we also have V (x) = V(y), then the observations are
also assigned to the same group in the second grouping, and we say that the
pair of observations x and y is a true positive (TP). Similarly, if U (x) # U(y)
and V(x) # V(y), then we say that the pair is a true negative (TN). The Rand
Index (RI) is the proportion of all possible pairs of observations that are
either TN or TP. Formally, we define it as

RI— TP—|; TN
()

where the denominator (5) = n!/(2!(n—2)!) is the number of ways of
picking two elements out of n elements when we ignore the order in which
the elements are picked. While the Rand Index effectively compares two
groupings, it has a flaw. The metric does not account for the possibility of
agreement by chance. This means that even two random and independent
groupings could have a high RI simply because they coincidentally agree

on some pairs of observations. To address this, Hubert & Arabie (1985)
proposed to correct (adjust) the Rand Index for the expected similarity

(3.6)
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between two random groupings, and also normalized this index to the range
[—1,1]. This alternative metric is called the Adjusted Rand Index (ARI),
which provides a measure that ranges from -1 to 1. AR/ is defined as

RI —E[RI|

ARL = xR — E[RI]

(3.7)

Here, E[RI] is the expectation of the Rand Index for a random clustering, and
max(RI) is the maximum possible value of the Rand Index. Details on the
calculation of E[RI] and max(RI) can be found in Hubert & Arabie (1985).
ARI has an expected value of zero when the agreement is due to chance
alone and is equal to one when the groupings are identical. AR/ can also be
negative, implying that the agreement between the groupings is worse than
what we would expect by chance.

3.7 Fowlkes-Mallows Index

An alternative metric that can be used to compare two different groupings
of a set of observations is the Fowlkes-Mallows Index (FMI), introduced
by Fowlkes & Mallows (1983). The FMI focuses on precision and recall,
making it useful for evaluating how well the clustering algorithm identifies
pairs of points that belong to the same cluster. FMI is particularly suitable
for binary or two-class problems where precision and recall are critical
metrics. Unlike the Adjusted Rand Index (ARI), which adjusts for chance,
FMI directly evaluates the clustering performance based on true positive and
false positive rates. That being said, the clustering performed in this thesis
mainly handles multi-label data, and consequently, ARI will be the more
suitable metric for measuring the similarity.

3.8 A simulation model for CyTOF data

A simulation model was developed to evaluate the performance and ro-
bustness of clustering algorithms on CyTOF data. This model was based
on manually gated data from the original CyTOF dataset. Manual gating
identified six significant cell populations: B cells, CD4™" T cells, CD8™ T
cells, monocytes, NK cells, and neutrophils. These populations were used to
calculate statistics for each cell type, forming the basis for the simulation



3.8 A simulation model for CyTOF data 29

model. Each cell type was separately modeled using a Gaussian Mixture
Model (GMM), allowing for covariances between marker expressions to be
estimated. Real CyTOF data that has not been normalized has non-negative
marker expressions. Any expression value below zero was truncated to zero
to ensure the non-negativity property was present in the simulation model.

A GMM is a mixture of several normal distributions. The probability
density function of a GMM with C components can be written as

X|13 Z ”C X|IJ’C= )

where the 7. > 0 determine the relative weighting of the different com-
ponents and satisfies Y, 7. = 1, and A (x|pc, =) is a (multivariate)
normal distribution with mean g, and covariance matrix .. The para-
meters {7, pe, 2 : ¢ = 1,...,C} are estimated using the Expectation-
Maximization (EM) algorithm. This iterative technique finds maximum
likelihood estimates of parameters in probabilistic models by alternating
between the Expectation step (E-step) and the Maximization step (M-step).
The E-step involves calculating the expected value of the log-likelihood
function with respect to the current distribution estimate. In the M-step, the
expected log-likelihood found in the E-step is maximized with respect to the
model parameters. The alternation between these steps continues until the
parameter changes stop or fall below some threshold. Details and proof of
convergence are found in Laird et al. (1987).

The rationale for employing a simulated model with multiple compon-
ents lies in the inherent complexity and diversity within the identified cell
types. In most cases, the cell types identified through manual gating can
be further differentiated into subtypes. For instance, manual gating may
identify CD8™" T cells, but within this population, there are subtypes such as
CD81TCD45RA™ naive T cells and CD8TCD45RO™ memory T cells (Russo
et al., 2019). Similarly, NK cells can be divided into CD56"CD16~ naive
NK cells and CD56"CD16™ mature NK cells.

These examples illustrate that each manually gated cell type comprises
multiple subtypes with distinct protein expression profiles. Consequently,
it is reasonable to assume that each cell type’s observed protein expres-
sion distribution results from a mixture of several underlying distributions.
By modeling the data with up to three components, we better capture the
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heterogeneity within each cell type, leading to a more accurate and robust
simulation model.

3.9 Uniform Manifold Approximation and Pro-
jection (UMAP)

The dataset in this thesis comprises cells with 36 measured protein expres-
sions each. Dimensionality reduction techniques are essential to visualize
such high-dimensional data. While Principal Component Analysis (PCA)
is a common method, it fails to capture sufficient variance in the first few
components for effective visualization in this dataset.

An alternative approach is t-SNE. This technique is used to visualize
the same dataset in Tislevoll et al. (2023). tSNE focuses on preserving local
structures but has a quadratic time complexity (O(N?)), making it compu-
tationally expensive for large datasets. A recent advancement is Uniform
Manifold Approximation and Projection (UMAP), introduced by Mclnnes
et al. (2018), which offers a more efficient time complexity of O(NlogN).
This makes UMAP more scalable when large datasets are considered, and
it has even been shown to preserve global data structures better (Murphy,
2022)

UMAP constructs a high-dimensional graph by connecting each ob-
servation to its nearest neighbors based on a chosen distance metric (e.g.,
Euclidean distance). The edges are weighted to reflect similarities between
observations. The number of neighbors considered in the initial graph is
the main parameter of the method, with values typically ranging from 5
to 100. Increasing the number of neighbors enhances the preservation of
global structures but can dilute local details. The high-dimensional graph
is then projected into lower dimensions through a series of steps, including
graph construction, spectral embedding, and optimization via cross-entropy
minimization. While this rather complex iterative process is detailed by
Mclnnes et al. (2018), it essentially aims to maintain both local and global
structures and does so more effectively than other methods.

The resulting low-dimensional representation can be used for visualiza-
tion, cluster identification, or as a reduced feature set for further analysis.
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Figure 3.9: UMAP vs PCA. Dimensionality reduction with UMAP and PCA was per-
formed on a sample of 10,000 cells from the 36-dimensional dataset considered in this
thesis. UMAP was performed with the 10 nearest neighbors considered in the initial high-
dimensional graph. The left plot shows the two-dimensional projection resulting from
UMAP, and the right plot shows the first two principal components found by PCA. We
clearly see that UMAP reveals clearer, more distinct clusters than PCA, which is more
spread out, demonstrating UMAP’s superiority in preserving local and global relationships
in high-dimensional data.

3.10 Shannon Entropy

In information theory, Shannon entropy is a common metric for quantifying
the unpredictability or diversity inherent in a discrete probability distribu-
tion. It is also commonly used to assess whether an observed frequency
distribution is centered on a few of the possible outcomes or is more evenly
spread out across all outcomes. Suppose p(i) represents the probability (or
observed relative frequency) of the ith outcome where i = 1,2,...,n. Then,
the Shannon entropy is defined as (MacKay, 2003)

n
p(i)log p(i (3.8)
1

i=
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where the base b of the logarithm is context-dependent. In information theory,
b = 2 is the most common choice, as this allows a natural interpretation of
the entropy as the number of bits of information. In general, if we let b equal
the number of possible outcomes, the entropy will always be in the range
[0, 1]. When some of the p(i) = 0, we adopt the convention that 0 x log0 = 0.
The rationale for this choice is that limg_, 0 log 8 = 0 (MacKay, 2003).

Shannon entropy has many interesting properties. For example, we
always have H > 0. To see this, note that since probabilities are restricted
to the interval [0, 1], we must have p(i) > 0 and log p(i) < 0. Hence, the
product of the two must be negative, and the negative sum of such terms
must be non-negative. H > 0 holds with equality if and only if p(i) = 1
for any given i, indicating a scenario where no diversity is present in the
distribution.

Furthermore, the maximal value of H is achieved and equal to logn

if and only if all outcomes are equally probable (i.e., p(i) = % for all §)
(Shannon, 1948). To see this, let (for notational convenience) p(i) = p; for

i=1,...,n. Then, according to Gibbs’ inequality (Brémaud, 2012), we have

—Y pilogpi < - Y pilogg; (3.9)
i i

where ¢(i) = g; is any other discrete probability distibution with possible
outcomes i = 1,...,n that may or may not be identical to p(i). Furthermore,
the two sides are identical if and only if p; = ¢; for all i. Since the left-hand
side of the inequality is the entropy, we may write the above inequality as

H < —) pilogg; (3.10)
i

Suppose we let the second probability distribution be uniform, i.e., let
qi = 1/n for all i. Then (using the logarithm with base n), we have logq; =
—logn = —1 and the inequality becomes H < }'(1/i)n = 1. Thus, assuming
we use logarithm with base equal to the number of possible outcomes n, we
have H < 1, with equality if and only if the distribution p; is uniform.
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Figure 3.10: Entropy for different discrete distributions. The entropy is calculated using
Equation 3.8 with the logarithm of base 4, s.t. 0 < H < 1. In plot A we see that the uniform
distribution maximizes the entropy. Plot B and C show that when p(i) = 1 for any i, there
is no diversity, and H = 0.

3.11 Kullback-Leibler divergence

Entropy measures uncertainty or diversity within a single probability distri-
bution. On the other hand, Kullback-Leibler (KL) divergence, also known
as relative entropy, quantifies how one probability distribution differs from
another. It is also commonly used to compare two observed frequency distri-
butions over the same outcomes. If we have two distributions p(i) = p; and
q(i) =g;fori=1,...,n, the KL divergence is defined as

D(pllq) = }_ pilog (%) (3.11)

This measure is asymmetric, meaning that in general, D(p||q) # D(q||p)
(MacKay, 2003). KL divergence is also non-negative. To see this, we can
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rearrange Gibbs’ inequality from Equation 3.9:

—) pilogp; < =} pilogg;
Y pilogpi > Y pilogg
i i
Y pilogpi—Y piloggi > 0
i i

Y pi(logpi—logg;) > 0
i

ZPilOg(&) > 0
i qi

l
with equality if and only if p; = ¢; for all i.

Kullback-Leibler divergence = 0.137

il il

Kullback-Leibler divergence = 2.123
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Figure 3.11: Illustration of Kullback-Leibler divergence. The top panel depicts two
closely resembling distributions, resulting in a relatively low KL divergence. In contrast,
the bottom panel displays significantly dissimilar distributions, leading to a higher KL
divergence.
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3.12 Survival data

Suppose we have a study population where we have observed the time
lapsed between a predefined start point and some predefined event for each
individual. For example, the study population could be all patients enrolled
in a clinical study, the start point might be the time of inclusion in the study,
and the event might be death from any cause. However, some patients may
still be alive at the end of the study period considered, and what happens
to them beyond that point remains unknown to us. For such patients, the
observed time will be the last follow-up time, and we say that the survival
time is right-censored. A patient may also withdraw from the study or be lost
to follow-up before the end of the study period and before they experience
the event. For such patients, the survival time will be the last observation,
and these survival times are also referred to as right-censored. There are
other types of censoring, but we will focus on right-censored data as this is
the most prevalent type of censoring and is the case of the dataset considered
in this thesis analysis.

In principle, we may analyze survival data using similar methods to those
we use to analyze other continuous valued measurements. For example, we
could, in principle, perform regression with survival times as response values
using a generalized linear model (GLM) with a gamma distribution (see
Figure 3.13). This, however, would not take into account that some time
points correspond to events and others to time of censoring. We could
circumvent this problem by simply discarding the censored data points
and fitting the model to the event times only. This, however, would lead to
reduced statistical power since the censored time points are informative. It
would also lead to a biased estimator (ref).

Several methods have been developed for analyzing survival data. These
enable more accurate and comprehensive survival probabilities and hazard
rate estimates. Some of the common ones are discussed below.

3.13 Modeling survival times

It is common in survival analysis to model observed survival times as
realizations of a continuous random variable 7. Suppose the probability
density function (or PDF) of this variable is f(#) where r > 0 so that the
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Figure 3.12: Swimmer’s plot of survival data with right-censoring. Patient 1, 3 and
6 experience the event (i.e. death). Patient 2 and 4 are alive at the end of the study and
therefore censored. Patient 5 has dropped out of the study before the end of the study period
and before experiencing the event.

probability of T occurring in the interval [a,b] is Pr(a <T <b) = [, f f(s)ds.
The PDF contains all the information there is about the distribution, but it is
often more convenient and intuitive to consider the survival function

S(t) = Pr(T > 1) = / " f(s)ds (3.12)

which gives the probability that an individual survives at least until time ¢.
For example, in a clinical study, we would often be interested in comparing
the survival S;(7) in a patient population receiving a new treatment with
the survival S»(¢) in a patient population receiving standard treatment. If
S1(t) > S»(¢) for a given time point z, we would conclude that more patients
survive until time 7 under the new treatment than under standard treatment.
We may still have Sy (') < S»(¢') for another time point #’, in which case it
matters which time point we focus on when determining which treatment is
best. This difficulty is avoided if one assumes proportional hazards. This
will be described in more detail later.

The survival function satisfies S(0) = 1 and is a non-increasing function
of time with S(¢) — 0 as r — co. Thus the way survival is defined, all patients
will eventually experience the event. Whether we observe this event or
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Figure 3.13: Gamma distribution for different shape (k) and scale () parameters

not, however, depends on whether the patient is censored before the event
happens or not. Figure 3.14 shows an example of a survival function.

Yet another way to describe a survival distribution is through the hazard
function A(¢). This function represents the instantaneous risk of experiencing
the event at time ¢ given that they have survived until that time. It is defined
as (Aalen et al., 2008)

h(t) = % (3.13)

and can be interpreted as the instantaneous probability of the event happening
at time ¢ adjusted for the proportion of the population still at risk. The
cumulative hazard

H(t) = /O "h(s) ds (3.14)

is the total accumulated hazard at time ¢. The relationship between the
survival and the cumulative hazard is given by S(¢) = e~ ®) (ref).
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Survival Function over Time
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Figure 3.14: Survival function. Illustration of the survival function S(#) for hypothetical
survival data. We see that S(20) = 0.37, which means that the probability of a patient
surviving at least 20 days from the start of the study is 37%.
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end of study

Patient 1 4Q Dead : ; ’
Patient 2 ¢ Censored
Patient 3 s Dead ;
Patient 4 0 Censored
Patient 5 (o)) Cenésored :
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Figure 3.15: Hypothetical survival data

3.14 The Kaplan-Meier estimator

One of the first objectives in a survival analysis is often to estimate the sur-
vival curve S(¢). This is straightforward for uncensored data, as it is simply
the proportion of subjects alive at any time. To accommodate right-censored
data, we may instead use the Kaplan-Meier estimator. The starting point is a
set of observed survival times, some of which represent events and some of
which may represent right-censored observations. Let t1,1,, . . .,, denote the
unique event times and denote the number of subjects experiencing the event
at time #; as d; and the number of subjects at risk (i.e. still not experienced
the event and still not censored) at time #; as n;. The Kaplan-Meier estimator
of the survival S(¢) is then defined as:

SO =11 (1 — @) (3.15)

5<t n;

where #; <t is a shorthand notation for the set of indices i that satisfy the
inequality. The formula implies that the survival estimator is piecewise
constant with steps at the event times.

Example. Consider the survival data in Figure 3.15. There are six patients
and three unique event times #;, each with d; = 1 (i = 1,2,3). The number at
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risk at #; is ny = 6, so according to Eq.3.15 we have:

The number at risk at #, is ny = 4 since one patient has died and one has
been censored. Thus, 1 — % = % of the patients at risk survive past #. The
overall probability of surviving past #, is therefore

st =(1-21)-(1- ) =sw)-(1- 2= (2) (3) =3

ni nz na

Similarly, we find that % patients at risk survive past #3 and the overall
probability of surviving past #3 is

-s03- ())&

The resulting function is shown in Figure 3.12.
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1 2 ° Time

Figure 3.16: Kaplan-Meier survival curve. The survival function is estimated from a
hypothetical clinical study. Each step down in the curve represents an event, and points at
which the curve flattens indicate periods without events.

The Kaplan-Meier estimator is a non-parametric estimator since it does not
assume anything about the probability distribution for the event times. This
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makes the estimator very versatile and applicable in situations where the
distribution of survival times is unknown. Moreover, in section 3.15, we
describe how two or more Kaplan-Meier curves can be compared using
the log-rank test to determine if there are statistically significant differ-
ences between the survival functions of different groups. For instance, in
clinical studies comparing two or more treatments, Kaplan-Meier curves
allow researchers to visually and statistically compare the probability of
survival over time among different treatment groups. This can be crucial in
understanding which treatments are more effective at treating the disease.

3.15 Log-rank test

Suppose we conduct a clinical study where the patients are divided into a
number of groups that receive different treatments, and for each individual,
we record the survival. To assess whether the survival in all the groups is
identical or not, we may apply the log-rank test. A small p-value indicates
that not all the groups share the same survival. Another way of thinking of
the log-rank test is that of a method for assessing the association between a
categorical variable (with a finite number of levels) and survival. A small
p-value is then an indication of an association being present.

The intuition behind the log-rank test is that a difference in survival in
two or more groups must be linked to a difference in the proportion of events
in the groups. Thus, by comparing the proportion of events in the groups, we
can determine whether survival is different or not. For simplicity, we focus
on the case with only two groups. The proportions of events in the groups
can change over time, so we first determine the proportion experiencing the
event at each individual time point. We do this by examining the number
of events and the number at risk in each group at each time point #; and
calculating the ratio between the two. We next summarize all the proportions
in a single score.

A more formal description of this statistical test called the log-rank test,
is as follows. Define 71, ... ,1, as the times at which events occur in either of
the two groups and let dj; and d»; be the number of events at time ¢; in the
two groups. Also, let ny; and n,; denote the number of subjects a risk just
prior to time #; in the two groups. Finally, let d; = dy; + d»; and n; = ny; +no;.
We wish to test the null hypothesis that the two groups have identical hazard
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functions:

Hy : hi(t) =hy(¢t) forallt

We do this by comparing the total number of events in group 1 with the
expected number of events if the null hypothesis is true. The former is given
by Y.i'; d1; and the latter by Y} | %nl ;» so the difference between the two is

nd,’

n
D= Zdli_ Z —ny;
i=1

i=1 i

Normalizing the above difference by its standard deviation s under the null
hypothesis leads to the log-rank test statistic W = D /s, which can be shown
to follow an approximate standard normal distribution (James et al., 2013).
This enables us to calculate a p-value for the null hypothesis of no survival
difference between the two groups. An expression for the standard deviation
is (James et al., 2013)

I’lk—l

G— \/i die(nig/mi) (1 — nig/mi) (e — di)

k=1

The above approach takes into account censored subjects since the number
at risk includes all subjects still being observed at the given time point. This
includes all subjects experiencing an event and all subjects being censored
at this time point or later. Another useful feature of the log-rank test is that it
makes minimal assumptions about the underlying survival distributions. It is
non-parametric, making it robust and widely applicable in various contexts
where the form of the survival distribution is unknown or difficult to model.
However, we have to assume that the hazard functions for the compared
groups are proportional over time. This is called the proportional hazards
assumption and implies that the ratio of the hazard functions between the
two groups is constant over time. If one group has a higher risk of the event
occurring at a given time, this increased risk is assumed to be consistent
across all time points. The log-rank test is most potent and appropriate when
this assumption holds. If we violate the proportional hazards assumption,
the log-rank test results may be unreliable, and other methods may be more
suitable.
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3.16 Cox’s proportional hazards model

As described above, the log-rank test can be used to assess the association
between a categorical variable and survival. Sometimes, the categorical
variable is derived from a continuous variable through thresholding. For
example, we may have a continuous variable representing a risk score and a
derived categorical variable with levels ”low,” ”intermediate,” and "high,”
depending on the magnitude of the score. The log-rank test cannot be used to
assess directly the association between the continuous variable and survival,
but Cox’s proportional hazards model - also called Cox regression - can
be used for that purpose. In fact, Cox regression allows estimation of the
strength of association between both continuous and categorical variables
on survival. Furthermore, Cox regression allows investigation of the joint
association of multiple variables with survival.

Cox regression is, in a sense, the closest analogy to linear regression for
survival data. Just as linear regression models the relationship between a
dependent variable and one or more independent variables by estimating
their coefficients, Cox regression models the relationship between the hazard
function and covariates, estimating the impact of each covariate on the risk
of the event occurring over time.

In the proportional hazards model, the hazard function for an individual
i with feature vector x; at time ¢ is given by (Cox, 2018)

h(t | x;) = ho(t) exp(Bixi1 + Baxiz + -+ + Bpxip) (3.16)
p
= /’L()(l) exp Z ﬁjxij (3.17)
j=1
where f,...,, are the parameters of the model. Note that there is no

intercept term f in the model; this is encapsulated in the baseline hazard
function hg(z) which represents the hazard function for an individual with
all features equal to zero (i.e. x;; = ... = x;, = 0). Note that ho(t) is not
dependent on the feature vector x; and thus is shared across all individuals.

The proportional hazards model, as the name suggests, makes the as-
sumption of proportional hazards, which implies that the hazard ratios
between any two individuals are constant over time. Specifically, the ratio
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of the hazard functions for two individuals i = 1 and i = 2 is given by:

hi(r)  ho(t)exp(Xf_ Bjx1j)  exp(Ef_; Bjx1))
ha(t) — ho(t)exp(Xh_, Bixaj)  exp(Xh_; Bjxa))

(3.18)

Since the baseline hazard function /g (t), which is the only time-dependent
factor, is canceled out, we see that the hazard ratio does not depend on time.
As a consequence, we must assume that the groups are not experiencing
significantly different risks at different times.

The parameters of the proportional hazards model, i, B2,..., B, are
estimated using the partial likelihood method as proposed by Cox (1972).

Unlike the full likelihood, which requires specifying the baseline hazard
function hg(r), the partial likelihood focuses on the order in which events
occur. This sequential approach is similar to the Kaplan-Meier estimator and
the log-rank test. The partial likelihood is given by

n eXp(szl ﬁjxij)
; ) ! 3.19
(B) g Y cR(n) exp(zgzl Bjxij) (3.19)

Here, n is the number of observed events, x;; is the j-th feature value for
the individual experiencing the event at time 7;, and R(#;) is the set of patients
at risk of experiencing the event at time ¢;. The partial likelihood function
L(B) is then maximized with respect to the regression parameters 3. By
maximizing L(3), we obtain the values of (3 that best explain the observed
order of events, effectively capturing the relationship between the covariates
and the survival times. Note that Cox’s version of the partial likelihood
does not allow for ties between patients in event times, and other alternative
methods such as Efron (1977) have been proposed for approximating the
partial likelihood in the case of tied survival times.

The estimated parameters Bl» Bz, ceey Bp can provide insight into the
effect of the features on the survival of the patient. If we increase the feature
x;; for the ith patient by one unit, the hazard ratio is given by exp(S;). If
the hazard ratio is less than one, then the hazard will decrease, and thus,
the survival of the patient will increase, and if the hazard ratio is greater
than one, then the hazard will increase, leading to decreased survival. After
estimating the parameters 3, we still need to estimate the baseline hazard
function Ay(z) to use the model given by Eq.3.16. The most common (Lin,
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2007) method for this purpose is the Breslow estimator. This approach is
discussed in detail by Breslow (1972).
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Chapter 4

Clustering by attention to
multiple protein subsets

Outline of chapter

This chapter presents a novel clustering algorithm called CAMPS
for single-cell protein expression data. By incorporating prior
knowledge about expected combinations of protein markers for
distinct cell types, we aim to enhance both the accuracy and reli-
ability of the clustering outcomes.

4.1 Introduction

Suppose we have a dataset with single-cell protein expressions for many
cells in a cell population. If the cell population comprise several different
cell types, each characterized by a unique protein expression profile, then we
might reasonably expect unsupervised clustering to be able to identify each
cell type as a separate cluster. However, the separation between different
cell types becomes blurred when the data are high-dimensional and noisy.
This is a consequence of the fact that the concept of localness is ill-defined
in high dimensions James et al. (2013). One way to circumvent this problem
is to calculate distances between points in a low-dimensional subspace. For
example, if we happen to know that only a specific subset of features are
relevant to the clustering, then we might use the subspace spanned by those
features. We actually have several such subsets for the single-cell protein
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expression data, each corresponding to the protein markers identifying a
particular cell type. Using these subsets one at a time to define pairwise
distances, we can direct attention to relevant protein features for individual
cell types and thus guide the clustering. This is the basic principle behind the
CAMPS algorithm. In addition to the data, the algorithm takes one or several
subsets of features as input. This assumes that the user has knowledge of
which features are relevant for each cell type, and for immune cells, we have
such knowledge (Delves et al., 2017). Such knowledge also exists for many
other cell types. Known in machine learning as zero-shot classification, this
approach can be a powerful means of deriving more relevant clusters. In the
following sections, we describe the CAMPS algorithm step by step.

4.2 Protein panels

A protein panel is a subset of the proteins that can be used to identify a
particular cell type. For example, a protein panel for T killer cells might
consist of the two proteins CD3 and CDS8. All T killer cells have high
expression of both these proteins and no other cells express both CD3 and
CDS. In CAMPS, we define several protein panels to cover all the cell types
that we expect to encounter and that we are interested in. The panels are
jointly represented as a binary matrix S = (s;;), where s;; = 1 if the jth
protein is a member of the ith protein panel/subset and s;; = 0 if the jth
protein is not part of the ith protein panel. An example of this is shown in
Figure 4.1.
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Figure 4.1: Panel matrix. Rows correspond to protein panels and columns correspond to
protein markers. Values are 1 for markers that should be present and O for markers of no
relevance.

The first row/protein panel indicates the protein markers associated with T
helper cells, defined specifically by high expression levels of CD3 and CDA4.
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The third row defines our subset of protein markers for identifying B-cells,
characterized by high levels of CD16 and CD20. The combination of protein
markers that we associate with a specific cell type is available from existing
literature.

4.3 Data reduction

The first task in CAMPS is to reduce the number of objects to be clustered by
replacing groups of similar objects with one common representative. Known
as vector quantization, this operation substantially reduces the computing
time and memory use in downstream processing. This is relevant since the
second step of the algorithm requires computation and storage of all pairwise
distances between objects. To achieve the above object reduction, we apply
k-means clustering and select k large enough to keep important structural
features of the original data set. The choice of k is a trade-off between
achieving a compact representation (small k) and a faithful representation of
the original data (large k). In this thesis, we selected kK = 1000. The common
representatives were simple averages of the object vectors in a group (i.e.,
centroids); if we expect a substantial number of outliers, then one might
consider using the median instead.

Let E = (e;j) denote the original n x p expression matrix, where n is
the number of cells and p is the number of proteins. The data reduction
transforms E into an n’ x p matrix E = (&;;) where n’ is the number of
common representatives (centroids). Visually:
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4.4 Panel clustering

The next step in CAMPS is clustering the rows in the reduced data set £
with respect to each predefined protein panel. For this purpose, we used
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hierarchical clustering with Ward linkage, which generally seems to work
well. Each clustering (hereafter called sub-clustering) utilizes one of the
predefined protein panels and focuses exclusively on the expression of the
proteins included in the respective protein panel. Rather than using a fixed
number of clusters, we use the silhouette score to determine the optimal
number of clusters in each clustering. The possible choices for the number
of clusters were limited to the interval 3-10 in the analyses reported in this
thesis. Note that the number of clusters can differ across the sub-clusterings.
The approach just described is reminiscent of a single step of the manual
gating method for clustering the data into cell types. The combined result
of all the sub-clusterings is a matrix C = (c;;), where c;; denotes the cluster
label assigned to the ith centroid (common representative) during the jth
sub-clustering. Thus, for each centroid that we cluster, there will be as many
cluster labels as there are predefined protein panels. See Figure 4.2 for an
overview of the process.
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Figure 4.2: Panel clustering. The centroids found in the first step are clustered with respect
to each of the protein panels. This results in a dendrogram for each protein panel. The
silhouette score method is used to determine the number of clusters for each dendrogram.
The cluster labels obtained from all the panel clusterings are collected in a matrix C.

4.5 Deriving the final clustering

The final step of the CAMPS algorithm is to derive a single combined
clustering of the cells from the matrix C found in the previous step. Recall
that C contains multiple cluster labels for each centroid and that each centroid
represents several cells. In the following, we focus first on the clustering of
the centroids; when this has been accomplished, we let all the single cells
that a centroid represents inherit these cluster labels.



4.5 Deriving the final clustering 51

To facilitate this final clustering, we must establish a method for meas-
uring the distance between centroids based on their labels from the sub-
clusterings. A straightforward approach might be to use the Euclidean dis-
tance; however, this method assumes that, for example, label 1 is closer to
label 2 than to label 3 in the jth sub-clustering, which is misleading since
the numerical value of cluster labels is assigned arbitrarily and does not
reflect actual proximity. An alternative measure could involve assessing the
dissimilarity between centroids, essentially counting how many sub-cluster
labels differ between them and using this count as the distance measure.
While this method directly reflects discrepancies in clustering outcomes, it
has a significant drawback. As previously mentioned, our goal in each sub-
clustering is to identify a cluster that specifically encapsulates the relevant
cell types. Suppose two centroids fall into the same cluster in a given sub-
clustering. In that case, it is crucial to determine whether this cluster indeed
corresponds to a significant cell type or is merely an incidental grouping.
Dissimilarity alone fails to convey this level of detail. Instead, we propose
a different method to quantify the distance between centroids. This new
approach will reflect the clusters’ biological significance, distinguishing
between meaningful and incidental groupings, thus allowing for a more
nuanced final clustering.

The main idea is to determine which clusters in each sub-clustering are
of interest and which are not. Suppose we are performing a sub-clustering
for the protein panel that aims to identify T helper cells. In this case, we are
only considering the features CD3 and CD4, and the clusters identified might
look like what we see in Figure 4.3. We clearly see that the green cluster
contains the T helper cells, which we are trying to separate in this particular
sub-clustering. The other clusters are not of interest. Centroids that share the
label are clearly both T helper cells, so this should receive a large score. In
other words, we want to pay much attention to this particular sub-clustering
if two centroids share the same green cluster label. If the centroids share
the blue or red cluster label or do not share the label at all, then we will
not pay attention to this particular sub-clustering. To accomplish this, we
assign an attention weight to each cluster. We do this by finding the average
expression value for each protein considered in the subset, and taking the
minimum of these. In the plot, the green cluster has an average expression
of 0.8 for both CD3 and CD4. The minimum of these is 0.8, so we let the
attention to this sub-clustering be 0.8 if the centroids share the same label
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here. The red cluster shows a high expression of CD3 but a low expression
of CD4. If we take the minimum of these, we find that the attention weight
will be low. Similarly, the attention weight for the blue cluster will be low.
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Figure 4.3: Example of sub-clustering.

Formally, the attention weights are defined as follows. Consider a protein
panel k and a cluster j in that protein panel. For each protein r in that
panel, we first calculate the median expression x; - across all the samples
(centroids) in the jth cluster. We then define the attention weight as

_ min(xkjl yeun ,xkj,)
Zs min(xksl yoo 7xksr)

ij

All the proteins in the panel must have a high median expression to obtain a
high attention weight. The denominator normalizes the weights within each
protein panel to 1, ensuring that all the protein panels receive the same total
weight. The final step of the CAMPS algorithm is to perform hierarchical
clustering of the rows of C with the distance measure

dij =— ZI(Cik = Cjk)kaik?
k

and using Ward linkage. Here, /(-) is the indicator function and is 1 if the
condition is true and O otherwise. The sum is over the protein panels k. Note
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that the distances as calculated above are negative or zero; to use them in
hierarchical clustering, we use instead d; i =dij— min(d; j), which ensures
that all distances are nonnegative. Finally, the dendrogram in cut into K
clusters to generate cluster labels. Cells inherit the label for the centroid
representing them.
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4.6 Complete algorithm

Algorithm 4: CAMPS

Input: (a) A protein expression matrix E = (e;;) where e;; is the
expression of the jth protein in the ith cell; (b) A binary matrix
S = (sij) specifying protein panels (subsets) where s;; = 1 if the jth
protein is a member of the ith subset and s;; = 0 otherwise; (c) The
desired number of clusters K > 0.

Output: A cluster label y; for each cell.

1. Data reduction: Cluster rows in E by k-means with k£ = 1000,
calculate centroid for each cluster and collect centroids in E.

2. Panel clustering: For each protein panel: perform hierarch-
ical clustering with Ward linkage to the rows of E, and cut the
dendrogram into g subclusters (where q is found by maximiz-
ing the silhouette score) to derive cluster labels for the rows.
Combine the results from all the panel clusterings in a matrix
C = (c;j) where ¢;; is the cluster label for the ith centroid in the
Jjth clustering.

3. Calculate Attention Weights: For each protein panel k and for
each cluster j in that protein panel, calculate median protein
expression for each protein r in the protein panel. Let wy ; be the
minimum of these medians. Finally, calculate attention weights

Wkj = Wij/ s Wis-

4. Final clustering: Perform hierarchical clustering of the rows
of C with the distance measure d;; = — Y I(cik = ¢ jx)Wi.¢,, and
with Ward linkage. Here, I(cj = cji) is the indicator function
and is 1 if the class labels match and O otherwise. The sum
is over the protein panels k. Finally, cut the dendrogram in K
clusters to generate cluster labels. Cells inherit the label for the
centroid representing them.

J

Algorithm 4 can be extended to include negative protein markers, i.e.,
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proteins that should not be expressed in a protein panel. The only change
we have to make is how attention weights are calculated. Let x1,...,x, and
Y1,--.,yr denote median protein expressions for positive and negative protein
markers, respectively. Then we let Wy ; = min(x1,...,x;) —max(yi,...,y,).

4.7 The protein panels considered

For further reference, Table 4.1 shows the protein panel that was used for
the CAMPS algorithm in this thesis.

Cell type CD8a | CD3 | CD56 | CD14 | CD4 | CD64 | CD16 | CD66b | CD20
B cells 0 -1 0 0 0 0 0 0 1
CD4+ T cells -1 1 0 0 1 0 0 0 0
CD8+ T cells 1 1 0 0 -1 0 0 0 0
Monocytes 0 0 0 1 0 1 -1 0 0
Neutrophils 0 0 0 -1 0 0 1 1 0
NK cells 0 -1 1 0 0 0 1 0 0

Table 4.1: The protein panels used in the thesis analysis. Only the proteins that were
part of at least one of the panels are shown.
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Chapter 5

Results

Outline of chapter

In this chapter we use the previously described clustering methods
including the novel CAMPS method to derive compact represent-
ations of real and simulated CyTOF data. After presentation of
the datasets, we investigate the ability of the cluster methods to
distinguish between cell types and their ability to provide useful
representations for prediction of treatment response and overall
survival.

5.1 The AML dataset

Clinical features

In a recent study conducted at Haukeland University Hospital in the period
2016-2023, a cohort of 32 acute myeloid leukemia (AML) patients were
administered standard induction chemotherapy (Tislevoll et al., 2023). Two
of the patients were discarded from the analysis reported here for reasons
outside my control, resulting in a total of 30 patients available for this thesis
project. Access to the data was provided through a collaboration between
the University of Bergen and Haukeland University Hospital.

Treatment response was evaluated approximately 17 days after treatment,
resulting in a binary classification of patients into complete responders (CRs)
and others (patients with partial response, stable disease, or progressive
disease). Patients were also followed for some time after the treatment to
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obtain overall survival (i.e., time to death by any cause). This resulted in
a continuous variable indicating either time to death by any cause or the
last recorded observation of the patient for those still alive at the end of the
study period. The estimated overall survival (OS) is shown in Figure 5.1 and
clearly demonstrates that even with the given treatment, the survival is very
poor, with a median survival of less than 1.5 years.
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Figure 5.1: Kaplan-Meier survival curve for all patients. Here, we see the estimated
overall survival probability of the AML patients over time. The plot illustrates the propor-
tion of patients surviving over a period of 730 days (approximately 2 years). The y-axis
represents the survival probability as a percentage, while the x-axis indicates the time in
days. The number of patients at risk at various time points is indicated below the x-axis,
with an initial cohort of 30 patients. The survival curve demonstrates a gradual decline
in survival probability, with significant drops at various intervals, reflecting the mortality
events over the study period.

Protein expression data

Mass cytometry (CyTOF) was used to analyze blood samples taken from
the patients (see Section 2.2 for a description of CyTOF). This resulted in
the quantification of 36 proteins of which 21 were proteins expressed on
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the surface of cells (surface markers) and 15 were proteins expressed in the
interior of the cells (intracellular markers). Table 5.1 provides an overview
of the proteins. Note that the panel includes the protein CD8a but not CDS.
CD8a is one of the subunits of the CD8 molecule, and the expression of
CD8a is, therefore, closely related to the expression of CD8. The terms CDS§
and CD8a will be used interchangeably in the rest of the thesis.

Surface proteins | Intracellular proteins
Ax]1_1H12 Caspase3_cleaved
CD3 CyclinB1
CD4 pAkt
CD7 pAxl
CD8a pCREB
CD11 pErk
CD14 pHistone3
CD16 pNFkB
CD20 pP38
CD25 pRB
CD33 pS6

CD34 pSTAT1
CD38 pSTAT3
CD45 pSTATS
CD56 p4E_BP1
CDo4

CD66b

CD90

CD117

CD123

HLA.DR

Table 5.1: Proteins in the CyTOF dataset. There are 36 proteins in total, of which 21 are
expressed on the surface of a cell (left column) and 15 are expressed inside the cell (right

ELRT]

column). The letter ’p” in front of some of the intracellular proteins indicates that only the
phosphorylated form of the protein is measured.

Briefly, the protein expression data consisted of three measurements for
each patient based on blood samples obtained at the initiation of induction
therapy (0 hours), after 4 hours, and after 24 hours. The measurement at 4
hours was incomplete (3 missing values) and was excluded from the current
analysis. An extension of the analysis to include these measurements would
be straightforward, but it was concluded that this would not add significantly
to the goal of the present analysis. Preliminary studies (Tislevoll et al., 2023)
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furthermore suggest that the samples taken at 4 hours are less informative
for treatment response and survival than the samples taken at 24 hours.

Cells found in blood primarily consist of red blood cells (erythrocytes)
and immune cells (lymphocytes and cells of myelogenic origin). Other cell
types may occasionally occur, such as epithelial cells in patients with solid
tumors, but these are of no concern in our analysis. Red blood cells are
usually removed before CyTOF analysis by lysis (i.e. breaking up the cells)
or centrifugation, and this was also done in this study. Hence, the single-cell
data represent almost exclusively immune cells and the combination of
surface proteins found in a cell provides valuable information about the type
of immune cell.

The dataset’s detailed protein expression profiles allow for in-depth ana-
lysis of cellular behaviors and responses to treatment. The surface markers
play a crucial role in identifying various cell types within the blood samples,
while the intracellular markers provide valuable information on the signaling
pathways and functional states of these cells.

Tislevoll et al. (2023) demonstrates that early signaling changes, par-
ticularly in ERK1/2 and p38 MAPK phosphorylation, significantly predict
patient survival. The dataset from Haukeland University Hospital offers a
rich resource for exploring the single-cell protein expression landscape in
AML patients, aiding in evaluating early responses to induction therapy.

The number of cells analyzed by CyTOF in each blood sample ranged
from 16,037 to 530,283. The upper limit of this range posed serious computa-
tional problems with the available hardware, and the variability itself caused
additional challenges in the comparative analyses. A subsampling approach
was employed to address these issues. To this end, a fixed number of cells
were randomly sampled without replacement from each blood sample. This
streamlined subsequent analyses by reducing the computational load without
seriously compromising the diversity of the data. The number of cells was
chosen to be slightly less than the lower limit of cells per sample, or specific-
ally N=16,000. This number was found to be sufficiently small to ensure
efficient processing and analysis in later methods, while still being large
enough to capture the biological variability within each sample. The original
dataset totaled approximately 10 million cells across all the 60 available
blood samples (two samples per patient). After subsampling, the total size of
the CyTOF dataset was reduced to roughly 1 million cells, i.e., a reduction
to 10% of the original size (see Figure 5.2). Some of the methods used
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required even fewer cells than this to run efficiently and manage memory
limitations. In those cases, the subsampled data were further subsampled for
performance.
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Figure 5.2: Number of cells per sample. The sizes are sorted in decreasing order. The red
dotted line shows the number of cells subsampled from each blood sample.

Several visualizations were generated to verify that subsampling main-
tained the integrity and representativeness of the data. One such plot is
shown in Figure 5.3 where CD3 and CD8 marker intensities are plotted
against each other. High values of CD3 and CD8 are used to characterize
T cells, and the plot demonstrates that the key cell population is still well
represented in the subsampled data. Similar plots were inspected for other
cell types.

Raw CyTOF data are essentially counts and typically have a skewed
distribution with a long right tail. It is common to transform the data to
prevent that large values dominate too much in downstream analyses. A
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CD8a

CD3

Figure 5.3: Scatter plot of CD3 vs. CD8 after subsampling. Each dot represents a single
cell, and the cells within the red circle are gated as CD8+ T cells, showing that the CD8+ T
cell populations are well represented in the subsampled data.

log transform is one way of achieving this, but it cannot be used directly if
the data contains zeros or negative values. Such values can appear in raw
CyTOF data due to background subtraction. An alternative transformation
that does not have this problem is the arcsinh function

In(x+vx2+1)

a

arcsinh(x) =

where a > 0 is referred to as the scale factor (see Figure 5.4). This transform-
ation can handle negative input values and approximates a log transformation
at higher values. In addition, it behaves linearly near zero. The scale factor
a controls how far from zero the transformation behaves approximately
linearly; larger values of a result in a more extensive linear region. Due to
these properties, the arcsinh transformation is widely used for preparing
CyTOF data for clustering. Bendall et al. (2011) recommend 5 as the most
appropriate value for the scale factor a for CyTOF data, which is the value
used for the transformation in this thesis. Before the downsampled dataset
was used for analysis, the protein expressions were arcsinh-transformed.
Figures 5.5 and 5.6 illustrate the impact of this transformation on the
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protein expression distributions. The top panel in Figure 5.5 shows the raw
expression values for markers CD66b, CD4, and HLA.DR, which exhibits
highly skewed distributions with extreme outliers. After applying the arcsinh
transformation, as seen in the bottom panel, the distributions become more
normalized, and the boundaries between high and low expression intensities
become apparent. In Figure 5.6, we observe that the transformed expressions
now operate within similar ranges across the markers, which is beneficial for
subsequent clustering analyses using Euclidean distance. This normalization
prevents any single marker from disproportionately influencing the clustering
results due to its initial broader range, ensuring that all markers contribute
more equally to the analysis.

f(x)

log(x)
—— arcsinh(x)
—— arcsinh(x/5)

-2

Figure 5.4: Illustration of the arcsinh transformation compared to the log transform-
ation. The plot shows three functions: log(x) (red), arcsinh(x) (green), and arcsinh(x/5)
(blue). The arcsinh transformation handles negative values and large ranges of CyTOF
data while maintaining properties similar to the log transformation at higher values. The
arcsinh(x/5) transformation, with a scale factor of 5, provides a linear approximation near
zero, which is particularly useful for normalizing CyTOF data.
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Figure 5.5: Expression values for selected markers before and after arcsinh trans-
formation. The top panel shows the raw expression values for markers CD66b, CD4,
and HLA DR, illustrating the typical skewed distributions observed in CyTOF data. The
bottom panel displays the same markers after applying the arcsinh transformation, which
normalizes the distributions and makes them more suitable for subsequent analyses. The
transformation helps to stabilize variance and reduce the influence of extreme values, facil-
itating better differentiation between high and low marker intensities.
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Figure 5.6: Boxplots showing the distribution of protein expressions for all markers be-
fore and after arcsinh transformation. The boxplot on the left depicts the raw expression
values. The boxplot on the right presents the same markers after the arcsinh transformation.
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5.2 Identifying cell types manually

Initially, the CyTOF dataset of single cells lacked cell type annotations.
Manual gating was performed using the sequential gating strategy in Russo
et al. (2019) and the R package CytoExploreR (Hammill, 2021) to generate
cell annotations and obtain the necessary statistics and characteristics for
modeling specific cell types.

All events Leukocytes

DNA1
CD16

2 H a s B o ' 2 a 4 H 6 o 2 4
CD45 CD66b CD14

T
0o s . s
Mononuclear Leukocytes Tcells T cells without NKT cells

CD20
CD56
CD8a
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CcD3 CcD3 CD4
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CcD16
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CD56 CD14

Figure 5.7: Manual gating strategy. A gating scheme showing the manual gating strategy
and boundary selection used to identify immune cell populations from CyTOF data. The
color of the box around the title of the plot corresponds to the color of the populations shown
in the gating tree (Fig.5.8). The detailed gating strategy was as follows: First, leukocytes
were identified by gating on CD45" and DNA1. Subsequently, mononuclear leukocytes
(CD66b™) and polymorphonuclear leukocytes (CD66b™) were differentiated. From the
population of polymorphonuclear leukocytes, neutrophils were identified by gating on
CD14 CD16". The mononuclear leukocyte population was further classified into T cells
(CD3TCD207) and B cells (CD3~CD20"). The remaining cells (CD3~CD20~) were
divided into NK cells (CD56%™CD16%™) and monocytes (CD14*CD167). Finally, CD4 "
T cells and CD8™ T cells were gated from the population of T cells.
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This approach allowed for the creation of a simulated dataset to evaluate
the clustering performance of subsequent methods. Minor adjustments to
the gating strategy in Russo et al. (2019) had to be made since some of the
protein markers used in the paper were not available in the data analyzed
here. The result for the AML dataset is shown in Figures 5.7 and 5.8.
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Figure 5.8: Gating tree. Nodes represent cell populations, and edges represent steps in
the manual gating of the AML data. The root node at the top of the figure represents all
cells, and the path from the root to a leaf node represents the steps performed to isolate the
cell type represented by the leaf node. Numbers on the edges represent the percentage of
cells in the parent node that are transferred to the child node. Smaller nodes correspond to
smaller subpopulations of cells, and the colors are consistent with those used in Figure 5.7
and Figure 5.9.

After manual gating, the proportion of cells assigned to each cell type in each
sample was calculated. The distributions of these proportions are shown in
Figure 5.9 and show that the mean and variance differ quite substantially
between cell types.
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Figure 5.9: Violin plot showing the distribution of cell types across samples. The colors
of the violins correspond to the color of the populations shown in the gating tree (Fig.5.8).

The mean and variance are smallest for B cells and NK cells, interme-
diate for T killer cells and monocytes, and highest for T helper cells and
neutrophils. For comparison, the mean values above are compared to ordin-
ary proportions for different cell types in blood in healthy individuals (see
Table 5.3). Observe that the proportion of T cells is well above the reference
range, while the proportion of neutrophils is well below the reference range.
In addition, both monocytes and NK cells are slightly outside their reference
ranges. Such shifts in distributions are expected in AML (senior consultant
Marianne Brodtkorb, personal communication).

When performing manual gating on CyTOF data obtained from blood
samples of patients with AML, several challenges arise due to the nature of
the disease. AML can significantly affect cell surface marker expressions
and the relative frequency of different cell populations, complicating the
gating process. The presence of leukemic blasts and altered cell phenotypes
can obscure the plots, making it difficult to establish clear gating boundaries.
This complexity is compounded by the high variability in the expression of
markers caused by the malignancy, leading to a high proportion of aberrant
or ’corrupted” cells (Tislevoll et al., 2023) that can further confound the ana-
lysis. The variability in neutrophil proportions shown in 5.9 can possibly be
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. Reference value (%) Reference range (%)
Celltype | Estimated (%) | g ger et al. (2023) DIPS
B cells 6 4 14-6.8
T cells 48 21 12.8 -30.5
Monocytes 11 8 3.0-109
Neutrophils 28 62 36.1-734
NK cells 6 4 14-5.6

Table 5.2: Cell type proportions. For each cell type the table shows the proportion of
immune cells of that type in the AML dataset (found by manual gating as previously
described), the reference value according to Sender et al. (2023), and the reference range
used by the central laboratory at Radiumhospitalet, Oslo and obtained from DIPS by senior
consultant Marianne Brodtkorb. This reference range was provided for the ith cell type as
arange [a;,b;] on the number of cells per unit volume, and was translated to a percentage
range [A;, B;] using the formulas A; = 100a;/(a; + ¥ j4;c;) and B; = 100b;/(b; + ¥ j+;¢;)
where ¢; = (aj+bj)/2. This corresponds to the assumption that for the ith cell type the
percentage range is calculated under the assumption that all other cell types are fixed at
their mean value.

attributed to the effects of AML, which can lead to neutropenia, a condition
characterized by abnormally low levels of neutrophils. Neutropenia occurs
due to the reduced production of normal hematopoietic cells, including
neutrophils, caused by the proliferation of leukemic blasts (Hansen et al.,
2020).

Despite these challenges, the primary objective of the gating process
in this study was not to achieve perfect cell-type annotations. Instead, the
goal was to obtain sufficient statistics and characteristics related to various
cell types. This information was essential for creating a simulated dataset to
evaluate the performance of subsequent analytical methods described in this
thesis. By focusing on generating these statistical parameters rather than on
precise cell classification, the manual gating served its purpose effectively,
even in the presence of AML-related complexities.

5.3 Simulating CyTOF data

For each identified cell type, a separate Gaussian mixed model (GMM) was
fitted to the manually gated data for each of the following cell types: B
cells, T helper cells, T killer cells, monocytes, NK cells, and neutrophils.
The components were modeled as having variable shapes, equal sizes, and
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Figure 5.10: UMAP projection of manually annotated cells. The color of the datapoints
corresponds to the cell type shown in the box.

equal orientations (referred to as VEE). Fitting the GMM involved determ-
ining the optimal number of components (up to three) and estimating each
component’s means, covariances, and mixture weights. The optimal number
of components used for the model was selected according to BIC. Three
components gave the best BIC for all six GMMs used to model the cell

types.

Using the GMMs, a specified number of cells could be generated for each
cell type and then combined into a single dataset. This approach allowed
for creating a simulated dataset with known true cell types and proportions,
facilitating the assessment of clustering algorithms’ performance by evaluat-
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ing the purity of the clusterings. Furthermore, the simulation model allowed
for the creation of multiple datasets, which was used to investigate the
sensitivity of the algorithms to changes in the training data. The simulation
model also provided the flexibility to adjust the variance of the simulated
data. This feature enabled the evaluation of clustering algorithms under
varying levels of noise. By adjusting the variance, different scenarios could
be simulated. This was used to benchmark the performance of different
clustering algorithms and understand their robustness and limitations in
various conditions. Two different simulation sets were generated:

e Sim 1: n=60,000 simulated cells with equal proportions of the differ-
ent cell types, i.e. 10,000 cells of each cell type.

* Sim 2: n=60,000 simulated cells with cell type proportions matching
the proportions found in the AML dataset (Table 5.2).

The number of cells per cell type for the different simulations is shown in
Table 5.3.

B cell | T helper | T killer | Monocyte | Neutrophil | NK cell
Real
n=381,400 23,277 | 116,014 69,940 40,612 108,382 23,175
Sim 1 10,000 10,000 10,000 10,000 10,000 10,000
n=60,000 ’ ’ ’ ’ > )
Sim 2
n=60,000 3,661 18,250 11,002 6,388 17,050 3,649

Table 5.3: Number of cells per cell type in the real and simulated datasets.

Figure 5.11 and Figure 5.12 show how the simulation 1 dataset compares
to the original dataset. Note that the sharp edges present in the original cells
result from the selected boundaries during manual gating (see Fig.5.7). The
general trend of the original cells is evidently preserved in the simulation.
That being said, some instances could prove problematic for further analysis.
For example, the top left plot in Fig 5.11 shows the distribution of B cells. We
see that a significant proportion of the simulated cells show a low expression
of CD20, which is the marker used to identify B cells. Furthermore, by
investigating the UMAP projection of simulation 1 (shown in Fig.5.13), we
see that CD4™" T cells, CD8" T cells and monocytes are well separated from
the other cell types. However, the B cells, monocytes, and NK cells are more
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tightly packed together. Figure 5.14 shows that the UMAP projection of
simulation 2 follows a similar pattern.
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Figure 5.11: Surface proteins for the AML dataset and simulation 1. The scatter plots
show the expression of selected surface markers for the AML data and for simulated cells
(Sim 1). The red cells are simulated, and the black cells are from the original dataset. Each
plot shows 10,000 simulated cells and 10,000 randomly sampled original cells.
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Figure 5.12: Intracellular proteins for the AML dataset and simulation 1. The scatter
plots show the expression of selected intracellular proteins for the AML data and for
simulated cells (Sim 1). The red cells are simulated, and the black cells are from the original
dataset. Each plot shows 10,000 simulated cells and 10,000 randomly sampled original

cells.
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Figure 5.13: UMAP projection of cells from simulation 1. The color of the datapoints
corresponds to the simualted cell type
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Figure 5.14: UMAP projection of cells from simulation 2. The color of the datapoints
corresponds to the simualted cell type

5.4 Clustering CyTOF data

The attention will in this and the following sections be directed towards a
comparison of various clustering methods on the specific task of clustering
CyTOF data. In this section, we will present the clustering algorithms used,
the datasets considered, and the parameters of the model. We will also
inspect the degree of concordance or discordance between the clustering
results of different methods; later we will investigate how well the different
methods are able to recapture the true cell types (Section 5.5) and how useful
the methods are for construction of input features for prediction of treatment
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outcome (Section 5.6). An overview of the clustering methods (and variants
thereof) to be studied in the following is provided in Table 5.4.

Method Acronyms

CAMPS camps

K-means kmeans

Metaclust mclust

Hierarchical hc.single, hc.average, hc.complete, hc.ward

Hierarchical w/minimum cluster size  hc.single*, hc.average*, hc.complete*

Table 5.4: Clustering methods. The table lists the various approaches considered in the
following for identifying a prespecified number K of clusters from single-cell CyTOF
data. Linkage methods considered in hierarchical clustering were single, average, complete,
and Ward. In CAMPS, K-means and Metaclust, the desired number of clusters is an input
parameter. In hierarchical clustering, the desired number of clusters was identified by a flat
cut of the dendrogram into K subclusters. In hierarchical clustering with minimum cluster
size, the dendrogram was iteratively splitin K,K 4 1,... clusters until K clusters satisfied
the cluster size requirement (clusters not satisfying the requirement were discarded). Full
names and acronyms will be used interchangeably.

The methods in the table all allow (indeed require) the specification of
the desired number of clusters K to produce a cluster assignment of the
input samples. For hierarchical clustering, it is implicitly assumed that the
cluster assignment is found by horizontally cutting the dendrogram into K
subclusters that are named C1,C2,... from left to right. In this thesis, we
both consider cluster assignment with K fixed and with K determined from
the data using the silhouette score (as described in Section 3.5).

Datasets

As previously described, we considered both real data (from AML patients)
and synthetic data for the empirical comparison of clustering methods.

AML data: these were either unfiltered or filtered, depending on our ques-
tion. The filtering removed all cells except those that were identified
as one of the six target cell types in the manual gating described in
Section 5.2. Only filtered data were considered for comparing cluster
assignments (this section and section 5.5). This allowed the assess-
ment of the cluster performance under ideal circumstances where most
dead cells, non-leukocytes, and immune cells with unusual expression
profiles had been removed. Only unfiltered data were considered to



76 Results

compare prediction performance based on cluster composition (Sec-
tion 5.6). Using unfiltered data ensures that this analysis stays as close
as possible to future use of the methods to predict patient outcomes
from un-gated CyTOF data.

Synthetic data: these were only considered when measuring the clustering
method’s ability to identify cell types in Section 5.5. We mainly focus
on the two simulated datasets described in Section 5.3, to investigate
how different proportions of the cell types will affect the results.
We also utilized simulated data to measure the methods’ robustness
to noisy data by scaling the variance of the protein expressions of
generated cells. Finally, we investigated the robustness to changes in
the dataset by generating several simulated datasets with the same
parameters and saw how much the results changed over the different
runs.

Fixed number of clusters

For the task of identifying cell types, all cluster algorithms were applied to
the filtered AML data and both of the simulated datasets with K =4, K =6,
or K = 8. Since exactly six cell types were isolated during manual gating and
then used to create the simulation model, we expect K = 6 to best capture
the true grouping of the data. When the clusters were estimated to measure
quality as features for prediction, we estimated K with the Silhouette method.

Estimated number of clusters

When we clustered the data for the purpose of identifying cell types, we
knew that there were exactly six distinct cell types (assuming the manual
gating was performed properly) present in our filtered and simulated datasets.
However, this knowledge would not be available to us in a real setting where
we are faced with a single-cell dataset without annotations. Therefore, in
addition to applying the clustering with the fixed K-values described above,
the silhouette score was used to estimate the number of clusters. When we
clustered for the purpose of identifying cell types (Section 5.5), we tried
K-values ranging from 3 to 8. Figure 5.15 shows the silhouette scores for the
methods camps, kmeans, hc.ward and mclust. The other clustering methods
are omitted for reasons we will see later. Table 5.5 shows the K-values
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that maximized the silhouette score. When we clustered for the purpose of
making features for prediction (Section 5.6), we are faced with the more
complex unfiltered dataset, and therefore a large range of K-values between
5 and 15 were considered. Figure 5.16 shows the silhouette scores for the
methods camps, kmeans, hc.ward and mclust.
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Figure 5.15: Silhouette scores for K values ranging from 3 to 8. The silhouette score was
computed for CAMPS, K-Means, HClust with ward linkage, and MClust. Circles indicate
the maximum score for the clustering algorithm. The top left plot displays the scores for the
first simulated dataset, the top right plot shows the scores for the second simulated dataset,
and the bottom left plot presents the scores for the real dataset.

Model parameters

Except for the number of clusters estimated, the parameters for the cluster-
ing methods remained consistent across the different datasets considered.
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Dataset camps | kmeans | hc.ward | mclust
Unfiltered AML data 6 10 11 11
Filtered AML data 7 6 3 3
Simulation 1 6 3 3 3
Simulation 2 6 3 3 4

Table 5.5: Optimal K-values estimated by the silhouette score. For unfiltered AML
data we considered K-values in the range between 5 and 15. For the other data sets, we
considered K-values in the range from 3 to 8.
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Figure 5.16: Silhouette scores for K values ranging from 5 to 15. The silhouette score
was computed for CAMPS, K-Means, HClust with ward linkage, and MClust. Circles
indicate the maximum score for the clustering algorithm.

Euclidean distance was utilized as the distance measure for all methods. For
K-means, a maximum of 100 iterations was performed using K-means++ ini-
tialization. Step 1 of the CAMPS algorithm involved scaling the expression
values by protein markers (column-wise) to the 95th percentile, followed
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by K-means clustering with K = 1000, using K-means++ initialization and
a maximum of 150 iterations. Details on the input file defining the protein
panels are described in Table 4.1. For the Metaclust algorithm, Step 1 was
performed using K-means with K = 500, K-means++ initialization, and a
maximum of 300 iterations. The resulting centroids were then combined us-
ing hierarchical clustering with ward linkage to produce the final clustering
result.

Regardless of the linkage method, hierarchical clustering involves com-
puting a distance matrix for all pairs of observations. This proved to be too
memory-intensive for any of the datasets shown in Table 5.3. Consequently,
a downsampled dataset, consisting of a random sample of 10,000 cells taken
without replacement, was used to ensure manageability and efficiency in
the clustering process. Additionally, hierarchical clustering with a minimum
cluster size requirement was performed, ensuring at least three observations
per cluster for single linkage and fifty observations for complete and average
linkage. The minimum size requirement for ward linkage had no effect on
the results and was therefore excluded.

When estimating the number of clusters K using the silhouette score for
any of the aforementioned methods, the same downsampled dataset used
in hierarchical clustering was considered. This is because computing the
silhouette score of a clustering, like hierarchical clustering, involves calcu-
lating the pairwise distances between all observations, leading to memory
issues with the available hardware. For K-means, CAMPS, and Metaclust,
once the optimal K was estimated, a new clustering was performed on the
entire dataset using the determined K.

The running times of the various clustering algorithms varied signific-
antly. K-means was notably fast, typically converging within a few minutes.
Hierarchical clustering methods were also relatively quick, but this speed
is primarily due to the need to downsample the dataset to make the com-
putations feasible. On the other hand, MClust and CAMPS were the most
time-demanding methods. This increased computational time is mainly due
to the initial step in both algorithms, which involves running K-means with
a very high K value. This step can be computationally expensive. However,
once this initial step is completed, the remainder of the clustering process
for both metaclust and camps is almost instantaneous. This characteristic
means that selecting different values of K or calculating the silhouette score
is very fast after the initial step is finished.
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Comparing clustering outcomes

As a first inspection of the clustering results, we consider the sizes of the
clusters when K=6 on the filtered AML dataset (see Figure 5.17). The first
thing to notice is that essentially all observations in hc.single, hc.single*,
and hc.average are contained in a single cluster. This pattern was consistent
when we clustered the simulated data as well, across various choices of K.
Regardless of whether K was set to 4, 6, 8 or 10, these methods tended to
produce a few dominant clusters containing the majority of the observations,
with the remaining clusters containing very few observations. This behavior
indicates that these linkage methods are not well-suited for our data, as they
fail to partition the dataset into meaningful clusters adequately. This issue
was also evident in hc.complete, hc.complete*, and hc.average® in most
scenarios. To achieve a more balanced data partitioning, we had to increase
the minimum observation criterion to such an extent that a significant number
of cells were discarded, resulting in uninformative results. Therefore, we
decided to focus on hierarchical clustering with Ward linkage, which did
not exhibit the tendency to consolidate most observations into a few clusters.
Ward linkage provided a more effective dataset partitioning, making it a more
suitable choice for our hierarchical clustering analyses moving forward.

For the purpose of comparing the similarity of the clustering results,
the adjusted Rand index (see Section 3.6) was calculated between all pairs
of clustering assignments. Since the hierarchical clustering methods were
performed on a downsampled dataset, kmeans, camps, and metaclust were
also applied to this sampled dataset to ensure direct comparability of the
clustering assignments. The results with K = 6 on the unfiltered AML dataset
are shown Figure 5.18. We see that camps, kmeans, hc.ward and metaclust
produce the most similar results. Specifically, the ARI between the camps
assignments and kmeans assignments is 0.95, indicating a high degree of
agreement between the groupings. We also notice that hc.average, hc.single,
and hc.single* have ARI close to 0 when compared to the other clustering
results. This is unsurprising given the disproportionate cluster sizes we see in
Figure 5.17. The inspection of the similarity between clusterings performed
on the other datasets and with other K-values tells similar stories.
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Figure 5.17: Cluster sizes. Stacked bar plot showing the relative sizes of clusters for
different clustering methods used on the real CyTOF dataset with K=6. Each bar represents
a clustering method, with the colors within each bar indicating the different clusters. The
y-axis represents each cluster’s proportion relative to the clusters’ total size for that method.
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Figure 5.18: Similarity of clustering results. Heatmap displaying the adjusted Rand
index (ARI) of the cluster assignments produced by various clustering methods for K=6
on a downsampled version of the filtered AML dataset. The color intensity represents the
similarity of the cluster assignments, with darker shades indicating higher similarity. This
visualization provides a comparative assessment of how closely the different clustering
methods agree regarding cluster assignments.

5.5 Quality of cell type identification

In this section, we evaluate the effectiveness of various clustering methods
in identifying individual cell types. We focus on datasets with known true
labels: the filtered AML data containing manually labeled cells, and the
simulated data. The primary analysis centers on the results when K = 6,
corresponding to the actual number of cell types identified through manual
gating, and the number of simulated clusters (see Sections 5.2 and 3.8).
We begin by examining the performance of hierarchical clustering meth-
ods—single linkage (hc.single), average linkage (hc.average), and complete
linkage (hc.complete)—on the filtered AML data. These results are then
compared to those obtained using an additional criterion for a minimum
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number of observations per cluster. Figure 5.19 illustrates these comparisons.

hc.single hc.average hc.complete

Cell type

B cell
CD4+ T cell
CD8+ T cell
Monocyte
Neutrophil
NK cell

E0EEOm@

hc.single* hc.average* hc.complete*
e . & o @ ™)
& o ® @

Figure 5.19: Celltype composition of clusters. Each disk represents a cluster, and the area
of the disk is proportional to the size of the cluster. Colors indicate actual cell type. The top
panel shows the clustering results from using hierarchical clustering using single, average,
and complete linkage without the minimum observations criterion. The bottom panel shows
the same linkage methods with the minimum observations criterion included. All methods
use K=6 (fixed) and are applied to the filtered AML dataset described in the section above.

As shown previously (Figure 5.17), single linkage tends to assign nearly
all cells to a single cluster, resulting in an uninformative clustering. Applying
a minimum observations criterion (min_obs = 3) did not enhance the results.
Average linkage produced similar outcomes to single linkage. However,
introducing the minimum observations criterion (min_obs = 50) noticeably
improved performance, yet it still failed to differentiate the cells adequately.
Complete linkage demonstrated the most promising results, though two
clusters remained completely empty. Enforcing the minimum cluster size
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requirement (min_obs = 50) for complete linkage yielded more meaningful
clusters, successfully separating several cell types. Despite this improvement,
we later demonstrate that Ward’s method outperformed all other hierarchical
clustering methods. Therefore, hierarchical clustering with Ward linkage
will be our selected hierarchical clustering method for further comparisons.

Next, we investigated how well kmeans, hclust with Ward linkage, mclust
and camps were able to differentiate the cell types in the filtered AML dataset
(see Figure 5.20). K was fixed to 6 for all methods.
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Figure 5.20: Celltype composition of clusters. Each disk represents a cluster, and the area
of the disk is proportional to the size of the cluster. Colors indicate actual cell type. All
clustering methods displayed use K=6 (fixed) and are applied to the filtered AML dataset
described in the section above.
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By visual inspection, none of the clustering methods clearly appear to
outperform or underperform the others. K-means, hc.ward, and mclust all
produce very similar clusters. However, camps performs slightly better in
identifying a single cluster that contains all the CD8" T cells. The Adjusted
Rand Index (ARI) was calculated to compare the estimated groupings with
the manually identified groupings of the cells (see Section 5.2). The ARI of
the clustering methods with K = 6 on the filtered AML dataset are displayed
in Figure 5.21.
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Figure 5.21: ARI values for K=6 on filtered AML dataset. The height of the bar shows
the adjusted Rand index for the different clustering methods. The color of the bar represents
the clustering method that was applied. "MO” at the end of the model names indicates that
the minimum observation criterion was used.
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The camps algorithm achieved the highest ARI value of approxim-
ately 0.904. It outperforms all other clustering techniques, including mclust
(ARI=0.861), kmeans (ARI=0.840), and hclust with ward linkage (ARI=0.838).
These methods showed strong clustering performance but did not match the
accuracy of the camps algorithm. In general, we see that linkage methods
other than Ward perform worse.

We next investigated the effects of estimating the number of clusters
instead of the fixed approach, as this would be a more realistic setting for
real applications (see figure 5.22). In Table 5.5, we saw that when K is
estimated by silhouette score, then K = 7 for camps, K = 6 for kmeans,
K =3 for hc.ward, and K = 4 for mclust when the filtered AML dataset was
considered.
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Figure 5.22: Celltype composition of clusters. Each disk represents a cluster, and the area
of the disk is proportional to the size of the cluster. Colors indicate actual cell type. All
clustering methods displayed use K estimated by silhouette score and are applied to the
filtered AML dataset described in the section above. ARI to each clustering is displayed in
5.23.
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Figure 5.23: ARI values for K chosen by silhouette on filtered AML data. The height
of the bar shows the adjusted Rand index for the different clustering methods. The color of
the bar represents the clustering method that was applied.

Again, we see that CAMPS performs better than the other clustering
methods on the filtered AML dataset. The number of clusters used by ward
and mclust (K=3) is clearly the reason why they are underperforming in this
instance. The adjusted Rand index is shown in Figure 5.23.

We then proceeded to measure the clustering methods’ ability to identify
the simulated cell types in the first simulated dataset (see table 5.3. In this
dataset, 10,000 cells of each cell type were generated for a balanced dataset.
We first considered K = 6 fixed for all methods. The results of the clusterings
are shown in Figure 5.24
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Figure 5.24: Celltype composition of clusters. Each disk represents a cluster, and the area
of the disk is proportional to the size of the cluster. Colors indicate actual cell type. All
clustering methods displayed use K = 6 (fixed) and are applied to the first simulated dataset
described in the section above. ARI to the clusterings shown here (and others) is displayed
in 5.25.
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Figure 5.25: ARI values for K=6 (fixed) on the first simulated data set (equal propor-
tions). The height of the bar shows the adjusted Rand index for the different clustering
methods. The color of the bar represents the clustering method that was applied. MO” at the
end of the model names indicates that the minimum observation criterion was used.

In this instance, we see some bigger differences between the results.
Kmeans clearly struggles to separate the two major subtypes of T cells.
hc.ward and mclust can separate these, but the cluster sizes are unbalanced,
with some clusters being much smaller than others even though the simulated
cells are of equal proportions. CAMPS on the other hand is able to do this
much better, with very balanced cluster sizes. In particular, we see that
CAMPS is able to differentiate between the B cells and the NK cells better
than hc.ward and mclust. The adjusted Rand index is shown in Figure 5.25.
We also investigated the results when the silhouette score estimated the
optimal number of clusters. The results are shown in Figure 5.26.
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Figure 5.26: Celltype composition of clusters. Each disk represents a cluster, and the area
of the disk is proportional to the size of the cluster. Colors indicate actual cell type. All
clustering methods displayed use K = 6 (fixed) and are applied to the first simulated dataset
described in the section above. ARI to the clusterings shown here (and others) is displayed
in 5.27.
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Figure 5.27: ARI values for K estimated by silhouette on the first simulated data set
(equal proportions). The height of the bar shows the adjusted Rand index for the different
clustering methods. The color of the bar represents the clustering method that was applied.

The silhouette score estimated 3 clusters for kmeans, hc.ward, and
mclust, leading to under-clustering of the data. Camps, however, identified
the “correct” number of clusters with silhouette score, and outperformed all
the other methods. The adjusted Rand index is shown in Figure 5.27.

The analysis of comparing the clustering performance of known cell
types was repeated for the filtered AML dataset and both of the simulated
data sets. Figure 5.28 compares all methods used on all three datasets with
K = 6 (fixed). Furthermore, the process was repeated for different values of
K. These results are shown in Figure 5.29.
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Figure 5.28: ARI on all datasets for K=6. Barplot showing the adjusted Rand index
(ARI) for the clustering methods used on sim1, sim2 and the real filtered AML dataset. All
clusters are estimated with K=6. SinMO, ComMO, and AvgMO refer to HClust with single,
complete, and average linkage using the minimum observations criterion.
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Figure 5.29: ARI on all datasets for K=4, K=8, and with K estimated by silhouette.
Barplots showing the adjusted Rand index (ARI) for the clustering methods used on siml,
sim2, and the real filtered AML dataset. The top left plot shows the results from clustering
with K=4, while the top right plot shows the ARI for K=8. The bottom right plot shows
the ARI when the optimal number of clusters is estimated by maximizing the silhouette
score. The silhouette score was only maximized for CAMPS, K-Means, HClust with ward
distance, and MClust. SinMO, ComMO, and AvgMO refer to HClust with single, complete,
and average linkage using the minimum observations criterion.

Robustness to noisy data

We wanted to determine how the clustering algorithms responded to in-
creased or decreased noise in the expression values. For this, we used
our simulation model (see Section 3.8) to generate cells where the cov-
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ariance matrix 3 was multiplied by a scaling factor (alpha) in the range
0.25,0.35,0.45,...,3.95. The clustering methods were then tasked with
clustering these generated datasets, and the adjusted Rand index was com-
puted to find how well the clusters represented the real (simulated) cell types.
The results are shown in Figure 5.30.

kmeans hclust

1.0
1.0

ARI
0.8
1 1
0.8
1

ARI
1

0.6
0.6

0.4
0.4

1 2 3 4 1 2 3 4
Variance scaling (alpha) Variance scaling (alpha)
mclust camps

1.0
1.0

0.8
1
0.8
1

ARI
1
ARI
1

0.6
0.6

0.4
0.4

Variance scaling (alpha) Variance scaling (alpha)

Figure 5.30: Performance of clustering methods on different degrees of noise in the
simulated data. The plots show how ARI is affected for each of the methods by the scaling
of alpha on X in the simulation model.

We see that mclust, in particular, stands out as being very robust to
changes in the variance of the marker expressions in the simulated cells,
with a very stable reduction in performance. Camps also show stability for
smaller alpha values but exhibit more variability in the performance for
larger alpha values. Figure 5.31 shows the four curves together.
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Figure 5.31: Performance of clustering methods on different degrees of noise in the
simulated data. The color represents the different clustering methods. The data points are
smoothed using smooth splines.

We observe that CAMPS achieve the best performance in identifying
cell types for lower values of the scaling factor alpha. As the variance in the
data increases, mclust eventually outperforms the other methods.

Finally, we plotted heatmaps showing the median protein expression in
the clusters estimated with CAMPS with K estimated by the silhouette score
and when clustering the entire unfiltered AML dataset (see Figure 5.32).
Similar results are shown for the k-means algorithm in Figure 5.33.
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Figure 5.32: Heatmap showing the median protein expressions in the clusters estimated by
CAMPS with K estimated by silhouette score (K=6) when clustering the entire unfiltered
AML dataset. Each column represents a different protein marker, and each row corresponds
to one of the six clusters (C1 to C6). The color intensity indicates the median protein
expression. The bars above the heatmap show some of the major immune cell populations
we expect to be present in the samples. The red boxes indicate that we expect the protein to
be expressed in the cell type.
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Figure 5.33: Heatmap showing the median protein expressions in the clusters estimated
K-Means with K estimated by silhouette score (K=10) when clustering the entire unfiltered
AML dataset. Each column represents a different protein marker, and each row corresponds
to one of the six clusters (C1 to C10). The color intensity indicates the median protein
expression. The bars above the heatmap shows some of the major immune cell populations
we expect to be present in the samples. The red boxes indicate that we expect the protein to
be expressed in the cell type.

5.6 Quality as features for prediction

The merit of the different clustering methods can be measured in ways other
than their ability to identify cell types. In this section, we will consider the
clusters’ ability to form useful features for predicting treatment response
and survival in the AML data set.
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Making the features

The features used for prediction are all based on the patient’s proportion
of cells assigned to each of the clusters identified by K-means, metaclust,
camps, and hierarchical clustering with ward distance. Each of the 30 AML
patients had blood samples taken at O hours and 24 hours after the start of
treatment. For each patient, we isolated the cells from the 0-hour sample and
determined the proportion of these cells assigned to each cluster. We then
repeated this process for the patient’s 24-hour sample. Figure 5.34 shows
how the 24-hour samples are distributed among the clusters estimated by
camps with K = 6 (estimated by silhouette).
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Figure 5.34: Proportion of cells in clusters. Heatmap showing the proportion of cells
assigned the clusters estimated by CAMPS with K=6 (estimated by silhouette score) for
each patient’s 24-hour blood sample. Each column represents a different patient, and each
row corresponds to one of the six clusters (C1 to C6). The color intensity indicates the
proportion of cells assigned to each cluster, with darker shades of red representing higher
proportions. The dendrogram at the top groups patients based on the similarity of their
cluster proportions. The annotation bar at the top (CR) indicates whether the patient was
cancer-free (blue box) 17 days after the start of treatment or not (white box). Grey indicates
that the complete response variable is not available for the patient.
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We calculated the entropy (see Section 3.10) of the distribution of cells
in the clusters for each patient’s O-hour sample and 24-hour sample. These
entropies served as our first two predictive features. To capture changes over
time, we computed the absolute difference in entropy between the samples
taken at O and 24 hours. Additionally, we assessed the Kullback-Leibler
divergence (see Section 3.11) between the cluster proportions at 0 hours
and 24 hours, offering a fourth feature. These four features, derived from
the clustering methods, will be utilized to predict treatment response and
survival outcomes in the AML dataset. An overview of the features used for
prediction and their acronyms are found in Table 5.6

Feature Acronyms
Entropy at 0 hours ent0
Entropy at 24 hours ent24

Absolute change of entropy  delta
Kullback Leibler divergence kl

Table 5.6: Features for prediction. The table overviews the features used to predict
treatment response and survival. The features were calculated for each of the 30 patients
in the study, and are based on the proportions of cells assigned to the various clustering
methods.

Predicting response to treatment

Next, we investigated and compared the predictive capabilities of the features
formed by the different clustering methods. We employed logistic regression
using the features described to predict the binary complete response (CR)
variable. The distribution of the response variable is shown in Figure 5.35.
Note that 6 patients were missing the response variable.
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Figure 5.35: Distribution of the CR response variable. Barplot showing the number of
patients with non-complete response (nonCR), complete response (CR) and missing values
(NA). 8 patients had nonCR, 16 had CR and 6 were missing from the clinical data provided.

Feature | kmeans \ hclust \ mclust \ camps

ent( 0.380
ent24 0.727
delta 0.194

kl 0.131

0.507
0.836
0.320
0.447

0.419
0.928
0.094
0.162

0.182
0.389
0.069
0.165

Table 5.7: P-values from logistic regression. The features are derived from the clustering
results of kmeans, hclust, mclust, and camps with K chosen by silhouette scores. P-values

are rounded to three decimal places.

Table 5.7 shows the p-values of performing logistic regression. Delta
entropy is the most promising feature for predicting CR, particularly when
derived from mclust and camps clustering methods. However, none of the
features achieved statistical significance. Inspection of the distribution of the
feature variables revealed that some of these were right-skewed (distributions
are shown in Figure 5.36). Therefore, we decided to log-transform the
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features used in the logistic regression model to potentially improve the
predictive power. The resulting p-values are shown in Table 5.8.

Feature \ kmeans \ hclust \ mclust \ camps

log(ent0) 0.339 | 0.383 | 0.316 | 0.101
log(ent24) | 0.578 | 0.712 | 0.943 | 0.170
log(delta) | 0.430 | 0.734 | 0.036 | 0.045

log(kl) 0.077 | 0.326 | 0.097 | 0.040

Table 5.8: P-values from logistic regression using log-transformed features. The features
are derived from the clustering results of kmeans, hclust, mclust, and camps with K chosen
by silhouette scores. P-values are rounded to three decimal places.

The log transformation of features enhances the predictive power of
certain features, particularly delta entropy and KL divergence when derived
from the mclust and camps clustering methods. These results suggest that
log-transformed features might be more effective in capturing the underlying
relationships in the data, improving the accuracy of the logistic regression
model in predicting treatment response.

Survival prediction

The next step in our analysis was to predict the overall survival of patients
using features derived from different clustering methods. For this purpose,
we employed the Cox proportional hazards model (see Section 3.16). The
p-values obtained from the Cox regression are presented in Table 5.9.

Feature | kmeans \ hclust \ mclust \ camps

ent( 0.4597 | 0.1850 | 0.5894 | 0.8888
ent24 | 0.0880 | 0.0112 | 0.0515 | 0.4740
delta 0.0029 | 0.0154 | 0.0019 | 0.0005

kl 0.0642 | 0.0652 | 0.0145 | 0.0207

Table 5.9: P-values from Cox proportional hazards model (likelihood ratio test). The
features are derived from the clustering results of kmeans, hclust, mclust, and camps with
K chosen by silhouette scores. P-values are rounded to four decimal places.

None of the clustering methods show significant p-values for the entropy
of the O-hour blood sample, indicating it does not independently predict
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overall survival. The p-values for hclust (0.0112) and mclust (0.0515) sug-
gest that entropy at 24 hours might be a meaningful predictor of survival,
with hclust showing a significant association. Overall, delta entropy stands
out as the most robust predictor of patient survival, with significant p-values
across all considered clustering methods. The Kullback Leibler divergence
is also a significant predictor of patient survival when derived from camps
(p=0.0207) and mclust (p=0.0145).

Following the Cox regression analysis, we utilized the logrank test (see
Section 3.15) to further investigate the predictive capabilities of our different
clustering-derived features. To apply the logrank test, we need to stratify the
population of patients. We did this by calculating the p-value using different
splits of the features. Each feature was split at the the following quantiles:
0.250,0.275,0.300,...,0.750. We then used the logrank test to find the split
that resulted in the lowest p-value. The p-values found by using the logrank
test with the optimal threshold for stratifying the patients can be found in
Table 5.10. Figure 5.36 shows the distribution of the features and where the
population was split.

Feature | kmeans ‘ hclust ‘ mclust ‘ camps

ent( 0.0811 | 0.0477 | 0.1516 | 0.2185
ent24 | 0.0024 | 0.0009 | 0.0111 | 0.1187
delta 0.0005 | 0.0164 | 0.0033 | 0.0026

kl 0.1151 | 0.0896 | 0.0199 | 0.0185

Table 5.10: P-values from logrank test The population of patients was stratified at the
quantile of the features that minimized their p-value. The features are derived from the
clustering results of kmeans, hclust, mclust, and camps, with K chosen by silhouette scores.
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Figure 5.36: The distribution of feature variables. The plots show the distribution of
the feature variables (ent0, ent24, delta and kl) for the different clustering methods. The
number of clusters is estimated using the silhouette score. The red line shows the split of
the variable that corresponded to the lowest p-value from the log-rank test. The exact value
of the split is shown in table 5.11.

Feature | kmeans \ hclust \ mclust \ camps

ent( 0.736 | 0.607 | 0.671 | 0.756
ent24 0.706 | 0.597 | 0.617 | 0.693
delta 0.029 | 0.034 | 0.077 | 0.055

kl 0.034 | 0.105 | 0.034 | 0.045

Table 5.11: Optimal thresholds The table shows the thresholds of the features that gave
the lowest p-value for the logrank test for each clustering method.

The consistent low p-values for delta entropy across all clustering meth-
ods suggest that changes in entropy are highly predictive of patient survival.
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The significance of entropy at 24 hours for multiple methods (especially
hclust, p=0.0009) indicates that the state of the cellular landscape after 24
hours of treatment is also highly predictive of survival. The Kullback-Leibler
divergence also shows some predictive capability, particularly with mclust
and camps. No particular clustering methods stands out as superior to the
others with

Kaplan Meier plots showing estimated survival curves when splitting by
the optimal threshold:
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Figure 5.37: Kaplan-Meier plots for patients stratified by the optimal feature threshold.
The provided Kaplan-Meier plots display the estimated survival probabilities for patients
stratified by the entropy-based features (ent0, ent24, delta, and kl) and clustering methods
(kmeans, hclust, mclust, and camps). The red and blue lines represent different patient
groups based on the feature values that minimized their p-values in the log-rank test. Each
plot includes the corresponding p-value.

In the Cox regression, the delta entropy yielded a low p-value for both
K-Means (p=0.0029) and CAMPS (p=0.0005). We take a closer look at the
Kaplan-Meier curves when stratifying the delta entropy for these methods in
Figure 5.38 and 5.39. We note that K-Means had a more balanced split of the
patients, with groups of 16 and 14. CAMPS had a slightly more unbalanced
division, with groups of 11 and 19.
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Figure 5.38: Kaplan-Meier curve for population split at optimal delta entropy derived
from K-Means (K=10). The orange line represents the patients with delta entropy greater
than 0.029, and the blue line represents those with delta entropy less than 0.029. The curves
depict the percentage of patients surviving over time, shown on the y-axis. The x-axis shows
the survival time in days. The separation between the curves indicates the difference in
survival between the two groups. The p=0.0005 suggests the statistical significance of this
difference. The number of patients at risk at each time point for the groups is shown below
the plot.
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Figure 5.39: Kaplan-Meier curve for population split at optimal delta entropy derived
from CAMPS (K=6). The orange line represents the patients with delta entropy greater
than 0.055, and the blue line represents those with delta entropy less than 0.055. The curves
depict the percentage of patients surviving over time, shown on the y-axis. The x-axis shows
the survival time in days. The separation between the curves indicates the difference in
survival between the two groups. The p=0.0026 suggests the statistical significance of this
difference. The number of patients at risk at each time point for the groups is shown below
the plot.
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Chapter 6

Discussion and conclusion

Introduction

The goal of this thesis has been to find effective representations of CyTOF
data, leveraging clustering algorithms to investigate cellular landscapes and
predict patient outcomes. What we define as effect representations depends
on what we try to achieve. To achieve this, we proposed and evaluated
several clustering techniques, including the proposed CAMPS algorithm,
across real and simulated datasets. Here, we reflect on our findings and
discuss their implications, strengths, and potential weaknesses.

One of the primary challenges in analyzing CyTOF data is its high
dimensionality and noise, which complicate the clustering of cell types based
on protein expression profiles. Traditional clustering methods like K-Means
and hierarchical clustering have inherent limitations when applied to such
complex datasets. K-Means tends to favor spherical clusters and requires
pre-specification of the number of clusters, while hierarchical clustering,
though more flexible, can be computationally expensive and sensitive to
noise and outliers.

Novel clustering algorithms

In this thesis, I have proposed two novel clustering methods. We first intro-
duced Metaclust, which combines the strengths of K-Means and hierarchical
clustering. By leveraging the scalability of K-Means, the flexibility and
control offered by hierarchical clustering can be applied to large datasets.
CAMPS also borrows strength from K-Means and allows the user to in-
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corporate domain knowledge about the behavior of specific cell types to
enhance the clustering results.

Datasets

We considered several datasets to evaluate the effectiveness of our clustering
methodologies and their applications in CyTOF data analysis. The datasets
span both real and simulated data, providing a comprehensive framework
for testing our proposed algorithms.

A Gaussian mixture model was employed to simulate the CyTOF data.
Several considerations were necessary, including maintaining the non-negative
property of realistic data. This was handled by truncating values below zero.
While simple, this approach can negatively impact downstream analysis. If
a large portion of the protein expressions in the simulated cells are negative
and then truncated to zero, an artificial compact cluster at exactly zero is
created. This can mislead clustering algorithms into identifying a small,
compact cluster that doesn’t truly exist. Moreover, the models are based
on manually gated cell types. If this step is not performed accurately, the
simulated data will reflect these shortcomings, embodying the ”garbage in,
garbage out” concept.

We generated two datasets to assess the performance of our methods in
different settings. The first simulated dataset contained equal proportions
of cell types. Although this might not be realistic, it allowed for easier
interpretation of the results. The second dataset reflected the realistic distri-
bution of cell types. One of the main advantages of using simulated datasets
for performance assessment is knowing the true labels of the data. In con-
trast, manually gated cell types in real data likely contain some incorrect
annotations, introducing bias.

Manual gating

The manual gating strategy employed in this thesis was based on the meth-
odology outlined in Russo et al. (2019). However, several of the protein
markers used in that study were unavailable in the provided dataset, neces-
sitating adaptations. For instance, initial steps involving the gating out of
dead cells, which typically represent a very small percentage of the total
cells, had to be skipped. Additionally, other adjustments were made, which
could potentially compromise the integrity of the annotated cells.
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Manual gating involves selecting boundaries through visual inspection,
a task usually performed by experts. In this thesis, I performed the gating,
which could further impact the integrity of the results. To mitigate this, rather
conservative gating boundaries were chosen. The aim was not to identify
the accurate cell types for as many cells as possible but to isolate distinct
characteristics of specific cell types for simulation purposes. This conser-
vative approach, while useful for defining clear cell type characteristics,
may underestimate the true noise level in the data. Consequently, this could
lead to the overestimation of the performance of clustering methods in later
analyses.

Clustering single cell-data

Clustering was performed on the datasets, and the results were carefully
inspected and compared. It quickly became evident that hierarchical cluster-
ing with single, average, and complete linkage had significant shortcomings.
These methods tended to consolidate the majority of observations into a
small number of clusters, leaving most clusters with only a handful of cells.

In response to these results, we developed an alternative approach for
cutting the dendrogram while imposing a minimum size requirement for
clusters. This modification had no effect on the single linkage approach but
showed significant improvements for complete and average linkage methods.
However, despite these improvements, they still did not perform as well
as other methods. Overall, Ward linkage emerged as the most appropriate
linkage method.

Furthermore, an inspection of the similarity of cluster assignments us-
ing the adjusted Rand index revealed that CAMPS and K-Means produced
the most similar results. In contrast, single, complete, and average link-
age methods were the outliers, demonstrating lower similarity in cluster
assignments.

Quality of cell type identification

The effectiveness of the clustering algorithms in identifying individual cell
types was carefully measured. When the number of clusters was fixed, there
were small differences between the performance of K-Means, hierarchical
clustering with Ward linkage, Metaclust, and CAMPS. Generally, CAMPS
tended to perform slightly better, particularly in its ability to separate B
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cells and NK cells more effectively than the other methods. In real-world
applications where the number of clusters needs to be estimated, CAMPS
showed very promising results. The other methods often under-clustered the
data by selecting a low K-value, leading to poor identification of cell types.

The datasets used for measuring cell type identification performance
were simplified versions of realistic data, focusing only on major cell types
identified by manual gating. This approach potentially overlooked rare pop-
ulations. Including broader assessments with rare cell types could provide
a more comprehensive understanding of the algorithms’ performance and
limitations.

The robustness of the clustering methods to noise and changes in the
data was also evaluated by scaling the variance of protein expression in the
cells and generating several datasets. Metaclust stood out for its robustness
to changes in variance across datasets. CAMPS also demonstrated stability
at lower levels of noise. In contrast, K-Means exhibited the most variability,
likely due to the random initialization of cluster centroids. In this analysis,
K-Means was only initialized once, but in general, it should be initialized
multiple times to reduce the randomness inherent in the algorithm. A re-
deeming factor is the use of K-Means++ initialization, which reduces the
randomness of the method, but these results indicate that this might not be
sufficient to obtain stable results.

Quality as features for prediction

For prediction, we considered features derived from the algorithms’ clus-
tering results. Specifically, we examined the entropy of the patients’ 0-hour
and 24-hour samples. We also considered the absolute change in entropy
and the Kullback-Leibler divergence to capture changes over time. Initially,
we focused on the binary problem of predicting the response to treatment.
The results were not particularly promising, likely due to the missing re-
sponse variable for six patients, which significantly reduced the size of
an already small dataset. Upon inspecting the distribution of the features,
we found that several were right-skewed. Consequently, we performed a
log transformation of these features. We observed some minor statistical
significance post-transformation, particularly for the delta entropy derived
from Metaclust and CAMPS. These findings suggest that log-transformed
features might be more effective in capturing the underlying relationships in
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the data, thereby improving the accuracy of the logistic regression model in
predicting treatment response.

We then considered the prediction of the survival of the patients. We
found that the entropy at 0 hours was not an independent predictor of
survival. The entropy at 24 hours showed some more promising results,
with significance when derived from hierarchical clustering with Ward
linkage. Delta entropy, however, showed consistently low p-values across
all clustering methods, suggesting changes in entropy are highly predictive
of patient survival, in particular when derived from CAMPS and Metaclust.
If delta entropy is high, patient survival tends to increase. Assuming clusters
correspond to cell types, this indicates that significant alterations in the
cellular landscape suggest effective treatment. Such changes may reflect an
increase in healthy blood cells (like neutrophils) or a reduction in malignant
cells. As outlined in Tislevoll et al. (2023), cytometry data is a valuable
tool for early response evaluation in AML patients, and the findings in
this thesis underscore this potential. These results highlight the importance
of dynamic changes in the cellular composition of blood in response to
treatment. Monitoring these changes can provide critical insights into the
effectiveness of therapeutic interventions and help tailor treatment strategies
to individual patients, potentially improving outcomes in AML treatment.

Other features derived from the clustering results could also be used for
prediction. For instance, the proportion of cells in each cluster could serve
as separate predictive features. However, due to the small number of patients
included in the study, it was decided not to pursue this approach. Utilizing
such features in a small dataset might lead to overfitting and unreliable
predictions.

Potential expansions of CAMPS

CAMPS, designed to incorporate domain-specific knowledge through fea-
ture subsets, demonstrated improved performance in differentiating major
cell populations. By guiding the clustering process with predefined protein
panels, CAMPS could effectively highlight relevant features for each cell
type. This approach aligns with the concept of zero-shot classification, of-
fering a practical way to enhance clustering accuracy by leveraging known
marker behaviors. However, we have not been able to test the method’s
performance on a completely realistic dataset. We could only consider a
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subset of the full dataset containing cells from major cell populations found
by manual gating. When faced with smaller populations and perhaps even
unexpected cell types, the performance remains unknown. Furthermore, to
better understand the relevance of CAMPS in the field, it should be com-
pared to the current popular choice of clustering algorithm for CyTOF data;
FlowSOM. Complications related to FlowSOM'’s requirement of a special
file type often used for CyTOF data (but not available to me), meant that
FlowSOM had to be excluded from the analysis of this thesis.

The current implementation of CAMPS only accommodates ternary
weights for markers (1, 0, or -1), which might oversimplify the importance
of certain proteins. Future work could explore extending this to include
continuous weights, allowing for a more nuanced representation of marker
relevance. The CAMPS algorithm is highly inspired by manual gating,
where subpopulations of cells are gated out sequentially. CAMPS could, in
theory, be extended to this sequential approach as well, further enhancing
the method’s capabilities.

Conclusion

In conclusion, we have gained insight into how clustering can be used to
derive representations of CyTOF data that are useful for the determination
of cell type composition. In particular, we have shown that the proposed
method CAMPS is capable of outperforming several traditional clustering
methods for this purpose. We have also explored how clustering combined
with entropy-based features can be used to find representations of the data
that are useful for the prediction of treatment outcome and survival.
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