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Hybrid recommender systems utilize advanced algorithms capable of learning heteroge-
neous sources of data and generating personalized recommendations for users. The data
can range from user preferences (e.g., ratings or reviews) to item content (e.g., description
or category).
Prior studies in the field of recommender systems have primarily relied on ‘‘ratings” as

the user feedback, when building user profiles or evaluating the quality of the recommen-
dation. While ratings are informative, they may still fail to represent a comprehensive pic-
ture of actual user preferences. In contrast, there are other types of feedback data that
differently or complementarily represent users and their preferences, including the
reviews and the sentiments encapsulated within them. Such data can reveal important
parts of a user’s profile that are not necessarily correlated with user ratings, and hence,
they potentially reflect a different side of the user’s profile.
In this paper, we propose a novel form of hybrid recommender system, capable of ana-

lyzing the reviews and extracting their sentiments that are incorporated into the recom-
mendation process. We used advanced algorithms to generate recommendations for
users capable of incorporating additional data, such as the review sentiment. We con-
ducted analyses and showed that sentiments of user reviews are not always highly corre-
lated with the ratings (e.g., in music domain). This might mean that sentiment can be
indicative of a different aspect of user preferences and can be used as an alternative signal
of user feedback. Hence, we have used both ratings and sentiments of reviews when eval-
uating our proposed hybrid recommender system. We selected two common datasets for
the evaluation, Amazon Digital Music and Amazon Video Games, and showed the superior
performance of the proposed hybrid recommender system compared to different baselines.
The comparison were made in two evaluation scenarios, namely, when the ratings were
considered the user feedback and when sentiments of the review were considered the user
feedback.
� 2023 The Author(s). Published by Elsevier Inc. This is an open access article under the CC

BY license (http://creativecommons.org/licenses/by/4.0/).
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1. Introduction

1.1. What is a recommender system?

A recommender (or recommendation) system is a digital tool that uses a series of algorithms, data analysis, and possibly
artificial intelligence (AI) for information filtering and to generate relevant recommendations to the user. Such a recommen-
dation can be either personalized or generic.

A personalized recommendation subsumes incorporation of the user’s profile and any related side information. The qual-
ity of the recommendation is directly related to the quantity and quality of the data available as part of the input. For
example, in classical recommendation approaches, the more data collected and utilized about a target user, and similar
like-minded users, the better and more personalized the recommendations can be [1].

Today, recommender systems are present in most streaming services in social networks, e-commerce and even in app
stores that we use on a daily basis. Applications of recommender systems are visible on popular sites such as Netflix, where
movies are organized according to genre, age, popularity, previous watch, and navigation, among others [2]. Historically,
Amazon was the pioneer in implementing item-based recommendation through customization of the shopping experience,
presentation of similar product content, and the popularity of items
1.2. How are recommender systems regarded in e-commerce?

In the age of digitalization and social media, a recommender system is seen as an ideal solution for achieving mass cus-
tomization in the growing e-commerce industry. These systems can be seen as effective tools for dealing with exponential
growth in the number of catalog items available in online stores, as well as the increasing number of attributes that can be
exploited by the users when making a purchase decision. In this regard, recommender systems contribute to the customiza-
tion of consumer experiences via the presentation of the available products, summarizing product content and community
opinion, fair comparison with alternative choices, among others. This was also motivated by the growing impact of the one-
to-one marketing strategy in several key industrial sectors , in which consumers’ preferences should be fully accommodated.
Similar is the development of ad-targeting, which treats a consumer as both an individual and a member of a market group,
which provides golden opportunities for recommender systems research, in order to gain share in the lucrative advertising
market. This enables search engines and advertising companies to suggest advertisements that are dynamically displayed on
a user’s navigation screen according to that consumer’s behavior. The promotion of coupons and other financial incentives in
exchange for completion of medium - to large-scale online surveys has been adopted by many advertising companies as a
way to gain access to valuable user profiles that enhance the efficiency of the corresponding recommender system. This
motivates global companies such as Google, Amazon, and Netflix to develop enhanced recommender systems to maintain
sustainable competitive advantages in e-commerce. Overall, recommender systems enhance e-commerce activity in at least
three distinct ways [3]:

� Browsers into buyers: This explores the user’s click and browsing history, even without any purchases, to recommend
similar products with a better cost-to-quality ratio, increasing the likelihood of the product being purchased.

� Cross-sell: This exploits the content of the user’s shopping cart to recommend additional products that either bear some
similarity or are complementary to the items already in the shopping cart.

� Loyalty: This builds on the user’s purchase history from a given supplier to create a value-added relationship between the
site and the customer, referred to as loyalty programs, which provides some extra benefits and services to the customer.
This relationship can be further exploited to learn the user’s interests and behaviors, which in turn, will be used to
develop appropriate recommendations.

1.3. How sentiment analysis contributes to recommendations and e-commerce?

Sentiment Analysis (SA) is an automated process that uses AI and natural language processing (NLP) tools to analyze tex-
tual documents and identify sentiments and opinion [4]. Through SA approaches, we can explore the polarity of users’ tex-
tual inputs and correlate such findings with purchase decisions or any other actions [5]. This can also reveal the root of a
positive or negative sentiment. Negative reviews allow business entities to discover hidden cues, potential weaknesses,
users’ tastes and preferences, and rationality that needs to be addressed to gain customer satisfaction and expand market
scope.

Traditionally, many recommender systems have focused on utilizing a user’s ratings as the key characteristic of that user’s
profile to build and evaluate the recommendations made for them. It is trivial that such a criterion is not comprehensive
enough to fully capture the dynamics and complexity of users’ preferences. For instance, two distinct products can be
assigned a full rating of five out of five, even if the detailed review content contains contrasting views (see examples pro-
vided in Table 1). Therefore, leveraging rating scores by sentiment polarity is expected to increase the accuracy of the under-
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Table 1
Examples of inconsistencies between the average ratings provided by users and the average of the extracted sentiment within those reviews. Note: the range of
the rating is [1,5] and the range for the sentiment is [0,1], where 0 indicates a (very) negative sentiment, and 1 indicates the (very) positive sentiment.

Dataset Item ID Review Text rating [1–5] sentiment [0–1]

Amazon Digital Music 1098 Again I like the older positive (5) negative (0)
5673 Love the song negative (1) positive (1)

Amazon Video Games 4092 I LOST IT positive (5) negative (0)
2734 it’s ok negative (1) positive (1)
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lying recommender system. This also expects that it will either implicitly or explicitly provide useful insights about users
that could permit a business entity to enhance its loyalty program and use profile information for cross-selling opportunities.

1.4. Challenges with comprehending sentiment with recommender systems.

In essence, the challenges in using SA outcomes are ultimately linked to the inherent ambiguity of human language and
the complexity of various linguistic modifiers, composition, and context-associated dilemmas. This can consequently yield a
large discrepancy between the automatically induced sentiment polarity and the human interpretation of that sentiment
polarity. For instance, the word ‘‘suck” can bear positive polarity as in ‘‘The vacuum sucks well.” and a negative polarity
in ‘‘This product sucks.” Similarly, the sentence ‘‘The phone is amazingly bad” would be treated as neutral because it contains
one positive and one negative word, while it indicates a clear negative orientation. This is again exemplified in the Amazon
dataset shown in Table 1, where one can identify inconsistencies between the automatically generated sentiment polarity
using a standard lexicon-based approach and the rating (See Section 2.3 for a more comprehensive review of SA).

In this study, we used a model based on BERT (bidirectional encoder representations from transformers) 2, which is a
state-of-the-art machine learning model developed primarily for natural language processing tasks. The model provides encod-
ing for each phrase/sentence/paragraph of textual input, learned from the more than 2 billion items in the Google news corpus,
which expects us to encapsulate, to a large extent, the contextual information and homonym information. This does not provide
a universal solution to the broad challenges of SA tasks but it at least narrows the scope.

1.5. Assumptions

The assumptions made in this study are summarized in the following.
Assumption 1: If a user makes a given item recommendation, this subsumes that the user has purchased the item.
This assumption permits us to link our recommendation-based study with business and e-commerce contexts.
Assumption 2: Textual inputs are assumed to be inputted by genuine users.
This assumption discards the recently acknowledged importance of bots and robots in generating user-like reviews in a

manner meant to influence potential customers’ perceptions or achieve another malicious goal.
Assumption 3: Users are independent, so the influence among the users, if any, is discarded.
This assumption refutes the importance of common knowledge in biasing user’s opinions and feedback concerning speci-

fic items.

1.6. Research questions

This paper addresses two main research questions:

� RQ1: To what extent are sentiment in reviews written by users correlated with the ratings provided by these users, con-
sidering different application domains (e.g., digital music and video games)?

� RQ2: To what extent can the sentiments of reviews be effectively utilized as a substitute for the ratings of the users in the
evaluation process of recommender systems?

We conducted a set of experiments using two popular datasets, i.e., Amazon Digital Music and Amazon Video Games to
address these questions. For RQ1, we computed, in different application domains, the correlation between sentiments in
reviews, which were extracted using different techniques, and the ratings of the users.

To address RQ2, we first compared the performances of several well-known recommendation algorithms (including You-
tubeRanker and DeepFM) when only ratings are used to generate recommendations and when both ratings and sentiments
are used for recommendation. We then chose the top-performing algorithms and compared them in two evaluation scenar-
ios: when user ratings are considered the feedback data or when sentiments are considered the feedback data. In the eval-
uation, we used additional algorithms (including DeepCoNN, D-Attn, and ESCOFILT), and compared their precision-recall
area under curve (PR-AUC) metrics.
2 The availability of Colab Google cloud infrastructure makes it easy to instantaneously access BERT encoding vectors for any textual input.
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1.7. Contributions

In summary, the main contributions of this paper are as follows:

� We have proposed and evaluated a novel hybrid recommender system that explicitly accounts for the user’s textual feed-
back and sentiment to exploit both in the recommendation process. In particular, BERT embeddings followed by dimen-
sionality reduction (using PCA) was applied to generate a new encoding vector that summarized the content of the textual
feedback. This encoding layer is integrated into two state-of-the-art models-YoutubeRanker and DeepFM-to yield a new,
deep-learning based, sentiment-aware recommender system.

� We compared the proposed model with the other state-of-the-art sentiment-aware recommender systems (DeepCoNN,
D-attn and ESCOFILT) and demonstrated the feasibility, technical soundness and stable performances of the proposed
model.

� We showed that ratings are not necessarily correlated with the sentiment of reviews, in different applications domains,
and hence, exploiting both types of user feedback can help to obtain a more comprehensive picture of user profiles.

� We demonstrated that sentiment score can be used as an alternative to user rating in the evaluation of recommender
systems.

� We evaluated our proposed hybrid recommender system, in two application scenarios (digital music and video games)
and shown that utilizing sentiment in the recommendation process can substantially improve the quality of the recom-
mendation in both scenarios.

� We also showed that, when providing ratings and reviews, music listeners are more likely to express different behaviors
than are video game players.

1.8. Paper organization

The remainder of this paper is organized as follows. Section 2 summarizes the state-of-the-art literature. The details of the
method and dataset used in the present study are described in Section 3. Section 4 emphasizes the results of our experiments
and provides further discussions. Finally, concluding statements and prospective work are drawn in Section 5.
2. Related work

2.1. Recommender systems

Common approaches utilized in recommender systems can be grouped into three categories: Content-Based Filtering
(CBF), Collaborative Filtering (CF), and Hybrid approaches, according to the type of data available as input and the purpose
and mechanism of the recommendation [6,7]. Content-based recommender systems use the item content (e.g., item descrip-
tion and category) and user’s profile learned from user’s interactions, feedback, purchase history, or inputted preferences to
generate recommendations. Therefore, a user receives recommendations of items similar to those that have previously been
of interest. This assumes the existence of some model of the user’s preferences and/or a history of their interactions with the
recommender system to build the user profile, along with a relatively good description of the item’s attributes.

CF-based recommender systems can be either user-based or item-based [8]. User-based collaborative filtering identifies
other users that bear similarity to the given user and recommends what they have liked. Item-based recommender system
suggest items that are most similar to items the user has liked in the past. This assumes that users’ preferences regarding
items can be inferred collaboratively from other users’ preferences. Hybrid recommender systems take advantage of any
kind of item and user information that can be extracted or inferred from other sources, regardless of the scope of the item
description and the user’s profile, by combining two or more recommendation strategies to benefit from their complemen-
tary advantages, such as by using a mix of CBF and CF.

2.2. Sentiment analysis classes

Sentiment-based systems can be categorized into two large classes: lexicon-based and machine learning based [9]. In the
former, sentiment classification is performed using a dictionary of terms, such as those found in SentiWordNet andWordNet,
that assign a positive or negative orientation to selected words. The document sentiment is then calculated by summing up
the orientation of its individual word components. Word sentiment orientation can also be made dependent on the context,
as in the case of corpus-based semantic analysis. Machine learning approaches view sentiment as a classification problem
and therefore, make use of the rich panorama of machine learning techniques, provided that an appropriate large-scale train-
ing corpus is available to be applied to a wide variety of contextual situations [10]. In this case, one distinguishes the state-
of-the-art BERT architectures [11].

Conversely, given the fact that a review may constitute a mixture of positive and negative opinions, SA can be conducted
at various levels: word, sentence, and document. Word-level analysis bears similarity with the aforementioned lexicon-
based approach and accordingly determines the sentiment orientation of an opinion word or phrase [12]. Sentence-level
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analysis acknowledges the existence of ”subjective” sentences in the document that can be used as a basis for assessing the
sentiment polarity. Such subjective sentences can be identified separately through a machine learning approach or recon-
structed using the characteristics of its contained tokens.

Finally, the document or review-level analysis determines the dominant polarity by aggregating the individual sentiment
orientations of the document’s constituent sentences or phrases. Various refinements of such categorization have also been
investigated with regards to the structure of the review document. For instance, in a phrase-level analysis [13], the goal was
extracting the sentiment polarity of each feature attribute for which a user expresses an opinion. A major issue in focusing on
only the document-level analysis is the fact that not all sentences expressing opinion are necessarily subjective, which intu-
itively entails some gap in the coverage of the overall sentence aggregation. Therefore, sentence-level analysis is often
viewed as accurate enough to grasp the fine-grained variation of sentiment in the review. This, in particular, led to the devel-
opment of aspect-based semantic analysis [14].

2.3. Sentiment analysis in recommender systems

The idea of including SA outcomes in recommender systems is not fully new and has been pursued since the emergence of
early works on textual SA tools. Hence, the introduction of SA, can be seen as a way to resolve some common deficiencies of
recommender systems [15]. A notable example of such deficiencies is the sparsity of data. This is part of the bigger problem
called cold start, which occurs when a new item or a new user is added to the system without sufficient data available to
learn associated profile(s) [16].

Recent works have focused on exploiting advanced techniques like Deep Learning to model sentiment data and incorpo-
rate it into the recommendation process [17].

Incorporating sentiment in recommender systems can be performed from various perspectives. First, sentiment polarity
can be considered a fully independent piece of knowledge that can be combined with other recommender system attributes.
For instance, in the case of CF, this is done via some convex combination rule, as in [18]. Second, SA can be used as a tool to
validate or even refute the outcome of the recommender system, as in the work of Preethi et al. [19].

Third, SA can be used as a way of eliciting some relevant information regarding either an item description or users’ atti-
tudes, affinities, tastes, and preferences. Such preference elicitation can, therefore, contribute to building an enhanced item
description or user profile that will boost the performance of collaborative or content-based recommendation. This approach
was pursued in [20]. This view is also supported from a topic modeling perspective, in which sentiment and a user’s interests
are introduced as topic distributions according to the review content, as in [21]. Similarly, from an item description perspec-
tive, one should note the growing body of research in aspect semantic analysis, which can boost the identification of relevant
item attributes or categorizations. This approach has been used in a number of prior works on recommender systems, such
as EFM [22]. Alternatively, approaches such as JMARS [23] have used an integrated framework where each aspect is repre-
sented as a distribution over the words of the dictionary, in the same spirit as latent Dirichlet topic modeling.

Fourth, sentiment review can be considered part of contextual information that can therefore be integrated into the
newly emerging area of Context-Aware Recommender Systems (CARS) wherein many theoretical premises have been put for-
ward as indicated by review papers [24]. Also noteworthy in this context is the proposed ALFM [25], which includes an
Aspect-aware Topic Model (ATM) that models each aspect as a multinomial distribution over the same set of K latent topics,
each of which is defined as a multinomial distribution over the vocabulary.

Fifth, SA can be used to enhance the explainability of a recommender system. For instance, Zhang et al. [22] proposed an
Explicit Factor Model (EFM) to generate an explainable recommendation by extracting explicit product features and user
opinions through phrase-level SA on reviews. Similarly, Pugoy and Kao [26] proposed a novel model that extends CF by uti-
lizing review data. The model is called Extractive Summarization-based Collaborative Filtering (ESCOFILT) and it is capable of
using BERT and clustering methods to add an explanatory module to a CF recommender system. We can also cast in this cat-
egory the broad variety of works where sentiment information is considered part of a user’s feedback and, therefore, a vari-
ety of approaches are used to build relevant actions, supporting explainability through visualization.

In terms of industry applications of these models, we shall mention several notable e-commerce systems where such for-
malisms have been successfully implemented. Lei et al. [27] proposed combining the three sentiment factors of (i) user sen-
timent similarity, (ii) interpersonal sentiment influence, and (iii) item reputation similarity in order to improve the rating
predictions of recommender systems. Peleja et al. [28] suggested integrating unrated reviews and movie ratings in their pro-
posed recommender system for TV on the web, in which the reviews of unrated movies are exploited by inferring ratings
from other reviews included in the exiting user-ratings matrix. Wang et al. [29] proposed a movie recommendation frame-
work based on a hybrid recommendation model and SA on the Spark platform, in which the sentiment-enhanced recommen-
dation framework is obtained by combining CF and CBF methods. Review texts were represented using vector space model
(VSM) and term frequency-inverse document frequency (TF-IDF), and sentiment polarity was inferred through lexicons.

In the stock market, the active research in the field of integrating sentiment in recommender systems is acknowledged to
help investors in their business decisions to provide a better summative information and investment suggestions [30]. This
research advocates the existence of a positive correlation between stock ranking and stock recommendations. This is moti-
vated, for instance, by the fact that Value Lin and Dartboard had the ability to predict future investment profit [31]. Further-
more, a correlation of stock recommendations with market movement and trading volume, known as publicity effect or
announcement effect is well acknowledged in business studies [7].
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In the tourism industry, there is a growing number of online recommender systems that aim to attract tourists or provide
guidelines [32]. Mastrocaronte [33] is an onboard recommender system for drivers that utilize knowledge-based approaches
to recommend attractions, restaurants, hotels, and nearby fuel stations, among others.

Table 2 summarizes some key related works regarding the use of SA in recommender systems. Overall, the preceding tes-
tifies to the rich panorama of sentiment polarity in recommender systems. Although a detailed exploration of this taxonomy
is outside the scope of this paper, this study espouses the view that SA can be considered an independent piece of evidence
whose outcome can be incorporated as additional input data for the recommendation process. It is worth noting that, to the
best of our knowledge, the majority of the prior research has primarily focused on proposing novel methods and algorithms
capable of extracting, processing, and utilizing sentiment data in recommender systems. While this line of research is impor-
tant, our work goes beyond that and proposes utilizing user sentiment data as alternative user feedback to not only improve
the quality of the recommendation but also to obtain the true opinion of the user when interacting with and assessing the
recommendation. More particularly, we propose the incorporation of user sentiment in the ‘‘evaluation” process of the rec-
ommender systems as a potential alternative. While traditional types of user feedback (such as ratings) are still informative,
they do not necessarily project the entire opinion of users about the recommendations. To our knowledge, very limited
works have attempted this type of integration of sentiment into the recommendation process.
3. Methodology

In this section, we provide details of the research methodology employed in this study. A complete overview and flow of
the methodology is illustrated in Fig. 1.

3.1. Dataset

We used two datasets popular in the relevant research communities: Amazon Digital Music and Amazon Video Games.
Both of these datasets are part of the Amazon Review Data [35], an updated version of an Amazon Product dataset. 3 The
original version was published in 2014 and contained reviews provided by nearly 142.8 million users together with the product
metadata, collected from May 1996 to July 2014. The updated version included more data, including the ratings, texts, views,
and votes from nearly 233.1 million users, collected from May 1996 to October 2018. The dataset contains product category,
price, brand, color, size, package type, and even image features. The Digital Music subset contains 1,584,082 reviews provided
to 456,392 products. The Video Games subset contains 2,565,349 reviews of 84,893 products. Each of these datasets includes a
five-core version, datasets where each user and item have at least five reviews. For the digital music dataset, the five-core ver-
sion includes 169,781 reviews, while the five-core version of the video game dataset contains 497,577 reviews. We initially
cleaned these datasets by removing all data points with missing review texts prior to extracting corresponding sentiment
polarity.

3.2. Overall method and experimental setup

After cleaning and preprocessing, we randomly split the dataset into two subsets with 80% and 20% of the whole dataset
for training and testing purposes, respectively. This procedure was conducted based on the reviews, which is a common
approach that ensures all users and items have similar odds of appearing in testing and training subsets. We applied a stan-
dard NLP pipeline for data cleaning and pre-processing that includes removing posts with missing data, uncommon charac-
ters or symbols, links, URLs, lower casing and tokenization. The effect of preprocessing is vital to subsequent steps, such as
providing the textual data as input to the BERT model. A highly noisy input would result in an inappropriate encoding vector
that would likely deteriorate the overall performance of the model.

Next, sentence embeddings were extracted from review texts using the BERT [11] and Python Transformers library [36].
The BERT-base-uncased model was used in extracting the last layer representations. This has resulted in a vector size of 768
for each review. To reduce the dimensionality in the experiment, we employed the PCA algorithm to reduce this vector’s size
to 10. The latter is motivated by noticing that, in our case, the first 10 principal components (PCs) accounted for more than
99% of data variance. Hence, we safely assumed that we could represent the data space using the first 10 components.

As shown in Fig. 1, we considered two categories of recommender systems, CF models and hybrid models.
The computed vectors were primarily representative of the reviews, and hence, they were aggregated (i.e., averaged) over

the total to build vectors representing items and users. For instance, if item A has received five reviews from users, the vec-
tors of each of those reviews aggregated to construct a vector representing item A. The same process was conducted for the
users.

Furthermore, the same BERT-base-uncased model was used to perform SA on review texts. This was achieved by append-
ing a classification head to BERT (i.e, a linear layer on top of the pooled embeddings) for fine-tuning the SA model. The model
was fine-tuned using the IMDb Large Movie Dataset [37], which includes over 50,000 textual reviews with bipolar sentiment
labels. Afterward, the fine-tuned model was used to extract sentiments for our target dataset (i.e., Amazon reviews dataset),
3 https://jmcauley.ucsd.edu/data/amazon/
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Table 2
Summary of related work in sentiment-based recommender systems.

Reference Theory or Concept Recommender Approach

[26] Extractive summarization with BERT Extended collaborative filtering
[27] Using item reputation quantification Extended matrix factorization
[22] Exploiting phrase-level sentiment Explicit factor model
[18] Combining different data with sentiment Hybridized collaborative filtering
[19] Sentiment to validate the recommendation Deep learning
[34] Item or user profile eliciting Machine learning
[22] Using aspect sentiment Data fusion and statistics
[21] Combining sentiment and topics Probabilistic matrix factorization
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keeping in mind that these extracted sentiments represented the reviews and not the items and users, and hence, the same
aggregation process was performed for the corresponding users and items. Finally, these aggregated sentiments were used
both as training features for considered recommender models and also as a basis for calculating some of the evaluation met-
rics later in the experiments.

3.3. Recommendation algorithms

In this section, we describe a set of state-of-the-art recommendation algorithms adopted in this work, namely, YoutubeR-
anker, DeepFM, DeepCoNN, D-Attn, and ESCOFILT. We further considered two popular algorithms as more classical baselines,
i.e., Item-based CF and alternating least square (ALS). The choice of these algorithms was motivated by their widespread pop-
ularity (e.g., ALS), which means they had already been implemented in e-commerce applications [38], and their excellent
performance, due to the use of advanced models (e.g., YoutubeRanker). We either adopted an implementation of these algo-
rithms in popular libraries, such as LibRec library [39], or used their public repositories. A brief description of the algorithms
are provided in the following.

3.3.1. Item-based collaborative filtering
Traditionally, CF has been one of the most popular recommendation approaches. Item-to-item CF (Item-CF) is a well-

known variant of this approach that was proposed in the early stages of recommender systems research [40]. This approach
tries to match the rating history of users and suggest items that are similar to those the user has rated highly in the past.

This approach uses a similarity matrix built among all items, using a metric based on the rating vectors of items. We have
utilized cosine similarity as a popular metric proposed and adopted in many prior studies [1,41]. The similarity is computed
using the following equation:
Similarityð~A;~BÞ ¼ cosð~A;~BÞ ¼
~A �~B

k~Ak � k~Bk
ð1Þ
where A and B are the rating vector of two different items.

3.3.2. Alternating least square
Alternating Least Square (ALS) is another popular approach, commonly utilized to generate personalized recommenda-

tions. This approach can model users and items with a vector of size K (i.e., the dimensions). The unobserved ratings of
the users are then predicted by minimizing the least-squares error of the observed rating [42]. Hence, ALS tries to minimize
an objective function by finding an optimal X and Y (i.e., the user and item vectors). The optimization goal is formulated as
follows:
min
X;Y

X

ruiobserved
ðrui � xTuyiÞ

2 þ kð
X

u

xuj jj j2 þ
X

i

yij jj j2Þ ð2Þ
where xu is a K dimensional vector of user uwith its features. The dimension of the vector can be fixed with a relatively small
number, such as 10. Similar to the user’s vector, yi is a K dimensional vector of each item i. ALS aims to predict rui, the rating
that is predicted to be given by the user u to the item i exploiting their vectors. In our experiments, we set the number of
epochs (i.e., the number of iterations the optimization algorithm performs) to 50. Moreover, the hyper-parameter a is set
to 5. This hyper-parameter governs the baseline confidence in the observed ratings.

3.3.3. YoutubeRanker
The YoutubeRanker algorithm is one of the advanced deep learning-based approaches for recommendations that was

originally proposed by Google [43]. YoutubeRanker can effectively learn various types of data and build a model on top of
them, exploiting neural layers with several depths. These layers can efficiently model the interactions among the many fea-
tures elicited from the users and items that are eventually utilized in the recommendation process. YoutubeRanker uses a
modified logistic regression to learn and model features, enabling the recommendations to be generated based on multiclass
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Fig. 1. An overview of our approach.
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classification. This approach designates a specific item at the time t from among millions of items in a corpus V, based on the
interactions of the particular user U in the context C, as shown in the following formula:
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Pðwt ¼ ijU;CÞ ¼ ev iuX

j2V
evj u

;

u;v j 2 RN

ð3Þ
where u and v j represent a high-dimensional user profile and the item embeddings, respectively. In our experiment, we set
the number of epochs to 20 to prevent the over-fitting problem. Furthermore, we set the learning rate to 0.001 thus control-
ling the rate at which the model’s parameters are updated, and finally chose 0.4 for the dropout rate, which is the proportion
of neurons that are dropped during each training to avoid potential over-fitting. The ultimate neural network architecture is
[32] and the embedding size is 64, meaning the size of the embedding vector extracted from features and fed to the models as
input.

3.3.4. DeepFM
The DeepFM algorithm is another deep learning based approach that adopts an end-to-end learning mechanism. DeepFM

takes advantages of the combination of two different classes of algorithms: deep neural networks (DNNs) and factorization
machines (FMs). The benefit of using DeepFM in a recommendation process is that it does not require expertise in feature
engineering aside from raw features due to the shared input in distinct parts of this approach [44]. DeepFM adopts the fol-
lowing equation in its core for optimization:
ŷ ¼ sigmoidðyFM þ yDNNÞ ð4Þ

where yFM is the FM module’s and yDNN is the DNN module’s output, respectively. In our implementation, we set the number
of epochs to 10 to prevent the over-fitting problem on the Digital Music dataset. Also, we chose 0.001 as the learning rate of
the method and 0.4 for the dropout rate. The neural network architecture is [32,16], and the embedding size is 32. The
parameters were fine-tuned enabling the algorithm to achieve its best performance.

3.3.5. DeepCoNN
Deep Cooperative Neural Networks (DeepCoNN) [45] use an architecture that more closely resembles our general

approach for feature-based models. It consists of two convolutional neural networks, one responsible for capturing user
behaviors and the other for modeling items based on reviews creating a user–item pair. These features are extracted through
word2vec [46] pre-trained word embedding. Two models have separate weights and architectures, which make use of con-
volutional and max-pooling layers commonly found in CNNs, but they are jointly used for prediction with a shared, fully-
connected layer on top.

In the original paper, authors trained their model on a number of datasets, including the Amazon Review dataset. In our
work, we used the code made publicly available by the authors to train it on both of our sub-datasets and later compared the
results using the proposed metrics.

3.3.6. D-Attn
A similar model used for item recommendation is Dual-Attention (D-Attn)[47], which incorporates a dual approach for

capturing user preferences and item properties with both local and global attention mechanisms [48]. Similar to DeepCoNN,
separate networks are employed for user and item, with each of them, in turn, having disjoint data-propagation paths for
local and global features. The features from local and global attentions for each network are extracted from GloVe embed-
dings[49], pass through convolutional and pooling layers, get concatenated at the end of the processing stream, and finally,
go through a fully connected layer. Lastly, the output of the model is calculated by the dot product of user and item vectors.
Similar to our work, the authors in [47] trained and tested their model on a subset of the Amazon Review dataset.

3.3.7. ESCOFILT
Extractive Summarization-based Collaborative Filtering (ESCOFILT)[26] is one of the more recent contributions using NLP

techniques to further enhance recommendations and is considered one of the state-of-the-art approaches at this time. The
model employs BERT embedding and use multilayer perceptrons (MLP) to respectively learn sentence embeddings, extrac-
tive representation explanations and user–item interactions from user reviews. Their work somewhat resembles ours in the
sense that they also exploit an attention-based model to obtain rich features from the review texts. However, unlike our
approach, which additionally extracts sentiments from each review as an explicit feature, they instead implicitly use reviews
by building representations for users and items based on text, called, extractive summaries. Such representations contribute
to improving the prediction accuracy of CF. The extractive summaries were obtained using BERT Extractive Summarizer [50]
with a BERTlarge model. Then, K-means clustering was used to aggregate multiple sentence embeddings and combine them
into a single item or user representation. Lastly, these representations were fed into an MLP to predict the user ratings of
items.

3.3.8. Naive ideal recommender
Finally, for the sake of comparison, we considered the best possible recommendation as an ultimate baseline. Ideal rec-

ommender simply selects and recommends to a target user those items for which the user has provided the highest ratings
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(i.e., 4 to 5 out of 5) in the past. Then, if there is still room for more recommendations, the items that received (by overall
average) the highest ratings from all users are recommended.

3.3.9. Metrics
We employed the following two metrics to analyze the performance of the models.
Global Hit Rate: First, the items that had high (average) sentiments and received at least 10 reviews from users were

selected as global top items. The global top items were not selected in a personalized manner (i.e., per user). Instead, they
were selected across the entire dataset (i.e., globally). We considered that an average sentiment computed from all reviews
of an item and was equal to 1.0 to be high-level sentiment. Then, hit rate [%] for recommendations for each user was com-
puted according to the following formula:
GlobalHitRate ¼ 100� number of hits
number of recommended items

ð5Þ
where hit is a global top item that appeared in the recommendation list of a user. The hit rate scores computed for each user
were then averaged over all users to compute the global hit rate score. It is worth noting that, in the Amazon Digital Music
dataset, 3,870 items were identified as global top items, whereas for the Amazon Video Games dataset, only 1,924 items
were identified as global top items.

Precision: First, for each user, the items that received reviews with high sentiment levels were considered personal top
items for that specific user. Hence, the personal top items were selected in a personalized manner (i.e., per user), meaning
that the top items for each user is different from the top items of the other users. Again, we considered a sentiment score
equal to 1.0 as a high sentiment. The formula for computing precision is as follows:
Precision ¼ 100� number of recommended personal top items
number of recommended items

ð6Þ
It is worth noting that the personal top items considered for the precision metric were items with high sentiment levels that
were extracted from the reviews of the target user. For the hit rate metric, however, the global top items were items with
high (average) sentiment levels that were from all user reviews.

It is worth noting that the personal top items considered for the precision metric were items with high sentiment levels
that were extracted from the reviews of the target user. For the hit rate metric, however, the global top items were items
with high (average) sentiment levels that were from all user reviews.

For the experiments, we executed the implementation on a Ubuntu 16.04 machine with eight Intel Xeon E5620 CPUs
clocked at 2.4 GHz on each of the cores and 16 GB available RAMmemory. For training models, a Tesla T4 instance was used.
The results obtained from the experiments are discussed in the next section.

4. Results

We conducted a set of experiments to address the formulated research questions. In this section, the observed results for
each of the experiments are described.

4.1. Experiment A: Exploratory analysis

As a preliminary study, we analyzed the considered datasets to obtain a better understanding of the distribution of data,
including the extracted sentiments and the ratings. The results are plotted in Fig. 2 and 3. It can be seen that, there is a clear
difference between the two datasets. While the distribution of the video items in the Video Games dataset resembles a typ-
ical normal distribution (see Fig. 3), the distribution of music items in Digital Music dataset reflects a half normal distribution
(see Fig. 2). In the Digital Music dataset, as the values of user ratings increase (Fig. 2–up) or the values of sentiment increase
(Fig. 2–bottom), the number of music items grows almost exponentially. For the sentiment, the peak of the distribution
appears to be at 1 (out of 1), and for the rating, the peak is observed around the value of 5 (out of 5). This basically indicates
a higher probability to observe items with more positive ratings and more positive sentiment.

In the Video Games dataset, as the value of rating increase (Fig. 3–up) or the value of sentiment increases (Fig. 3–bottom),
the number of items reaches a peak and then goes down to a lower value. For the sentiment, the peak appears at around 0.8,
and for the rating, the peak is observed around the value of 4.5. This observation may indicate that users express different
behaviours when consuming music items than when consuming video game items. According to the results, music listeners
commonly provide feedback on a narrow range of the bestmusic that perfectly matches their musical taste. In contrast, video
game players provide feedback on a wider range of game items, including not only the best games but also the fairly good
games.

In the follow-up experiment, we analyzed the reviews of the top items in each dataset, which were evaluated as best from
the users’ points of view. These items can be found in two different categories (a): items with the highest average ratings, or
(b): items with the highest sentiment levels in their reviews. Through this analysis, we checked the reviews of the top items
in each of the categories and identified a set of unique words (terms) that appeared with the greatest frequency in the
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Fig. 2. Distribution of the average sentiment of music items in Amazon Digital Music dataset.

Fig. 3. Distribution of the average sentiment of game items in Amazon Video Games dataset.
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reviews. We were interested to determine whether the top items in the categories differed with regard to the words used in
the reviews. We considered the tf-idf metric and computed it for all of the words and then generated a WordCloud figure for
the top items in both datasets. The results are shown in Fig. 4 and 5.

As can be seen, in the Digital Music dataset, the WordCloud of the top items with the highest ratings (Fig. 4–left) does not
substantially differ from the WordCloud of the top items with the highest levels of sentiments (Fig. 4–right). However, in the
Video Games dataset, a clear difference can be observed between the WordCloud of the top items with the highest ratings
(Fig. 5–left) and the top items with the highest sentiment levels (Fig. 5-right). This may indicate that, in the music domain,
listeners were prone using a more similar set of words when providing written feedback (reviews) of the items, whether or
not the items are highly rated or received positive sentiments. In contrast, in the video game domain, players were likely to
use a diverse set of words in their written feedback for highly rated items in comparison to the items that receive positive
sentiment. Both of these observations are interesting and reflect the differences in feedback signals provided by users in dif-
ferent application domains.
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Fig. 4. WordCloud of reviews for digital music items.

Fig. 5. WordCloud of reviews for video game items.
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4.2. Experiment B: Correlation analysis

In this experiment, we investigated potential correlations among items with regard to their sentiment levels and the rat-
ings received from users, considering both datasets. For that, we computed the Pearson correlation between the average of
the ratings an item received from users and the average of the sentiments extracted from the reviews of that item. According
to our analysis, a high overall correlation was observed in the Video Game dataset than in the Digital Music dataset. While
the average Pearson correlation for music items was 0.284 (p-value < 0.01), this value was 0.648 (p-value < 0.01) for game
items. This may mean that users are more likely to write reviews that are aligned with their ratings for video games than
they are for music items.

In order to better illustrate this observation, we plotted the average values for the ratings and sentiments for the items in
each dataset. Fig. 6 and 7 show the obtained results for both the Amazon Digital Music and Amazon Video Games datasets.
First, as can be seen, there is a concentration of data around the higher ratings in both datasets. This was an expected obser-
vation because the users typically tend to provide feedback (either ratings or reviews) on items that they have consumed and
found interesting. Second, there is a clearer linear correlation in the Video Games dataset than in the Digital Music dataset.
Again, this indicates the difference between the digital music application domain and the video game domain when it comes
to the rating and reviewing behaviors of the users. Accordingly, while music listeners are less consistent in providing reviews
and ratings for music items, game players represent a higher level of consistency in reviewing and rating game items.

For the sake of comparison, we also explored whether the correlation results are dependent on a particular SA approach.
For this purpose, we considered a set of commonly employed SA techniques, including SentiStrength, TextBlob, and Vader. The
results (shown in Table 3) confirm our reported observation (i.e, relatively low correlation scores in the case of the Amazon
Music Dataset, and moderate correlation scores in the case of the Amazon Games Dataset). Moreover, the observed results
revealed no substantial differences among the considered techniques in terms of the correlation scores. The results also
showed that BERT-sentiment yielded the highest correlation score in Amazon Games dataset while TextBlob achieved the
highest correlation score in Amazon Music dataset.

Furthermore, we investigated whether or not the top items with the highest ratings were different from the items with
the highest sentiment levels in their reviews. For that, we selected the topmost items in both of the datasets in terms of aver-
age ratings as well as average sentiments in their reviews. For the sake of comparison, we also considered the items with the
largest number of reviews. The three lists of top items are presented in Table 4 and 5 for the Digital Music and Video Games
datasets, respectively.

As can be seen, these lists are distinctively different, indicating that users may provide higher ratings for items that are
different from the items with the most positive reviews. As a conclusion of the results of this experiment, the ratings and
sentiments of the reviews were not necessarily correlated, and, can therefore be indicative of different sides of user profiles
and potentially represent different perspectives of user preferences.
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Fig. 6. Correlation between average sentiment of music items and their average ratings provided by users based on Amazon Digital Music dataset.

Fig. 7. Correlation of the average sentiment of games with average ratings provided by users based on Amazon Video Games dataset.

Table 3
Correlation between the sentiment of reviews and their respective ratings using different SA
methods.

Method Amazon Music Dataset Amazon Games Dataset

BERT Sentiment (our method) 0.284 0.648
SentiStrength 0.299 0.551
TextBlob 0.377 0.530
Vader 0.117 0.476
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4.3. Experiment C: Sentiment analysis

In the third experiment, we analyzed the performance of different recommender systems in order to understand which
one encompassed more items with positive sentiments in their reviews. Accordingly, we checked the output of different rec-
ommender systems, including the hybrid ones, and computed the percentage of recommended items with positive senti-
ments. To keep the results more reliable, we excluded items that had received less than 10 reviews from users. Again,
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Table 4
Comparison of Top Items in Amazon Digital Music Dataset.

Top Ratings Top #Reviews Top Sentiment

1 Stranglehold Happy Ah! Leah!
2 It’s the Most Wonderful Time of the Year Blurred Lines [feat. T.I.] No One
3 Tush Roar Love Stuff
4 Where Were You (When the World Stopped Turning) I Can Only Imagine Hello It’s Me
5 Try a Little Tenderness Hello It’s Me Brand New Key

Table 5
Comparison of Top Items in Amazon Video Games Dataset.

Top Ratings Top #Reviews Top Sentiment

1 New Super Mario Bros 2 Diablo III & Zack Wiki Quest for Barbaros‘ Treasure
2 Mamas & Papas Soft Toy God of War III Trauma Center: Under the Knife 2
3 Advance Wars: Dual Strike Mario Kart Rock Band
4 Disney Infinity 3.0 Edition The Last of Us Remastered Rune Factory 2: A Fantasy Harvest Moon
5 Wario amiibo StarCraft II: Wings of Liberty Advance Wars: Days of Ruin
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when measuring the hit rate, we considered a recommended item a hit if the extracted sentiment was 1, and considered it a
miss if the sentiment was less. We note that although the minimum value of the hit rate metric is 0 and the maximum value
is 1, we mapped the values to the range of [0–100].

Fig. 8 presents the results of the experiment, showing that the scores computed in the Digital Music dataset were larger
than those for the Video Games dataset.

This may reflect that recommender systems in the digital music domain may recommend items that received more pos-
itive reviews in comparison to the recommender systems in the video games domain. In addition, as expected, the ideal rec-
ommender system (recommending items with ratings 4 or 5), achieved the highest hit rate in both datasets, thus
recommending the most items with positive sentiments. In the Video Games dataset, the ideal recommender obtained
the hit rate value of 11.33, and in the Digital Music dataset, the recommender obtained the value of 15.22. This means that,
on average, fewer than 16% of the top music items (in terms of ratings) have received reviews with positive sentiment. This
value was even lower for video games at less than 12%. This was a rather unexpected result and potentially indicates an
inconsistency between the ratings and reviews. Comparing the non-ideal recommender systems, the best results were
achieved by the hybrid recommendation techniques, i.e., YoutubeRanker and DeepFM. In the Video Games dataset, Youtu-
beRanker technique had obtained value of 4.01, while DeepFM obtained value of 3.75. In the Digital Music dataset, both of
the recommendation techniques performed well, obtaining hit rate values of 14.32 and 9.68, respectively. The worst results
were seen with recommendations based on ALS, obtaining the hit rate values of 2.65 in the Digital Music dataset and 0.77 in
the Video Games dataset.
4.4. Experiment D: Hybrid recommendation with sentiment

In the previous experiment, we measured the impact of incorporating sentiment data on the quality of recommendations,
measured in terms of Precision@10. For that, we compared the quality of recommendations with different hybrid recom-
mender systems using the sentiment of reviews.

The results are depicted in Fig. 9. It can be seen that the quality of recommendations significantly improved with both the
Video Games and Digital Music datasets. In the Video Games dataset, the precision of YoutubeRanker model was 0.015 when
the sentiment score was not incorporated in the recommendation. When sentiment was incorporated, this value doubled
and reached 0.039 when sentiment has been used (�160% improvement). For the DeepFM, the precision score without sen-
timent was 0.016, and the precision was boosted to the value of 0.033 by utilizing the sentiment data (�106% improvement).

With the Digital Music dataset, the precision values of the YoutubeRanker model without and with sentiment were 0.022
and 0.048, respectively (�118% improvement). With the DeepFM, the precision values without and with sentiment data
were 0.003 and 0.010, respectively (�233% improvement).
4.5. Experiment E: Extended comparison

The previous experiment clearly showed the effectiveness of incorporating sentiment data into the recommendation pro-
cess. Accordingly, the quality of two recommender techniques (i.e., DeepFM and YoutubeRanker) performing the best in a
hybrid setting, was evaluated with and without using sentiment data. We further extended this experiment and compared
these two techniques with three state-of-the-art sentiment-aware algorithms capable of utilizing different forms of input
data and incorporating them into the recommendation process (i.e., DeepCoNN [45], D-attn [47], and, ESCOFILTS [26]).
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Fig. 8. Comparison of different recommender systems in terms of the hit rate metric, computed with respect to the sentiments scores.

Fig. 9. Comparison of different hybrid recommender systems with and without usage of the sentiment information withing item reviews.
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For the sake of a comprehensive evaluation, we considered the PR-AUC metric in this experiment. To compute this metric,
Precision and Recall scores were first measured for different thresholds, and then the area under this curve was computed.
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The higher the PR-AUC score, the better the quality of the recommendation. PR-AUC scores were computed in two scenarios:
(i) The first considered the ratings from users as representative of true feedback from users, and (ii) the second considered
the sentiment of reviews from users as representative of the true feedback of users.

The results are presented in Table 6. Please note that DeepFM-S refers to a version of the DeepFMmodel that incorporates
sentiment scores as input data. Similarly, YoutubeRanker-S refers to the YoutubeRanker model that incorporates sentiment
scores as input data.

Comparing the results, the overall best performance was observed for the YoutubeRanker-S and ESCOFILT recommender
algorithms. More particularly, in scenario (i), where user ratings were considered for evaluation, YoutubeRanker-S algorithm
outperformed all the other algorithms in terms of PR-AUC. scenario (ii), where sentiments of the user reviews were consid-
ered for evaluation, the ESCOFILT algorithm outperformed all the other algorithms. All of the differences are statistically sig-
nificant with p-value < 0.01. The only exception was the marginal difference between the results of DeepCoNN and
YoutubeRanker-S (in Video Games dataset) with p-value < 0.1. As the table shows, we obtained larger PR-AUC scores in
the scenario where ratings were used as feedback, considering both of the datasets. The difference was slightly higher in
the Digital Music dataset than in the Video Games dataset.

In summary, our results showed that using different feedback data (e.g., sentiments of user reviews or user ratings) in the
evaluation process can result in differences in the measured performance of recommender algorithms. Such differences may
depend on the dataset collected within different application domains. While this is an interesting observation, further anal-
ysis would be beneficial for better investigating the level, cause, and effect of such differences.

Finally, we made a comparison of different models in terms of computation time (in milliseconds) for each model to pre-
dict on a 64 mini-batch sample. According to our measurement, D-Attn, ESCOFILT, and ALS achieves the best computation
times with scores of 0.12 ms, 1.31 ms, and 4.21 ms, respectively. The observed computation times for the other models were
24.43 ms, 48.49 ms, 56.48 ms, and 62.99 ms for Item-CF, DeepCoNN, DeepFM-S, and YoutubeRanker-S, respectively.

4.6. Discussion

This section provides a discussion of the observed results in addressing the formulated research questions:

1. The sentiments of the reviews provided by users are not necessarily correlated with the ratings from users. While there might
be a moderate correlation observed in the video games domain, our observation has shown almost no correlation in the
digital music domain. This result may reflect differences in the types of data collected and used by recommender systems
operating in different application domains. This indicates the importance of considering different sources of user feed-
back in different forms in order to obtain a better picture of user profiles in recommender systems. These observations
address RQ1.

2. Sentiment of the reviews can be considered a substitute for other types of user feedback (e.g., ratings) for evaluating recommen-
dation quality.We considered different metrics to evaluate the proposed recommendation technique in two different sce-
narios: (i) When the ratings of users are indicative of their true preferences, and (ii) When the sentiments obtained from
reviews are indicative of users’ true preferences. We would argue that our adopted methodology can better reflect reality
than traditional forms of evaluation that are solely based on user ratings as ground truth. These observations address RQ2.

3. Hybrid recommender systems that incorporate sentiment in the recommendation process yield superior performance than rec-
ommender systems without the sentiment component. We considered different recommender algorithms and compared
them in two different scenarios: one with the usage of sentiment and one without the usage of sentiment in the recom-
mendation process. Our results showed that the quality of recommendations was substantially improved when the sen-
timent of the review is taken into account with the ratings of users. The observed results were consistent in both of the
considered application domains, digital music, and video games. These observations (and the following ones) are sec-
ondary results that we report in addition to the previously described primary results.

4. Different recommender algorithms are different in their recommendation output in terms of the sentiment of reviews. We
assessed the performances of a wide range of recommender algorithms, including YoutubeRanker, DeepFM, DeepCoNN,
D-Attn, ESCOFILT, Item-CF, and ALS, in terms of various metrics, i.e., hit Rate, Precision, and PR-AUC, computed according
to the user ratings or sentiment scores. The results showed that using the sentiment of users in a hybrid recommendation
process based on YoutubeRanker algorithm (in the Digital Music dataset), and, ESCOFILT algorithm (in the Video Games
dataset) achieved superior performances in comparison to the other algorithms. This indicates that hybrid recommender
systems using these algorithms result in recommendations of items that receive not only higher ratings from users, but
also positive sentiment extracted from their reviews.

5. There is inconsistency in the observed behaviors of users when providing feedback (e.g., ratings and reviews) in different appli-
cation domains. Music listeners mostly provide feedback to a narrow range of the best music while game players provide
feedback to a wider range of games, including ones that are good enough but not necessarily the best. A potential expla-
nation for this phenomenonmay be related to the different costs of item consumption (e.g., time of consumption) in these
two application domains. While assessing a music item can be quick and relatively cheap, assessing the quality of a video
game can be time-consuming and requires more effort and money. This may motivate the video game players more than
music listeners to provide their feedback on games, particularly when consumed games did not present the expected
quality or did not match the player’s personal taste.
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Table 6
Comparing the performances of recommendation algorithms in terms of area under the precision-recall curve (PR-AUC). The PR-AUC were computed under
different scenarios, such as when ratings are considered the true preferences of users and when the sentiments of reviews are considered the true preferences
of users. The differences in the presented values were significant with p-value < 0.01. The only exception was the marginal difference between DeepCoNN and
YoutubeRanker-S (Video Games dataset) with p-value < 0.1.

Recommender PR-AUCrating PR-AUCsentiment

Music Video Games Music Video Games

DeepFM-S 0.984 0.910 0.918 0.862
YoutubeRanker-S 0.986 0.920 0.924 0.873
DeepCoNN 0.967 0.846 0.901 0.816
D-attn 0.933 0.773 0.916 0.794
ESCOFILT 0.974 0.912 0.942 0.885
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Overall, the reported observations are promising as they represent the potential power of the sentiment data extracted from
the user reviews and incorporating them into the hybrid recommender systems.
5. Conclusion

Traditional recommender systems have primarily relied on using ratings as the main feedback received from users when
learning preferences and building profiles. While ratings can be a valuable source of data, it may not necessarily draw a full
picture of the actual preferences of users and their specific tastes.

In this paper, we proposed a novel form of hybrid recommender system capable of going beyond the rating-based feed-
back and learning from the sentiment scores computed based on user reviews for the items. Sentiment of the reviews have
been shown to be important signals representing the users’ actual feedback on the assessed items. In order to evaluate the
effectiveness of the proposed recommender system, we conducted a set of experiments utilizing two well-known datasets,
the Amazon Video Games, and Amazon Digital Music dataset.

Our experiments showed that the user ratings for items do not necessarily correlate with the sentiment of reviews writ-
ten for the same items. Moreover, recommender systems may generate different recommendations in terms of sentiment
scores and can thus perform differently when it comes to sentiment in reviews. In addition to that, incorporation of senti-
ment data within the hybrid recommendation process can substantially increase the quality of the recommendation and
hence offer benefits to users.

In the future, we plan to extend this work by utilizing different datasets with a larger number of users and items. We also
plan to assess the accuracy of different methods for SA and measure the impact of each on the quality of the recommenda-
tion. Finally, we plan to design a live demo of the proposed hybrid recommender system utilizing the sentiment data and
evaluate its quality in an online setup with real users. This can help to better analyze the quality of the proposed recommen-
dation technique in a different scenario and application domain.
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