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Abstract

Orographic precipitation has always been a major field of study in

atmospheric sciences, because of its major role in the water budget and

its influence on environmental hazards like floods and droughts - and

thus on human activity. Understanding its features has become even

more important with the rise of the challenges posed by the changing

climate. In the last two decades, several models have been developed

to advance orographic precipitation science.

This thesis used mainly one of these models, Smith and Barstad’s

Linear Model for orographic precipitation, in high space-resolution

studies for downscaling and model validation, both on the meteoro-

logical and on the climatological time scales. The problem of model

validation and precipitation downscaling was introduced in the first

paper, while the Linear Model itself was used in downscaling in three

other papers: in one instance to downscale 3- and 6-hour meteorolog-

ical forecasts and reanalysis down to 250 meters of space resolution;

in one case, to downscale daily climate projections of 30 years of data

down to about 1 km space resolution in western Norway; and lastly,

to provide orographic correction at 1 km resolution to a spatially ho-

mogeneous statistical downscaling model.

The first paper dealt with ENSEMBLES model validation at the

25 km scale. The validation was performed as part of CLIMB, an

EU FP-7 project that studied climate changes at selected Mediter-

ranean hydrological basins. The control time was 1951-2010. Model
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validation allowed to select four models in the ENSEMBLES dataset

for use in later stages of the project; however, it also showed that 25

km resolution was too coarse a resolution to properly resolve physical

phenomena that lead to orographic precipitation, and pointed at the

need for proper downscaling of precipitation and temperature data.

Starting from this, this thesis introduced the Linear Model as a tool

for climatological downscaling. For climate projections, the Linear

Model’s low CPU demand allowed the production of many simulations

to span the uncertainties over the whole model range of the projects

taken into account. The four ENSEMBLES models selected in the

first paper were used for the downscaling performed in Sardinia for

the 1981-1990 time period in the fourth paper. In the second paper,

fourteen IPCC AR4 models were used in Norway, for the 1971-2000

control period, and the 2046-2065 and 2071-2100 future assessements.

The results showed that when large-scale background precipitation

is taken into account, the Linear Model was able to compare well with

simulated and observational data both for Norway and for Sardinia,

with promising results in i) reducing errors of past reconstruction and

ii) producing reasonable climate assessments - in both instances at a

high spatial resolution. The results at past control times showed that

LM was able to provide a significant spatial separation of real data

stations. In IPCC AR-4 downscaling in Norway, where large-scale

precipitation was negligible compared to orographic precipitation, the

Linear Model was able to reproduce past climatology and provide a
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future assessment as a stand-alone tool. In Sardinia, the Linear Model

was used in conjunction with a statistically homogeneous Multifractal

model.

The use of a two-models downscaling method for Sardinia allowed

to circumvent one of the Linear Model’s main limitations, i.e. the

fact that it is unfit for use on its own in warmer climates, where oro-

graphic forcing is just one of the components that lead to precipitation

and thermal convection can play an important role. In regard to re-

producing observed features of local precipitation, the Linear Model

orographic correction used with the Multifractal model compared very

well with a locally-calibrated orographic modulation of the same sta-

tistical model. This happened at mean areal precipitation level, but

also at individual stations, for yearly means, and for monthly and

daily distributions of precipitation events.

The third paper dealt with meteorological time scales, comparing

three days of observations with WRF simulations, and LM downscal-

ing of WRF data was used at different time and space resolutions over

the Stord island in western Norway. In this study, the Linear Model

compared well with a more complex model like WRF, in reproducing

high resolution precipitation events. This was especially true at the

higher spatial (250 m) and temporal (3 hours) resolutions used.

To sum up the findings of this thesis, we tested the boundaries

of the Linear Model, already proven in literature to be a powerful

tool for describing orographic precipitation. We showed that, with
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some care, it could be used both as a stand-alone model or an ac-

companying support for climatological downscaling studies, and to

refine or better understand investigations on precipitation carried out

through meteorological methods. Good results in the use of the Lin-

ear Model for climatological studies in a high-latitude area like Nor-

way were somewhat expected, given the intrinsic strong points of the

model. However, the robustness of the Linear Model’s underlying

physics was put succesfully under stress in the third paper, where the

model performed well also at hourly time resolution at meteorological

time scales. Last but not least, the fourth paper showed another way

to exploit the Linear Model’s features for climatological downscaling

in warmer, mid-latitude regions.
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1 Introduction

The problems posed by recent climate changes and the need for adaptation

techniques in the near future have motivated many of the most recent efforts

in climatology. Climatology is described by the US NOAA as ”the description

and scientific study of climate”, or more precisely as ”a quantitative descrip-

tion of climate showing the characteristic values of climate variables over a

region” (http://www.cpc.ncep.noaa.gov/products/outreach/glossary.shtml).

The main tools developed for future climate projections have been Global

Climate Models (GCMs, from now on), which simulate the state of the cli-

mate over the Earth’s surface (e.g., IPCC AR4, 2007). GCMs are used to

understand climatological features and global changes. These include large

scale distributions of precipitation, sea level pressure and surface air tem-

perature, with a special attention to monthly means and seasonal variations.

These variables and distributions have been chosen as indicators of climate

change as they are simple to understand and measure, and because they are

believed to give a generalized representation of climate. GCMs have been

demonstrated to reproduce observed features of recent climate (IPCC AR4,

Chapter 8). Their coarse resolution means that they are less realistic for

smaller scale features, like those at less than the ∼ 150 − 200 km scale;

moreover, high resolution GCM runs are not feasible due to their high com-

putational costs. In particular, GCMs are not able to resolve physics that

lead to hydrological extreme events: heavy and extreme precipitation with
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accompanying floods, flash floods and avalanches; droughts; salinization of

coastal aquifers (e.g., Salathé Jr., 2005; Christensen and Christensen, 2007).

However, impact researchers need local climatologies in order to provide pol-

icy makers with guidelines for implementing assessment policies.

Downscaling is used to obtain high-resolution, local projections of coarse-

resolution GCM results. The main assumption behind the theory of down-

scaling is that large-scale weather exhibits a strong influence on local-scale

weather, so that data from GCMs can be used to force (or drive) a model over

a limited area (e.g.: Wigley et al., 1990; Giorgi and Mearns, 1999; Maraun

et al., 2010; Rummukainen, 2010). The drawbacks of the technique include

addititional uncertainty and high computational demands.

Precipitation is, with temperature, one of the most important variables

for impact studies in meteorology and climatology. The role of precipitation

in science (geophysics, hydrology, meteorology and climatology) and human

activities is of fundamental relevance, from its impact on water budgets to

farming, from river floods to droughts. Complex terrains (mountains, hills

and plateaus) cover 46% of the Earth’s land surface, contain 46% of the global

population and produce 51% of the surface runoff (Meybeck et al., 2001),

so mountain precipitation is especially important. Meyers and Steenburgh

(2013) list orographic-precipitation-generated challenges to both science and

human activities: i) snow and storms; ii) floods, landslides and debris flows;

and iii) droughts. Moreover, Orographic Precipitation processes develop at

spatial scales that require models to solve very high resolutions, possibly as
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high as a few hundred meters. This is a problem not only for global climate

models, which are provided generally at resolutions of 180-300 km, but often

even for downscaling regional climate models, whose resolutions can be as

high as 10-25 km - still too little to resolve the necessary physics.

During the last few decades, the application of high-resolution models and

new observational field datasets, collected over topographic barriers around

the world, have quantified various orographic processes for a broad spectrum

of ambient environments and barrier dimensions (Colle et al., 2013, see Table

1). These experiments have helped the advance in understanding Orographic

Precipitation so much that several reviews have been written in the last few

years (Lin, 2005; Roe, 2005; Smith, 2006; Rotunno and Houze, 2007; Houze,

2012; Colle et al., 2013).

This study focuses mainly on one of the precipitation models created in

these years, namely Smith and Barstad’s Linear Model (LM, 2004). The LM

provided a new, analytically simple and powerful tool to study Orographic

Precipitation. The LM is a CPU-inexpensive, reduced model, so it can be

used to perform high-resolution downscaling at virtually any desired spatial

scale. It is a steady state model, so it can be used with input data of any

time resolution. Its simple physics makes it possible to study a great range of

changing parameters and variables. The LM has been used succesfully, alone

or in conjunction with other models, in many forecasting and climatological

studies in non-tropical areas, e.g. Oregon (Barstad and Smith, 2005; Smith

et al., 2005); the Andes (Smith and Evans, 2007); Iceland (Crochet et al.,
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Name location year(s) main topics sample ref.
Sierra Cooperative Project Sierra Mountains late 1970s

- 80s
precipitation evolu-
tion / thermodynam-
ics / microphysics
over a wide bar-
rier with landfalling
storms

Reynolds and Dennis
(1986)

TAMEX Taiwan 1987 Mei-Yu front,
mesoscale convec-
tive systems

Kuo and Chen (1990)

HARP Hawaii 1990 diurnal variability of
precipitation around
isolated topography

Chen and Nash (1994)

COAST Olympic Mountains 1993 precipitation and
kinematic evolution
over an isolated
barrier

Bond and Coauthors
(1997)

WISP Front Range, Colorado 1990-1994 ice nucleation, super-
cooled water, precipi-
tation evolution

Rasmussen et al.
(1992)

SALPEX Southern Alps, NZ 1996 precipitation over a
narrow steep barrier

Wratt et al. (1996)

MAP European Alps 1999 linking moist dynamcs
in blocked / unblocked
flow with precipita-
tion distribution /
processes

Rotunno and Houze
(2007)

CALJET California 1998 effects of topography
in coastal precipita-
tion enhancement,
warm rain processes
and atmospheric
rivers

Neiman et al. (2002)

PACJET Pacific US 2000-2001 (as CALJET, see
above)

Ralph et al. (2005)

IMPROVE-2 Oregon, Cascade Moun-
tains

2001 precipitation pro-
cesses and micro-
physics

Stoelinga and Coau-
thors (2003)

IPEX Wasatch Mountains 2001 precipitation pro-
cesses, diabatic
impacts, microphysics
for a narrow barrier

Schultz and Coau-
thors (2002)

Southern Andes Project Andes 2005 air mass transforma-
tion, isotope analysis

Smith and Evans
(2007)

COPS SW Germany 2007 orographically in-
duced convective
precipitation

Wulfmeyer et al.
(2008)

Table 1: Measurement campaigns involving OP experiments. Adapted from
Colle et al., 2013.
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2007); Washington State (Anders et al., 2007); Norway (Schuler et al., 2008);

Southern California (Hughes et al., 2009); and British Columbia (Jarosch

et al., 2012).

Among the shortcomings of the LM pointed out by these studies are: i)

the LM is a vertically integrated model, and thus misses stratification and

layer details; ii) the model’s use of constant time delays to describe conversion

and fall-out times; iii) its linear airflow dynamics and simple microphysics

are based on lifting, and a negative gradient in topography (i.e., downhill)

tends to result in too little precipitation on the lee side. Schuller and Barstad

(2011) tried to address the first issue by extending the theory through the

introduction of vertical layers.

This study is going to give a thorough exploration of the LM’s perfor-

mance capabilities at the high resolutions required by current forecasting and

climatological related studies of precipitation. In particular, this study will

use the LM in areas of study that will put under stress the boundaries of its

feasibility and try to answer these questions:

1) Are the simple physics of the LM enough to furnish credible high

resolution data to use in climatological assessment studies? To answer this

question, we must first and foremost find if (and where) the LM is able to

reproduce past local climatological precipitation and whether its information

adds to the previous knowledge obtained from GCMs.

2) How well does the LM compare with other, more complex models? Is

the LM able to provide useful information beyond that provided by more
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complex models? This question can be answered through the comparison of

LM and: i) forecasting tools; ii) RCMs or other downscaling methods.

3) The LM has been used mostly in mid high latitudes and/or in areas

where most precipitation is of orographic nature. Are there simple and ef-

fective ways to overcome this limitation and use the LM to contribute to

a more general description of precipitation climatology in warmer climates?

To do this, we must combine the LM with other methods in areas where an

orographic description of precipitation is not enough to resolve precipitation

climatology.

The thesis is structured as follows: sections 1.1 and 1.2 shortly introduce

some general knowledge about saturation and cloud microphysics that is rel-

evant to precipitation. Section 2 discusses Orographic Precipitation, with a

special focus on the theoretical foundations of the Linear Model. Section 3

deals with elements of precipitation downscaling, and presents the downscal-

ing methods used in this work, namely the Linear Model, the Multifractal

Model, and Liston and Elder’s downscaling scheme. Section 4 introduces and

presents the results from the four papers that are included in this work. The

four papers are included in the Appendix.

1.1 Saturation and Air Temperature

The ability of an air parcel to carry water vapour is of fundamental impor-

tance to precipitation. A parcel will become saturated (i.e., there is dy-

namical equilibrium between the liquid and gaseous states, i.e., its relative
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humidity reaches 100%) if the partial pressure of the water vapour (e in the

equation of state of water vapour, eVw = RwT ) attains a threshold value es.

This saturation vapour pressure is a sensitive function of temperature, given

by the Clausius-Clapeyron relationship:

es(T ) = 6.112 exp(
aT

b+ T
) (1)

where es is measured in millibars, T in ◦C, and the parameters are a =

17.67 and b = 243.5◦C. This expression is accurate to within 0.3% in the

temperature range −35◦C < T < 35◦C (e.g.: Bolton, 1980; Emanuel, 1994).

A parcel of unsaturated air that encounters terrain and is forced to ascend

will expand adiabatically as the environmental pressure drops and it will

cool, and eventually the vapour it contains will reach saturation. At that

point, the saturation specific humidity (the mass of saturated water vapour)

becomes:

qs(T, z) = 0.622
es(T )

p(z)
(2)

where p(z) is the atmospheric pressure, so that qs is a function of tempera-

ture and pressure only (e.g.: Wallace and Hobbs, 1977). If we make the ap-

proximation that atmospheric temperature varies linearly with height, then

T = T0 + γz, where z is height, γ is called the temperature lapse rate, and

T0 denotes the temperature at height z = 0. If ρ is the air density, then

the mass of water vapour per unit volume in a saturated air parcel can be
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written (e.g., Matveev, 1967) as

ρqs(z) = ρ0qs0exp(−z/Hw) (3)

where Hw = −RT0
2

Lγ
is called water vapour scale height, with R = 461 J Kg

K−1 and L = 2.5 × 106 J kg−1. It is a measure of the depth of the moist

layer, and it generally varies between 1 and 5 km (see for instance: Smith

and Barstad, 2004), with values being typically about 2 km for high-latitudes

and about 4 km in the tropics (e.g., Roe, 2005). Vapour pressures within the

atmosphere rarely exceed the saturation value by more than 1% (e.g., Houze,

1993), so for a saturated parcel of air ascending with vertical velocity w, the

rate of condensation of water vapour is very close to the rate of change of

the water vapour scale height:

−d(ρqs)

dt
� −∂(ρqs)

∂z

dz

dt
= −w

∂(ρqs)

∂z
(4)

How and if condensation is precipitated depends on atmospheric response,

cloud microphysics and on the ambient humidity of the air through which

precipitation falls, which may cause partial or total re-evaporation.

1.2 Cloud Microphysics

Microphysical processes are of major importance in determining how con-

densation is distributed over the landscape as precipitation. One of the most
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important microphysical characteristics of clouds is the number, density and

size of cloud droplets. Clouds are formed of droplets of different size. Droplet

concentration varies from tens of thousands of particles per cm3 in clouds,

to a few per liter in rain. The size of cloud elements determines the type of

precipitation. Small cloud droplets, formed by vapour condensation in rising

air, will be carried downwind by the ambient flow while undergoing a con-

version into particles large enough to have a significant terminal fall speed

under the effect of gravity (Uttal et al., 1988; Yau and Rogers, 1989; Yuter

and Houze, 2003; Smith, 2006). A typical raindrop or snowflake has a mass

a million times greater than a cloud droplet, so the conversion is a nontrivial

step in the formation of precipiation. Current estimates of the conversion

time τc range from 100 to 2000 s and depend on physical factors like temper-

ature, aerosol content and turbulence (e.g., Sinclair, 1994; Robichaud and

Austin, 1988; Smith, 2003; Smith et al., 2003; Smith and Barstad, 2004).

Once precipitation hydrometeors have formed, they fall with terminal veloc-

ities Vt ranging from 1 ms−1 (light snow) to 2 ms−1 (typical snow) to 6 ms−1

(rain) to 8-10 ms−1 (heavy rain) to 50 ms−1 (exceptionally large hail stones)

(Roe, 2005; Smith, 2006). The bulk-version fallout time τf depends on the

terminal velocity and on the water vapour scale height of the hydrometeor

clouds, τf = Hw/Vt (Barstad and Schuller, 2011). With cloud depths varying

from 1 to 5 km, fallout times range from 100 to 2500 s (Sinclair, 1994; Smith,

2003; Smith et al., 2003; Smith and Barstad, 2004, e.g.:). Colder conditions

and snow will favour the larger values (Smith, 2006), which is consisent with
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the expected theoretical timescales from the various growth processes (e.g.:

Houze, 1993).

2 Orographic Precipitation

The influence of orography over precipitation is that of modifying it from

pre-existing weather disturbances; we can define Orographic Precipitation

(OP) as the modification of rain, snow and other hydrometeors resulting

from the interaction of moist flow with topography (Colle et al., 2013). In

mid-latitude, cool-season climates, precipitation is generally controlled by

the weather cycle, i.e., the quasi-periodic passing of frontal cyclones. With

intervals from 4 to 7 days, these cyclones produce precipitation wherever

they occur, but the patterns and amount of precipitation can be strongly

modulated by terrain (Smith, 2006). In Europe, cyclones passing north of

the Alps bring snowfall to the northern slopes in winter, while cyclones pass-

ing along the Mediterranean Sea bring heavy rains to the southern Alpine

slopes. Average westerlies have little to do with these events (Buzzi et al.,

1998). Orography influences condensation within the atmosphere by affect-

ing the airflow. The airflow response can be stable or unstable if convection

(buoyancy-driven overturning) is triggered. The most straightforward mech-

anism of Orographic Precipitation is stable upslope ascent: forced mechanical

lifting of the air impinging on the windward flank leads to cooling of the air

column, resulting in condensation and precipitation; descent in the lee leads
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to warming and drying, and precipitation is suppressed. At the scale of large

mid-latitude mountain ranges (e.g., 40 km wide, 1.5 km high), this is cer-

tainly a good first-order description of what is going on (e.g.: Smith et al.,

2003; Roe, 2005). For this picture to be true, the airflow response must also

be a solution to the equations of motion. Parcels of air tend to seek their

level of neutral buoyancy: in a stable and stratified atmosphere, a forced

vertical displacement, like that caused by air crossing orography from wind-

ward to leeward flanks, will create restoring forces that set up atmospheric

gravity waves. These may propagate away from the source, or may decay

exponentially away from the surface (e.g.: Smith, 1979; Durran, 1990). If the

atmosphere is too stable or the flow is not strong enough, the flow may be

blocked by orography, and then get diverted around the mountain or stagnate

(Roe, 2005; Colle et al., 2013). Another possibility of atmospheric response

to orography is the triggering of unstable convection (e.g.: Banta, 1990). If

the orography lifts air above its level of free convection (the level at which the

air becomes less dense than its surroundings), it will continue to rise. This

unstable ascent enhances the condensation rate locally and can also produce

great amounts of super-cooled cloud water droplets, causing the efficient fall-

out of precipitation particles that would otherwise grow more slowly. Last

but not least, we mention the possible effect of solar heating on sun-facing

slopes, which is responsible for the afternoon thunderstorms in summer that

occur in many mountainous regions (Roe, 2005). The common mechanism of

all these phenomena is that orographic-induced ascent produces a condensa-
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tion region - whether or not, in the end, that condensation produces ground

precipitation. This mechanism has normally a self-destructing effect, as it

kills the heating with precipitation and clouds.

2.1 Moist airflow dynamics

Precipitation tends to increase with the steepness of windward slopes ow-

ing to enhanced lifting and tends to decrease with elevation owing to the

Clausius-Clapeyron effect (Roe, 2005). Using this basic physical concept, sev-

eral theories of Orographic Precipitation have been proposed, starting with

Hobbs et al. (1973), Fraser et al. (1973), Collier (1975), Colton (1976), Rhea

(1978) and Smith (1979). The starting point for the analysis of Orographic

Precipitation is the study of moist airflow dynamics and the realization that

the nature of the terrain-induced ascent depends on the width a of the hill

(e.g., Smith (1979)). The vertical extent of the atmosphere that feels the

presence of the mountain is limited: for narrow hills (a < 1km), the vertical

penetration of the forced ascent is no larger than the width of the hill. For

wider hills, vertical penetration is influenced also by density stratification and

latent heat release, a measure of which may be given by the Brunt-Vaisala

frequency (the frequency at which an air parcel oscillates when it is subject

to an infinitesimal perturbation in a stably stratified atmosphere):

N2 =
g

T
[γ − Γ] (5)
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where g is gravity, T is the temperature, γ and Γ are the actual and adiabatic

lapse rates, respectively. If γ = −0.0065◦C/m, Γ = −0.0098◦C/m, T = 273

K, then N = 0.01s−1. The natural buoyant oscillation period of air is about

600 s. With air parcels wanting to return to their initial vertical level within

ten minutes, simple ascent forced by sloping terrain is converted into a more

complex gravity wave (e.g.: Smith, 1979; Wurtele et al., 1996). Gravity wave

flow fields are characterized by upwind tilting patterns of airflow disturbances

(see Durran (1990); Figure 7, in Roe (2005); Figure 2, in Smith (2006)). The

strength and penetration depth of the forced vertical motion is limited by the

phase tilt in these waves. The approximate penetration depth of the vertical

motion, for simple 2D hydrostatic flow, is z = U/N (see, for instance, figure 2

and pages 3-4 in Smith, 2006). Using, for example, wind speed U = 10 ms−1,

and stability N = 0.01s−1, this penetration height becomes approximately

1000 m. Air which passes over the hill above that level (in our example, for

instance, around 2000 m of height) does not feel the terrain forced ascent.

If the terrain is very high, an approaching air mass may be decelerated

and forced to split near the ground, and then flow around the mountain.

This can affect and reduce the amount of forced ascent. Jiang (2003) showed

that blocking-induced convergence dominates the windward lift, and that,

especially for very high mountains, blocking may cause flow reversal over the

windward slope with a secondary circulation.

Given flow speed U , stability N and mountain height h, we introduce a

variable called the nondimensional mountain height (inverse Froude number)
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M . Stability and nondimensional mountain height can be used to describe

several cases of terrain-affected flow behaviour.

If M = hN/U >> 1, then some of the air will flow around the hill.

Considering our previous example, for U = 10 m/s and N = 0.01s−1, a

mountain of 1 km of height or more will exceed this limit and flow splitting

will result.

In saturated air, ascent triggers water vapour condensation and thus re-

lease of latent heat, which opposes the cooling associated with adiabatic ex-

pansion; thus, the buoyancy restoring force is decreased. Hence, for saturated

air, Γ is replaced by the moist adiabatic lapse rate Γm, and N2 is replaced by

the moist stability frequency Nm
2 (e.g., Durran and Klemp, 1982; Barcilon

and Fitzjarrald, 1985; Jiang, 2003). Durran and Klemp, (1982), for example,

give the moist static stability as:

Nm
2 =

g

T
(
dT

dz
+ Γm)(1 +

Lqv
RT

)− g

1 + qw

dqw
dz

(6)

where qw = qv + qc is the total water mixing ratio and qv is the total water

vapour mixing ratio, with qc being the cloud water mixing ratio.

If we substitute M = hNm/U � 1, then there are less or no flow blocking

and more gravity waves over the windward ridges and the crest, which can

influence precipitation distribution and enhancement up to 20% (Reinking

et al., 2000; Colle, 2004; Garvert et al., 2007; Colle et al., 2008, 2013), even

over the crest and in the immediate lee (Bruintjes et al., 1994). Nm varies
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strongly with temperature: at about 280 K, typical values of Nm are about

1/2 or 1/3 of those N takes at the same temperature, while there is almost

no difference between them at about 240 K. This means that, due to the

release of latent heat with condensation, moist air can theoretically ascend

over mountains up to twice the height reached by dry air (Jiang, 2003; Smith,

2006). This also means that the ascent will catch a much bigger fraction of

the moisture flux across the terrain. When descent starts, any condensed

water that has not converted and precipitated is subject to evaporation.

Although the simple substitution of N with Nm has provided good results

(e.g.: Jiang, 2003), predictability issues still remain, as other parameters

might influence flow perturbations (Reeves and Rotunno, 2008; Colle et al.,

2013); last but not least, other problems not solved by the introduction of a

moist stability are posed by horizontal gradients in the moisture (Rotunno

and Ferretti, 2001) or regions of latent heating (Galewsky and Sobel, 2005).

As an example, let us consider a ridge with a half-width of a = 10 km.

With a wind speed of U = 10 m s−1, the time it takes a parcel to travel

from the foothill to the crest is t = a/U = 1000 s. If the conversion time for

a parcel from vapour to liquid state (τc) and the fallout time for a particle

(τf ) are τc = τf = 200 s, conversion and fallout will be completed before

descent begins. If τc = τf , only a small fraction of the condensed water will

precipitate; the rest will evaporate on the lee side.

If Nm ∼ 0 and saturation is reached, then simulations show that there

is zero blocking and long vertical wavelengths are achieved (Miglietta and
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Rotunno, 2005, 2007). Moist neutral stratifications up to about 3 km above

sea level were observed in field projects (Rotunno and Ferretti, 2003; Ralph

et al., 2005).

2.2 Linear Model of Orographic Precipitation

The primary ingredients for Orographic Precipitation include: i) ascent over

the barrier (upslope, gravity waves, and large-scale ascents); ii) water vapour

flux; iii) microphysical growth and conversion (Colle et al., 2013). In this sec-

tion we will follow the development by Smith and Barstad of a linear steady-

state theory for Orographic Precipitation. Their model, called Linear Model

(LM), includes linear airflow dynamics, cloud physics and their relationship

with barrier dimensions (Jiang and Smith, 2003; Smith and Barstad, 2004;

Smith et al., 2005; Smith, 2006).

2.2.1 Upslope model

The simplest possible model for the condensed water source term (Colton,

1976; Rhea, 1978; Smith, 1979) is:

S(x, y) = ρqv �U • ∇h(x, y) (7)

under the assumptions that i) the vertical air motion is independent of

height, ii) the air is saturated with vapour, iii) the temperature sounding

follows a saturated moist adiabat, iv) the fall-out is instantaneous. The
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factors ρ and qv are the air density and specific humidity at the Earth’s

surface.

As a propotype physical model of cloud physics, Smith (2003) considers

a pair of steady-state equations which describe the horizontal advection �U of

vertically-integrated condensation water:

�U • ∇qc = S(x, y)− qc/τ c (8a)

�U • ∇qf = qc/τ c − qf/τ f (8b)

where S is the source term, i.e. the rate at which supersaturated wa-

ter vapour (=cloud water) is generated by ascent (=moist adiabatic uplift).

Cloud water and hydrometeor column densities qc and qf are in units of kg

m−2. In these equations, qc/τ c is the mass of cloud water converted into

hydrometeors, while P (x, y) = qf/τ c is the fallout of hydrometeors on the

ground, or precipitation. If we assume that the conversion and fallout are

instantaneous (τ c = τ f = 0), then P (x, y) = S(x, y). This model is referred

to as the raw upslope model. As forced ascent makes S positive, the amount

of cloud water increases downwind. The conversion term in Equation (8a)

then acts to decrease the amount of cloud water and generate rain water.

Nonetheless, (7) still has ambiguities (Colle et al., 2013) as: i) it is not de-

fined what sort of wind one should use for �U(e.g., 10 m wind, 925 hPa wind);

ii) it is not defined which slope one should use for ∇h.
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2.2.2 Smith and Barstad’s Linear Model

Smith and Barstad (2004) presented a highly adaptable quasi-analytical OP

model incorporating a linear atmospheric response that is capable of efficient

calculation over complex terrain. Cloud microphysics are represented in their

model by characteristic time delays for hydrometeor growth and fallout.

The starting point of their work comes from Smith (2003), who solved

the precipitation and source equations of the previous section. He did so

by Fourier transforming each variable field, obtaining an expression for the

FT-precipitation distribution

P̂ (k, l) =
Ŝ(k, l)

[1 + iστ c][1 + iστ f ]
(9)

where k and l are the components of the horizontal wavenumber vector.

We can then inverse-Fourier-transform Equation (9) to obtain the precipita-

tion distribution in the normal space (x, y).

Note that (9) has two important mathematical properties:

1) If the input source S(x, y) is everywhere positive, then P (x, y) will be

positive also. This means that, as ascent always makes S positive, it results

in an increase of cloud water (and possibly precipitation).

2) The area integrals of S(x, y) and P (x, y) are identical - the advection

and time delays serve only to re-distribute precipitation (Smith, 2003).

To prevent the source from becoming a sink in Equation (7) when downslop-

ing occurs in an unsheared saturated moist-neutral atmosphere, Smith intro-
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duces S(x, y) = Max(S, 0).

The source term corresponds to the horizontal water vapour flux �U , i.e.,

the rate at which water vapour is carried horizontally past a point in a layer

above the earth’s surface.

If the moist lapse rate Γm is assumed to be constant, Smith and Barstad

(2004) propose as source the term

S(x, y) = Cw
�U • ∇h(x, y) (10)

where Cw is the uplift sensitivity factor (the coefficient relating condensa-

tion rate to vertical motion) Cw = ρSref
Γm

γ
, with ρSref = eS(Tref )/RTref ; eS

is the saturation vapour pressure at the temperature of the ground Tref , and

R = 461JkgK−1 is the gas constant for vapour, while γ is the environmental

lapse rate, γ = dT
dz
.

If we i) assume saturated conditions, ii) include wave dynamics, iii) ne-

glect Coriolis, we have σ = Uk + V l as the intrinsic frequency, m(k, l) =

[(Nm
2−σ2

σ2 )(k2 + l2)]1/2 as the vertical wavenumber and Hw = −R
Tref

2

Lγ
as the

water vapour scale height (with L = 2.5 × 106Jkg−1 being the latent heat;

see also Section 1.1). Then in Fourier space (10) becomes

Ŝ(k, l) =
Cwiσĥ(k, l)

(1− imHw)
(11)

If we consider the steady state advection (8a and 8b), and the source term

in Fourier space, by applying simple algebra we can obtain an expression for
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the Fourier transform of the precipitation distribution P̂ that relates the

terrain height ĥ to the precipitation field P̂ :

P̂ (k, l) =
iCwσĥ(k, l)

(1− imHw)(1 + iστ c)(1 + iστ f )
(12)

which is dependent on the source S(x, y) and considers time delays (the

conversion and fall-out terms τ c and τ f ). The denominator factor (1−imHw)

contains the effect of vertical velocity variations through the moist layer,

while the other two factors contain the contribution of cloud delays (through

τ c and τ f ) and advection (through σ) (e.g.: Smith and Barstad, 2004)).

The precipitation intensity distribution is then obtained through an inverse

Fourier transform.

Since the water vapour density is ρS(T ) = eS(T )/(RT ), with eS(T )

given by the Clausius-Clapeyron equation eS(T ) = eSref
eLΔT/RTref

2
and L

ΔT/RTref
2 = −z/Hw, we can approximate the vertical distribution of water

vapour for T ∼ Tref :

ρs(z) = ρ(Tref )e
−z/Hw (13)

Smith and Barstad’s OP Linear Model benefits from the following prop-

erties:

• it is analytically tractable, so its properties are easily understood;

• it is applicable to complex terrain and arbitrary wind directions, and
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thus can be tested against real data;

• it reduces to the classical upslope model, so it can be compared with

earlier work;

• it includes airflow dynamics, condensed water conversion, advection

and fallout, and downslope evaporation;

• the ambiguity around ∇h(x, y) in (7) is gone as the wave dynamics

damp disturbances that are too short;

but it also has the following limitations:

• it is limited to modest mountain heights where M � 1 and the drying

ratio DR = P
S
(i.e., total precipitation divided by vapor influx) has to

be DR � 1;

• it cannot account for flow blocking or unstable conditions;

• it is vertically integrated, so it cannot account for vertical variations

of atmospheric variables like wind, moist static stability, density and

humidity;

• it uses constant time-delays, thus being unable to describe complex

variations in microphysics aloft;

• it is intrinsically deficient in its description of lee-side precipitation.

It is also important to remember that the use of steady state equations

means that there really is not a temporal resolution in the model; there is
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rather a time frame over which the model calculates precipitation intensities.

The model can thus operate at any given time frame, depending on the

format of the input data. The precipitation intensity over the time frame

can also be calibrated: it can be assumed that it will rain for the whole time

frame or just for a part of it. This calibration can be incorporated in the

model code or be implemented in the post-processing phase.

The transparent nature of the linear model makes it a promising, fruit-

ful choice as a diagnostic tool for climatological studies about Orographic

Precipitation. Remembering that Hw = −R
Tref

2

Lγ
is the water vapour scale

height, assuming that γ < 0, the column-integrated water vapour is ρSrefHw

and the horizontal flux of water vapour advected by a constant wind is:

�F = ρSrefHw
�U (14)

By using (14) we can re-write the source term for moist air in (10) as:

S =
Γm

γ

�F

Hw

• ∇h(x, y) = ρSref
Γm

γ
�U • ∇h(x, y) (15)

Using the relationship between the lapse rates and moist static stabil-

ity (Fraser et al., 1973), we get Γm = γ − N2T
g

and γ = − RT 2

LHw
, and by

substituting these in Equation (15) we get:

S(x, y) = ρSref [
N2HwL

gRT
+ 1]�U • ∇h(x, y) (16)

The precipitation intensity will thus be given by the Fourier inverse trans-
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form of

P̂ (k, l) =
iρSrefσ[

N2HwL
gRT

+ 1]ĥ(k, l)

(1− imHw)(1 + iστ c)(1 + iστ f )
(17)

Notwithstanding orography, the changes in the source term (16) and in

precipitation intensity (17) will be fully determined by the change in tempera-

ture, moist stability, and wind speed and direction. This allows, for example,

to determine a direct relationship between the change in major climatological

parameters (like average temperature and storminess) and changes in total

and extreme precipitation (e.g.: Caroletti and Barstad, 2010)).

3 Precipitation Downscaling

There are two main categories of downscaling: dynamical downscaling, which

is based on nesting a Regional Climate Model (RCM) into a GCM to repre-

sent the atmospheric physics at a higher resolution (e.g. Déqué and Piedelievre,

1995; Rummukainen, 1997; Giorgi and Mearns, 1999; Xu, 1999; Rummukainen,

2010); and statistical downscaling, which is based on finding statistical links

between large-scale weather and observed local-scale weather (see e.g. Wilby

et al., 1998). It is important to note that, in practice, most downscaling

approaches tend to be hybrid in nature, as a combination of several methods

can better address the shortcomings of a single technique (Haylock et al.,

2006; Schmidli et al., 2007).

Dynamical downscaling methods contain the same representations of at-
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mospheric processes as global models. Among the most common approaches

are: i) running a RCM with coarse GCM data or reanalysis data as bound-

ary conditions (’one-way nesting’); ii) performing global-scale experiments

with high-resolution Atmosphere GCMs (AGCMs) - which lack the ocean-

atmosphere feedbacks present in full GCMs - using coarse GCM data as

initial and boundary conditions; iii) using a variable-resolution global model

(with highest resolution over the area of interest).

RCMs have a horizontal resolution in the order of tens of kilometers

(typically they have 25-50 km resolution grids). A RCM must cover a large

enough area to allow phenomena related to topography and small-scale at-

mosphere processes to develop. A properly run RCM can i) give rise to local

and regional circulation and precipitation features, ii) modify temperature

and winds, and iii) improve the simulation of synoptic and mesoscale systems

including fronts and precipitation extremes.

When GCM data are used as boundary conditions, maximum values tend

to increase and be more realistic, and there is an improvement in the rep-

resentation of daily variations and distribution (e.g. precipitation). How-

ever, significant biases of the driving GCMs are fully inherited, and for

some variables, like precipitation, extreme values are not well-represented.

A worrying theoretical problem about GCM-RCM downscaling lies in the

parametrization schemes used in GCMs, that might not be appropriate for

use in RCMs - for example, their specific nature and the extent to which

they are needed depend on model resolution (e.g., Lenderink and Van Mei-
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jgaard (2008): precipitation in the summer and on sub-daily scales, when

highest precipitation intensity is more of a convective nature; Hohenegger

et al. (2008): parametrization schemes developed for coarse and/or tropical

regions).

Another possibility for driving RCMs is to use reanalysis data as bound-

ary conditions. This allows to exclude the systematic biases found in GCMs,

and to reproduce day-to-day sequences of weather events (ERA40). The

need for observations limits model evaluation, and the reanalysis approach

will naturally be confined to past periods, and cannot be used for future

projections.

RCMs consist of gridded data, while station observations are point data.

This is a complication in particular for the evaluation of extremes, as gridded

data are more homogenous in space than station data, so that extremes are

typically attenuated.

Statistical downscaling, a computationally less demanding approach, is

based on regional-scale atmospheric predictors (e.g.: area averages of pre-

cipitation or temperature) and circulation characteristics (e.g.: mean sea

level pressure or vorticity) that are related to station-scale meteorological

series through statistical relations. Statistical downscaling can be used for

downscaling GCMs or even RCMs. In comparison with RCMs, statistical

downscaling has the advantage of demanding less CPU time and resources.

However, since it is not based on physics, it is much more dependent on the

results of the driving model than physical downscaling. Common assump-
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tions needed for all types of statistical downscaling methods are: i) local-scale

parameters are a function of synoptic (i.e., large-scale, ∼ 1000 km) forcing;

ii) the GCM used to derive relationships must be valid at the scale used; iii)

the relationship derived must remain valid under greenhouse forcing.

The main epistemological problem with the downscaling of climate models

is finding a way to

1) control and limit the increase in uncertainty when resolution is in-

creased;

2) make techniques as general as possible, to make them applicable to a

wide range of conditions and areas and favour intercomparison;

3) be most effective (making it easy to reproduce and perform many tests,

having little computational demand and great analytical power), in order to

be able to simulate across scenarios and across GCMs. All scenarios must be

downscaled, otherwise not all the uncertainties of the climate system will be

represented and taken into account.

Full models are too expensive to fulfill all these requirements, so very

often they are employed to study special cases or just a part of the climate

scenarios, thus climate assessments might suffer from this. A reduced model,

on the other hand, may be able to analyse a full range of possibilities and

span the whole range of uncertainties. Smith and Barstad’s Linear Model

is a reduced model, and in this thesis we have worked to prove its capa-

bilities in climate scenarios and model validation/intercomparison both at

climatological and meteorological time scales.
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In the following sections, we will shortly describe three downscaling me-

thods that we have employed in the present work: Smith and Barstad’s Linear

Model, Deidda’s Multi-Fractal Model, and the use of a two-step interpolation

scheme for precipitation by Liston and Elder (2006).

3.1 Downscaling OP with the Linear Model

Essentially, the Linear Model (described in full in Section 2.2) makes use of

a simple set of equations to describe the advection of condensed water by a

mean wind (Smith and Barstad, 2004). The Linear Model can thus be used

to downscale Orographic Precipitation by calculating it over a grid fed with

GCM, RCM or other simulation data, obtaining precipitation intensities. In

real cases, climatological studies have been used to evaluate how to feed an

appropriate �U to the model; e.g., the choice of GCM grid points to provide

input data for western Norway was based on the notion that water vapour

transport is mainly from a sector extending from south to west.

The LM has been used successfully in idealised (e.g., Barstad et al., 2007)

and realistic (e.g., Crochet et al., 2007) studies predicting orographic-induced

precipitation. In upwind scenarios, LM compares favorably with more elabo-

rate numerical models despite heavily simplified physics (e.g., Barstad et al.,

2007), and simulated precipitation is in good agreement with observations

(e.g., Crochet et al., 2007). The efficacy in calculating extreme events is com-

parable with ERA-40 reanalysis when the moisture is moved upwind (e.g.,

Caroletti and Barstad, 2010).
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3.2 Deidda’s Multi-Fractal Model

Deidda (2000) introduced a statistical MultiFractal (MF) model which can

use as input any precipitation intensity from model simulations. It conserves

total precipitation over the downscaling area but re-distributes it at a higher

space and time resolution. The model thus assumes the initial precipitation

intensities as correct over an area, but it is able to provide a precipitation

breakdown both spatially and temporally over the region.

Multifractal theory has been described and used as a suitable framework

for precipitation downscaling in several papers (Lovejoy and Mandelbrot,

1985; Schertzer and Lovejoy, 1987; Gupta and Waymire, 1993; Over and

Gupta, 1994; Perica and Foufoula-Georgiou, 1996). Spatiotemporal precipi-

tation can be well approximated by a self-similar multifractal process. Self-

similarity corresponds to the Taylor hypothesis (Taylor, 1938); when applied

to precipitation, it means that rainfall is forced by a large-scale advection

velocity U that is constant at any space scale λ, so that τMF = λ/U holds

for precipitation over a wide range of spatial and temporal scales.

Thus, we can define instantaneous precipitation P over an area λx ∗λy in

a time τMF as

Pijk(λx, λy, τMF ) =

∫ xi+λx

xi

dξ

∫ yj+λy

yj

dθ

∫ tk+τMF

tk

dσi(ξ, θ, σ) (18)

where i ≡ i(x, y, t) is an instantaneous and continuous function describing
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rainfall intensity.

To apply the theoretical multifractal model to a real case, a log-Poisson

stochastic generator has been used (Deidda, 1999, 2000; Badas et al., 2006).

The parameters needed by the generator are obtained by performing a cal-

ibration, through the use of real precipitation events. For example, in the

fourth paper presented in this study, the calibration used was performed

through a dense network of 1 minute resolution rain gauge measurements

over southern Sardinia from 1986 to 1996, on a space grid of 13 km x 13 km.

The main disadvantage of the model is that it relies heavily on the initial

data quality. The fact that it is a calibrated statistical model is both an

advantage and a disadvantage: much time and a high-quality observation

network are needed for the calibration of any area of interest before the model

can be used; however, calibration is also the reason why the MF method has

proven quite reliable in reproducing local climatologies in test case studies

(Badas et al., 2006; Deidda et al., 2006; Mascaro et al., 2010, 2011).

3.3 Liston and Elder’s precipitation downscaling scheme

This statistical method is used to downscale observations or simulation data.

Downscaling is divided into two steps: first it follows the Barnes objective

analysis interpolation scheme to get interpolated grid-point elevation and

precipitation values, and then it calculates the precipitation following Liston

and Elder’s scheme (2006).

The Barnes objective analysis scheme (Barnes, 1964, 1973; Koch et al.,
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1983) applies a Gaussian distance-dependent weighting function, in which

the weight of the contribution of a given station to the overall value of the

grid point decreases with increasing distance from the point.

The interpolation weight w is given by

w = exp[− rw
f(dn)

] (19)

where rw is the distance between the original grid point and the downscal-

ing grid, while f(dn) is the filter parameter whose value defines how smooth

the interpolated field will be. This filter parameter is determined by data

spacing and distribution (see Koch et al., 1983)).

Liston and Elder’s scheme is:

P = P0[
1 + χ(z − z0)

1− χ(z − z0)
] (20)

where P0 is the interpolated grid-point precipitation, z0 is the interpolated

grid-point elevation surface, and χ, expressed in km−1, is a monthly-varying

factor (Thornton et al., 1997).

The main advantage of the method is that, by using a Barnes scheme, it

is able to downscale non-regular grids, or simulations with missing data, pro-

ducing regular sets of downscaled data. However, the downscaling is driven

only by simple topographic relationships. Another disadvantage is that, like

in the Multifractal method, downscaling results are heavily dependent on the

quality of input data, but, since this is not a calibrated method, they are not
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improved by knowledge of local climatology.

4 Precipitation timescales

Jiang and Smith (2003) note that mountain areas are good for studying cloud

microphysics and precipitation because the dynamical forcing by mountains

is relatively well defined. The precipitation efficiency seems to depend on the

moisture content of the incoming flow (increasing with moisture content in

low-level flow), mountain size (increasing with mountain size) and mountain

locations (becoming larger for coastal mountains).

Bergeron (1960) described the importance of advection timescales, since

advection over a small hill might not take enough time to allow hydrometeor

formation.

Jiang and Smith (2003) have tested timescales describing several pro-

cesses: advection over orography, fallout, and snow generation. Typical con-

version times from cloud water to rain are between 200 s and 2000 s (Houze,

1993; Smith, 2003); longer residence times within clouds result in precipita-

tion delay. Conversion times in the 900 − 2000 s time region would imply

that stable flow over a narrow mountain or hill (a < 10 − 20 km) does not

have enough time to produce precipitation enhancement (Houze, 1993; Colle

et al., 2013). However, in the presence of a widespread frontal cloud, precip-

itation can become enhanced via a seeder-feeder mechanism even over small

hills (50 − 200 m), a process in which precipitation particles falling from
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aloft (seeder cloud) grow via accretion as they collect small cloud droplets

within the low level cap cloud (feeder cloud) over a hill (Bergeron, 1949,

1960, 1965; Browning et al., 1975; Storebo, 1976; Houze, 1993; Colle et al.,

2013). If precipitation fallout is rapid with riming (2−4 ms−1), then the mi-

crophysical time scale is relatively short and even relatively narrow barriers

can have large precipitation rates and drying ratios. Let us take for example

snow falling at w ∼ 1 ms−1 from 2 km above the mountain slope: it will

drift downwind 20 km, and thus it will quickly fall into the lee of a 10 km

wide barrier, although a fraction of this lee precipitation will evaporate or

sublimate (Colle et al., 2013).

The time delay τ = 1000 s summarises combined effects of cloud physics

processes (Barstad and Smith, 2005), and has been used for the Linear Model

in many regional studies (e.g., Smith, 2006; Crochet et al., 2007)). Longer

time delays imply more precipitation advected past steep topographic re-

gions, and thus there will be i) increased precipitation on the lee side of the

topography and ii) lower overall precipitation intensity. Shorter time delays

result in an upwind shift of the more intense rain (Smith and Barstad, 2004;

Barstad et al., 2007).

Inappropriate timescales can dramatically alter the accuracy of an ex-

periment. Most earlier studies have used constant conversion and fallout

timescales, trying to find a way to limit the arbitrariness of the choice, for

example by calibrating the mean timescale with precipitation data. By us-

ing the properties of the Linear Model, however, it is possible to try another
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route by calculating the timescales analytically.

We can reconstruct the conversion times of the precipitated droplets from

the Orographic Precipitation, given by Equation (12):

(1− imHw)(1 + iστc)(1 + iστf )P̂ (k, l) = Cwiσĥ(k, l) (21)

from which we get, by separating the real and imaginary parts:

1− σ2τcτf +mσHwτf +mσHwτc = 0 (22)

P̂ [στf + στc −mHw +mσ2Hwτcτf ] = Cwσĥ (23)

If we define the fallout time (Barstad and Schuller, 2011) as

τf =
Hw

VT

(24)

where Hw is the water vapor scale height and VT is the fallout speed of

hydrometeors, fallout time becomes a known variable and, eliminating the

integrals in the Fourier-transform since P̂ and ĥ are taken at the same point

(k, l), we can obtain two possible formulations for the conversion time:

τc =
1 + σmHwτf
σ2τf −mHwσ

(25)

and
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τc =
Cwσh
P

+mHw − στf

σ +mσ2Hwτf
(26)

The denominator in Equation (25) also tells us that, in order to have

conversion, we need the condition

στf > mHw (27)

to be satisfied.

By using Equation (26), the LM can then be set to calibrate τc and

τf , for instance using Orographic Precipitation data from a chosen station.

However, we want to calculate τc with Equation (25) in order to have values

that are independent of local orography and precipitation.

Typical ranges for m, Hw and σ can be found in the literature (e.g., Smith

and Barstad, 2004; see Table 2). Fallspeed for rain ranges from 4 to 7 ms−1.

Values for liquid precipitation fallspeed can be found directly or indirectly

in several papers (e.g., Berry and Pranger, 1974; Yuter et al., 2006). Using

for instance VT = 6 ms−1 for rain converted at 1200 m of height, we get

τf = 200 s.

Table 3 shows results for τc obtained with Equation (25), varying σ and

m and using Hw = 1200 and τf = 200 s. These results are in good agreement

with the usual values in the literature and with other theoretical calculations

in the same conditions. For example, Barstad and Schuller (2011) have τc

between 500 and 750 s with τf = 164 s for rain at heights of 1200 to 1500 m.
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Name Symbol Typical range
Water vapour scale
height

HW 1 to 5 km

Intrinsic frequency σ 0.01 to 0.0001 s−1

Vertical wavenumber m 0.01 to 0.0001 m−1

Table 2: Typical values of vertical wavenumber, water vapour scale height
and intrinsic frequency. Adapted from Smith and Barstad, 2004.

τc m = 0.0001 m = 0.0002 m = 0.0003 m = 0.0004
σ = 0.003 744 s 1059 s 1689 s 3578 s
σ = 0.004 403 s 532 s 732 s 1081 s
σ = 0.005 254 s 326 s 425 s 569 s
σ = 0.006 176 s 224 s 284 s 365 s
σ = 0.007 130 s 164 s 206 s 260 s

Table 3: Examples of conversion time calculated with Equation 25. Hw = 1.2
km, rainfall velocity VT = 6ms−1, τf = 200 s.

As an alternative method, we can consider τf = τc = τ ; thus, from

Equation (22) and (23) we get two second order linear equations, whose only

acceptable solutions are the positive ones because τ has to be a positive

quantity. The solutions are

τ =
mHw

σ
(1 +

√
1 +

1

m2H2
w

) (28)

and

τ =
−1 +

√
1 +mHw(Cwσ

h
P
+mHw)

mσHw

(29)

Once again, we want a general solution that is valid for all points over

the orography and does not depend on precipitation, so we consider only
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τ m = 0.0001 m = 0.0002 m = 0.0003 m = 0.0004
σ = 0.003 376 s 423 s 474 s 530 s
σ = 0.004 281 s 317 s 356 s 397 s
σ = 0.005 225 s 253 s 285 s 317 s
σ = 0.006 188 s 211 s 237 s 265 s
σ = 0.007 161 s 181 s 203 s 227 s

Table 4: Examples of timescales τ calculated with Equation (28). Hw = 1.2
km, τf = τc.

solution (28). Also in this case we calculate the theoretical values for this

model, using the same ranges as above (see Table 2) and Hw = 1.2 km. The

results, shown in Table 4, are consistent with the 150− 200 s values for the

smallest timescales used in literature (e.g., Houze, 1993) and with the results

obtained with the first method described above in this section.

Thus, to sum up the two possible means to calculate timescales using the

physics of the Linear Method: the first method is to consider τf a parameter,

obtained using VT coming from the literature or from measurements, and then

calculating τc; the second method is to set τc = τf = τ and then calculate τ .

5 Paper Presentation

This thesis used Smith and Barstad’s LM in high-resolution studies, both

meteorological and climatological, focusing on its possibilities in the topics

of model validation and quick intercomparison of prediction methodologies

at different timescales.
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First and Second Papers

The first and second papers introduced the topic of climatological model

validation, showing that RCMs are generally not good enough to properly

resolve precipitation at the level of detail needed for climate assessment,

especially on complex terrains such as the Alps. Downscaling is needed

in order to increase the spatial and temporal resolution of RCMs, and to

properly account for the physical processes that resolve precipitation and

temperature in complex orography. The Linear Model was introduced as a

valid downscaling option for climate studies in high-latitudes areas.

The first paper (”Regional climate models’ performance in representing

precipitation and temperature over selected Mediterranean areas”) started

as a model evaluation of fourteen EU-FP6 ENSEMBLES Global Climate

Models/Regional Climate Models combinations, run for the A1B emission

scenario at about 24 km grid resolution. The objective was to rank the per-

formance of the models at six selected Mediterranean hydrological basins for

the EU FP-7 CLIMB project. Observations used for the evaluation were

taken from the E-OBS data set. Model evaluation was performed by intro-

ducing a metric constructed through precipitation and temperature errors at

six Mediterranean hydrological basins. The validation period was 1951-2010.

The study showed how even the ENSEMBLES state-of-the-art RCMs had

too coarse a resolution to reproduce in detail observed features of the catch-

ments, both at precipitation and temperature level. This was especially true

for the more orographically complex basins (i.e., the Noce catchment, in the
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Italian Alps). The paper also described shortly the features of downscaling

techniques used to bridge the gap between RCMs and observations in latter

stages of the CLIMB project itself. These included the Multifractal method

and Liston and Elder’s downscaling scheme.

In the second paper, ”An assessment of future extreme precipitation in

western Norway using a linear model”, we moved from the Mediterranean to

Norway, in order to test the possibilities of the Linear Model as a method

for climatological downscaling in an area where precipitation is mostly oro-

graphic in nature. First of all, we proved that in western Norway precipita-

tion can be approximated with Orographic Precipitation for climatological

studies, by comparing ERA40 reanalysis and model simulations in the 1971-

2000 control period.

Thus, we used the LM for downscaling GCMs at resolutions of about 250

km down to a resolution of 1 km. Twelve IPCC AR4 Global Climate Mod-

els were downscaled over Southern Norway to produce a future assessment of

precipitation extremes in the 2046-2065 and 2081-2100 time frames. Extreme

precipitation was defined as events that exceed the 99.5% intensity threshold

for the considered time frames. The future projections showed that extreme

precipitation events were up to 20% more intense in future time periods when

compared to 1971-2000 values. This result was consistent with other studies

on high-latitude effects of global warming; however, the high resolution used

allowed us to present individual assessments of rain stations, whose robust-

ness was based on the good results and effectiveness in reproducing local
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differences that were demonstrated for precipitation patterns throughout the

control period.

The Linear Model was also used to disaggregate simulated changes in

precipitation into the changes in the amount of moisture delivery to the

area, and finally into changes due to temperature, wind speed or moist static

stability. The study pointed towards the role of warming and increased static

stability as the main drivers in the change in extreme precipitation intensity.

Third Paper

The third paper in the thesis (”Orographic precipitation across an island in

southern Norway: model evaluation of time-step precipitation”) dealt with

high-space-and-time-resolution modelling of precipitation in complex topog-

raphy on the meteorological time scale. The study compared WRF and LM

simulations over a 12-week-long observation campaign on Stord, an island

outside the Norwegian south-western coast. The WRF simulations suggested

a significant convective component of precipitation, and performed well in

reproducing the number of rain occurences at 1h, 3h and 24h accumulation

intervals. However, the modelled precipitation for the campaign was only

60%-90% of the total observed precipitation. WRF simulations proved sig-

nificantly better at reproducing the time-step precipitation intensities when

used at a 1 km resolution than at a 3 km resolution.

The much simpler LM compared well with WRF in simulating 3-hour

Orographic Precipitation at a 1 km resolution grid. We concluded that, in
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general, the 1 km grid is enough to capture the most intensive precipitation

both for WRF and the reduced LM.

Fourth Paper

The fourth paper, ”Orographic corrections of climatological precipitation

downscaling combining a physical based Linear model and a Multifractal

model”, aimed at testing orographic correction methods to produce high-

resolution climate downscaling. This study also built on results from the

first and second paper.

The area of study was the Riu Mannu hydrological basin in Sardinia

(among those examined in the first paper that constitutes this thesis). Com-

pared to the Norwegian case studied in the second paper of this thesis, Sar-

dinian precipitation cannot be considered mainly orographic in nature, so a

spatially homogeneous statistical method, the Multifractal model, was used

for the initial background downscaling. Then two correction methods were

used: the first one is a multiplicative modulated correction implemented di-

rectly in the Multifractal model; the second one is a novel method which

added to the background field an orographic correction based on the Linear

Model. The input data were the outputs of the four ENSEMBLES models

selected in the first paper.

We studied the performance of the two orographic corrections and of the

uncorrected statistical method when compared to E-OBS areal data and to

station observations for the 1981-1990 time frame. We studied daily distribu-
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tion, monthly means and yearly totals, and saw that both corrected methods

performed better than the uncorrected Multifractal model at reproducing

total intensity and monthly distributions at areal level and station level.

The good results of the LM proved our initial assumption that, for Sar-

dinia, total precipitation can be approximately considered equal to the sum of

Orographic Precipitation and a background component that includes large-

scale and other effects. We thus concluded that: i) it is strongly advised

to implement an orographic correction when using a spatially homogeneous

statistical downscaling model; ii) locally triggered Orographic Precipitation

in the Riu Mannu basin can be considered independent of other disturbances

in first approximation.

The 1 km resolution proved to be enough to capture fairly well local

intensities and distributions. Tests with a 250 m resolution did not produce

more accurate results.

For this thesis it was especially important to see that the results of the

novel method compared favourably with results from the painstakingly cal-

ibrated, modulated Multifractal downscaling in the same catchment. This

suggested the possibility of a careful extension in the use of the Linear Model

as a supporting tool for climatological studies. In particular, there seems to

be promise in the use of the LM in islands like Sardinia that are relatively

isolated orographically from other land masses, when the background precip-

itation is appropriately accounted for.
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Observations of high spatio-temporal resolution from a precipitation network
across Stord Island, located off the west coast of southern Norway, are compared to
state-of-the-art numerical model simulations. The 12 week long observation period
shows a clear orographic precipitation signal across the 10–15 km wide island (peak
elevation 750 m). The model experiment designed to capture this signal is run
with 9–3–1 km nested grid and results are compared with observations at different
accumulation intervals. The total amount of precipitation over the 12 week period
is underpredicted, even for the 1 km grid. The maximum precipitation intensity,
however, is slightly overpredicted. Time-step (5 s) precipitation from the model is
also compared with observed intensities at the highest possible temporal resolution
permitted by the rain collection method. The observations indicate that most of the
precipitation is formed at intensities from 5 to 20 mm h−1. A smaller fraction of the
precipitation is formed with intensities >20 mm h−1. The simulated precipitation
at the 3 km grid did not reproduce at the correct intensities. The 1 km grid
showed an improved tendency to produce the precipitation at the right intensities,
but had too high maximum intensities. A test simulation where the intermediate
grid had no cumulus parametrization was performed. Even though effects such as
undercatchment and unresolved terrain influenced, it was concluded that the test
run performed better than the control run. The investigation concluded that, in
general, a 1 km grid is sufficient for capturing the most intensive precipitation event
in a satisfying way.
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1. Introduction

For sub-daily accumulation periods, impacts due to climate
change are closely linked to changes in the probability density
function (PDF) of precipitation. The potential effects then
depend strongly on the percentile at which the change
manifests; a small change in the tail-end of the distribution
may have devastating consequences, whereas a relatively

large change in the mean will not. Adjustments to new,
unaccustomed soil moisture amounts may increase the
likelihood of flash floods and landslides (Jaedicke et al.,
2008). Situations with an above-normal moisture level in
the atmosphere (e.g. transport of subtropical humid air
via extratropical cyclones) often result in flooding events
(e.g. Lavers et al., 2011). These events are often associated
with strong winds forcing air onto mountains, with a
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consequent large orographic enhancement of precipitation
(e.g. Sodemann et al., 2009) that is often referred to as
orographic precipitation (OP). The spatial scale of trigger
mechanisms in OP may range from a few hundred metres
(small convective cells; e.g. Kirshbaum and Durran, 2005;
Kirshbaum and Smith 2009) to a few kilometres (in stably
stratified cases; e.g. Smith and Barstad, 2004), scales that are
present in most complex terrain formations.

Numerical modelling of atmospheric processes has
proven useful in both weather forecasting and in climate
assessments. Global climate modelling is somewhat limited
by the relatively coarse resolution of both temporal and
spatial grids due to available computer resources. This
limited resolution has many drawbacks, including the lack
of realistic representation of high-intensity precipitation. A
possible solution to this problem involves the use of high-
resolution limited area models, where the boundaries are
supplied by information from a coarse global circulation
model (Schmidli et al., 2006; Warner, 2011). This technique
is often referred to as dynamical downscaling or regional
climate modelling (RCM). Regional climate modelling
provides better resolved terrain, improved parametrization
and, to some degree, sharper horizontal and vertical
gradients, leading to better resolved extremes (Feser et al.,
2011). It is still an open question at what resolution RCMs
should be run in order to produce the right level of detail and
extremes. The answer depends on the type of assessment.
Another open question concerning the RCM utilization is
how to apply the lower and lateral boundary conditions
deriving from the coupled climate models. Direct use is
normally not recommended (Rummukainen, 2010) and
some form of adjustment is needed (Barstad et al., 2012),
both to surface fluxes and lateral boundary conditions, in
order to reproduce the observed atmospheric circulation
and related phenomena.

From the more traditional side of precipitation mod-
elling, namely quantitative precipitation forecast (QPF), the
literature has increased significantly over the past 10 years.
Observational campaigns such as the Mesoscale Alpine Pro-
gramme (MAP; Binder and Schär, 1996), Improvement
of Microphysical Parameterization through Observational
Experiment (IMPROVE; Stoelinga et al., 2003) and Con-
vective and Orographically-induced Precipitation Study
(COPS; Wulfmeyer et al., 2005) have been the hubs of
orographic precipitation research. Recent review articles of
Lin et al. (2001), Roe (2005), Smith (2006) and Houze
(2012) summarize many of these findings. In MAP, the
importance of airflow dynamics and stability influenced by
latent heat regimes was firmly pointed out (e.g. Jiang, 2003;
Colle, 2004). Awareness of the role played by intensifica-
tion of precipitation due to enhanced cloud liquid water
in embedded cellular convective cells is one of the lega-
cies of MAP (e.g. Yuter and Houze, 2003; Kirshbaum and
Durran, 2005). The IMPROVE campaigns addressed the
microphysical side of OP. For instance, Colle et al. (2005)
quantified the bulk microphysical processes in a model run
of one of the main intensive observational periods. Medina
et al. (2007) described a model for how the microphysical
initiation takes place as a cyclone approaches the terrain;
the process commences aloft far upstream and progresses
towards the ground as the system moves closer to the
foothills. The COPS campaign focused on convective pro-
cesses in complex terrain, and the goal was to improve the
QPF for convective conditions. Results from the campaign

led to an improvement of forecasts by water vapour GPS
retrieved assimilation, and pointed out the potential impact
of biogenic aerosols forming precipitation and that convec-
tion in this area is largely driven by advective properties,
(Wulfmeyer et al., 2011). The model comparisons showed
the windward/lee-side effect associated with convection and
a potential fix through increased resolution allowing explicit
resolution of convection (Bauer et al., 2011). These cam-
paigns have inspired researchers to develop new, as well as
update old, microphysical schemes (e.g. Thompson et al.,
2004; Lin and Colle, 2011).

For research based on rain-gauges, the focus has typically
been on daily precipitation accumulation intervals, though,
in some cases, the temporal resolution is as high as every
3 h. Much less of the research in mountain meteorology has
focused on hourly or subhourly accumulation intervals.
Radar data studies have by nature focused on the
instantaneous picture, which typically isolates to single cases.
Intensity duration frequency (IDF) relationships have been
studied to a large degree by hydrologists and engineers.
These relationships are normally based on distribution
fitting of precipitation for different durations, which are
then interpolated or fitted through a regression line to
obtain the frequency distribution for any duration (e.g.
Ceresetti et al., 2010). Other methods to obtain IDFs are
also developed: scaling theory (Burlando and Rosso, 1996)
and fractal theory (Veneziano et al., 2006).

Our study is motivated by the need to better understand
how well current RCM models with state-of-the-art
parametrizations are able to simulate precipitation extremes.
An increased focus on impacts of climate change and
adaptation demands information at ultrahigh frequencies
(e.g. 10 min accumulation intervals), as well as high
spatial resolution (∼1 km). In this article we seek a better
understanding of the model capabilities in handling such
ultrahigh frequencies. We pose the following questions.
How well do our current numerical models reproduce the
spatial and temporal characteristics of high precipitation
intensities? Can we gain insight into what is required of
models to better resolve these types of precipitation events?

In this article, we compare high-density precipitation
observations to fine-scale numerical modelling for a total of
12 weeks over a small, hilly island (Stord) in the coastal zone
on the west coast of Norway. The article continues as follows:
section 2 is dedicated to explanation and presentation of data
and the method, section 3 presents the main results, section
4 contains the discussion and section 5 concludes the article.

2. Data and method

2.1. Observations

The main observational dataset used in this study was
acquired in a small field campaign (STOPEX II), which
took place in autumn 2006 (26 August to 15 November).
The data were recorded across Stord Island, located off the
west coast of southern Norway. The island is 10–15 km
wide and has mountains 750 m tall (see Figure 1 for
geographical information). Reuder et al. (2007) presents
an overview of the first campaign (STOPEX I) that took
place the year prior. The linear theory of Smith and Barstad
(2004) produced guidance for the instrumental deployment,
and the establishment of the campaign was motivated by the
need for detailed precipitation information for evaluation
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(a)

(b)

Figure 1. (a) The model domains (9–3–1 km). The terrain for the 9 km
grid is shown with contours every 100 m. Land areas are in grey shade.
(b) The real terrain (on 90 m grid) of Stord Island contoured every 50 m.
Stations are indicated on the plot.

of this theory. See also evaluation of the theory in Barstad
and Smith (2005) and simulation results across Stord Island
using a two-layer version of the linear theory in Barstad and
Schüller (2011).

The second campaign’s set-up was a refinement of the
first. Eighteen rain-gauges and three weather stations were
deployed. Some other instruments were deployed for part
of the campaign (microwave rain radar (MRR) and dual
GPS data collection). For both campaigns, the set-up
and preliminary results are presented in a Master’s thesis
(Fagerlid, 2007).

Our data are not adjusted for undercatchment, that is,
raindrop-enhanced drift past the rain-gauge due to local
speed up caused by the collector itself. The deployment
for most of the rain-gauges was done in such a way that
this problem was minimized; openings in areas of scattered
bushes were selected preferentially as gauge placement sites.
Above the tree line, weak depressions in the landscape were
chosen in order to minimize undercatch. The ‘wetting’
problem (Michaelides, 2008) was not considered in this
report. For the short, 10 min intervals, this may have played
some role in the results presented in Table 1. The observation
level for the tipping buckets used for rain measurements was
0.2 mm. From the total number of stations, six were selected,
see Figure 1(b), and these represent a cross-section of the
island. The other stations showed similar signals to those
selected. In the discussion we have also used radiosonde data

from Sola airport (located 100 km to the south) released
routinely every 12 h.

2.2. Model set-up

The numerical model used in this study is the Weather
Research and Forecasting (WRF) Version 3.3 system. The
model’s domains with grid spacing of 9–3–1 km applying
one-way nesting, is shown in Figure 1. The model top was
set to 50 hPa and 70 vertical layers were used. The European
Centre for Medium-range Weather Forecasting (ECMWF)
analysis was fed to the lateral boundaries every 6 h with sea-
surface temperature updates every day. This experiment uses
spectral nudging (Miguez-Macho et al., 2004), where waves
longer than 1000 km in the analysis were imposed onto
the outer nest solution. A 24 h relaxation time was applied.
The nudging procedure has proven useful in earlier studies
(e.g. Lo et al., 2008) and results in better synchronization
with observations and less sensitivity to the location of the
lateral boundaries. There was no nudging in the boundary
layer. The physical schemes used were: the Kain–Fritsch
cumulus scheme (Kain and Fritsch, 1990, 1993; Kain, 2004),
the MYJ planetary boundary (PBL) scheme (Mellor and
Yamada, 1982; Janjic, 2002) and the microphysics sheme
of Thompson et al. (2004). The short-wave and long-wave
radiation schemes were represented by Dudhia (1989) and
the rapid radiative transfer model (RRTM), respectively.
See also documentation in Skamarock et al. (2005). The
convection scheme was turned off for the inner nest. The
model time step was set to (45–15–5) s for the three
domains. The highest peaks at Stord Island in the 3 and
1 km domains are about 350 m and 550 m, respectively,
whereas in reality the highest peaks are 750 m. The choice of
using a cumulus scheme in the 3 km grid can be challenged
readily, so we tested this by conducting another simulation
with the cumulus scheme turned off in the 3 km grid. This
is referred to as nc3km run, whereas the run previously
described is referred to as the model or the control.

3. Results

At the west coast of Norway, airflow is mainly from a sector
spanning from south to west. The water vapour transport
shows similar patterns. This is shown for position (60◦N,
3◦E) in Figure 2. The data are based on a 30 year period
(1979–2008) from the ERA-Interim reanalysis (Dee et al.,
2011). There are very few cases where the moisture comes
from east or northeast and the moisture fluxes are small
for these few cases. When comparing the wind rose and
the water vapour flux rose, a difference in the maxima can
be observed. The more westerly shifted maximum in the
water vapour flux, relative to the wind rose, indicates that
the zonal component in the wind carries more moisture
than the meridional component. This may be due to the
general counter-clockwise rotation with height and because
the bulk of the moisture is found above the 925 hPa level.
We also speculate that terrain shadowing from Scotland to
the southwest forces moisture to go around (on the north
side of) the Scottish terrain to reach Norway, producing a
larger sector to the west in the water vapour rose.

In Figure 3, the vertically integrated horizontal water
vapour flux for the 12 week period is shown. It has a clear
resemblance to the climatological rose in Figure 2, with a
dominating southwesterly moisture flux. The accumulated
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Table 1. Rain/no-rain statistics for selected precipitation stations across Stord Island (see Figure 1). Wet events (e.g. ‘100%’ means as observed) and
total accumulated amounts in millimetres over the total precipitation period. The numbers are listed as: ‘mod (nc3km/obs)’. ‘Wet’ shows in per cent the

number of modelled precipitating events over observed events. The 10 min interval is somewhat biased due to the wetting problem with rain-gauges

STOPEX recording stationsa Wet (%) Wet (%) Wet (%) Wet (%) Total accumulated
10 min 1 h 3 h 24 h (mm)

A – Bremnes 92 87 91 102 483 (536/543)
B – Korsvik 80 76 83 99 487 (541/614)
C – Hovaasen 78 77 86 100 554 (660/717)
D – Y-Sorlivatnet 81 82 94 103 693 (808/838)
E – Kattnakkjen 68 74 87 97 768 (911/1239)
F – Børtveit 79 80 90 102 675 (795/938)

a From west to east.

(a) (b)

Figure 2. (a)Vertically integrated horizontal water vapour flux (kg m−1 s−1) for the period 1979–2008, taken from the ERA-Interim reanalysis valid at
(60◦N, 3◦E). (b) Similar to (a), but for wind speed at 925 hPa.

Figure 3. The vertically integrated horizontal water vapour flux for the
period investigated (26 August 2006 to 15 November 2006). The data are
from the ERA-Interim dataset.

precipitation for the simulation period from 26 August 2006
to 15 November 2006 in the intermediate domain (3 km
grid) is shown in Figure 4(a) and (b).

The resolved precipitation dominates the total precipita-
tion field, with the largest values found on the steep slopes
along the coastal zone in the middle of western Norway,
see Figure 4(a). Convectively parametrized precipitation has
a less substantial impact on the total precipitation field,
with the largest contributions found in the outer coastal
zone and over individual peaks, Figure 4(b). Significant
amounts are found out at sea. The picture of the precipi-
tation found in Figure 4(b) fits well with observed values

in coastal cross-sections presented by Caroletti and Barstad
(2009); the highest values occur in the middle of the coastal
zone. They found a larger observed value at the outer coast-
line than expected from stratiform, orographic precipitation
alone. Supported by the precipitation pattern in Figure 4(b),
we find it plausible that this is caused by convective activ-
ity. Arguably, this is a footprint of the convective available
potential energy (CAPE) removal process in the model. The
Kain–Fritsch scheme is used for convection in the simula-
tions, and it is a mass flux scheme with low-level control
(works through a low-level source layer). It bases its closure
on removal of CAPE. The scheme has an explicit, shallow
convective part, but this was not turned on during these
runs.

Figure 4(c) shows a close up view of the 1 km grid for
accumulated precipitation. A clear orographic precipitation
signal is evident. The maximum is shifted slightly into the
lee side of the Stord Mountains. Farther to the west – over
open water – a bubble-like feature can be seen. This feature
arises from heavy precipitation on a few occasions in the
area. It is natural to attribute this to convective processes
as it is detached from terrain. On 28 August 2006, between
1200 and 1800 UTC, such an event took place in the model.
For the corresponding period in the observations, a similar
tendency occurs: a relatively large increase at the western
rain collectors, but with significantly lower values than in
the model.

The accumulated precipitation in the 3 km grid for
the nc3km run has significantly less total accumulated
precipitation (∼20%) than in the control, particularly over
the ocean and the coastal zone (not shown). This leaves a
larger moisture flux entering the inner domain. Comparing
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(a) (b)

(c)

Figure 4. (a) The 3 km domain’s resolved accumulated precipitation (mm) for the period. (b) As in (a), but for cumulus scheme precipitation. (c) Total
accumulated precipitation across Stord Island with contours every 50 mm (labelled) and terrain contours (broken line) every 50 m, valid for the1 km
grid in the control run.

with Figure 4(c) (inner domain), we find the accumulated
values for the nc3km run to be significantly higher (∼20%;
not shown). The contours of accumulated precipitation are
similarly located as in Figure 4(c).

3.1. Model evaluation

The rain-gauge data were sampled using tipping buckets,
and the model intensities were produced at time-step level
taken from the 1 km grid. The data have been arranged so
that we compare observations to model data at 10 min, 1 h,
3 h and 24 h accumulation intervals. The surface temperature
never dropped below 0◦C, so we assume the rain collectors
received liquid precipitation only.

We start by evaluating ‘rain/no-rain’ occurrences
(referred to as ‘wetness’) for selected stations at the west–east
cross-section. The data from the stations selected are
displayed in Table 1. We also indicate the total accumulated
precipitation over the 12 week period for each station (far
right column in bold). The nearest-grid-point approach has
been used to retrieve values from the model simulations.
In order for a fair comparison with the tipping buckets,
which have a 0.2 mm threshold for tipping, we move
any amounts below this threshold in the model over into

next accumulation period. For the 10 min accumulation
period, the results show that numbers of wet cases are
a bit low. If the 0.2 mm threshold is not used for the
model data, the model produces too many rain occurrences
(typically 200%–300%). For the longer accumulation
periods, the model seems to identify rain and no-rain
days reasonably well. The comparison of total precipitation
is illuminating; the model produces too little overall
precipitation, particularly at the top peak (station E) and in
the lee side (station F) of Stord. The run without cumulus
parametrization in the 3 km grid (nc3km) shows a better
total accumulated precipitation. It also has a slightly higher
(about 10%) wetness and thus a better performance (not
shown). From this we can conclude preliminarily that the
total accumulated precipitation amounts in the model are
too small over the island, most probably due to overexcessive
drying by the cumulus scheme in the outer domains.

We turn now to precipitation amounts (as opposed to
the binary resolved wetness), and start by plotting observed
10 min accumulated values against the simulation for the
1 km domain. In Figure 5(a) we present quantiles from 0.1
to 0.9 represented with lines. In Figure 5(b) we show the
highest quantiles (0.95, 0.99 and 0.999) and the maxima
for each station. Clearly, the model produces intensities
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(a) (b)

Figure 5. (a) For 10 min accumulation period in the 1 km grid (control simulation): quantile–quantile plot for quantiles from 0.1 to 0.9
and (b) for 0.95, 0.99, 0.999 and maximum. Stations belonging to the same quantile are encircled. This figure is available in colour online at
wileyonlinelibrary.com/journal/qj

that are too weak for all levels except the maxima, which
are a bit too strong. For Figure 5(b) we see that for the
very high level (0.999), the Y-Sørlivatnet (D) station is an
outlier. The highest observation value (7.8 mm per 10 min)
was measured 1810 UTC on 9 October 2006 and was the
peak of a 40 min intense precipitation period, Figure 5(b).
Interestingly, this station is situated in the foothills of Stord
Island (at about 250 m elevation), the first significant terrain
elevation met by an air parcel moving in from the ocean.
When comparing maxima values, the model extremes are
excessive for A and B (upstream stations on flat land). The
maximum values are associated with the strongest convective
events and since convection is strongly related to vertical
velocities, it is natural to assume that the vertical velocities
are too strong in the 1 km grid for these convective cases.
We speculate that either diffusion is too weak for updrafts
or the buoyancy production at the lower boundary is too
strong.

The nc3km run has a similar tendency as shown in
Figure 5, but the maxima are more in line with its 0.999
quantile values (not shown). The lower quantiles are similar
to those in the control run.

Accumulation periods shorter than 10 min are seldom
used for any practical purposes, but we will search for
the time-scales in which the precipitation is no longer
masked by the length of accumulation interval. We look for
the intensities that are most frequent at model time-step
resolution. In Figure 6,we show the frequency distribution
of model time-step precipitation converted into seconds
between bucket tips. For intense precipitation (e.g. a
convective character), a narrow peak on the left side is
expected. For the less intense (e.g. stratiform character), a
peak further to the right is expected.

In Figure 6(a), the observations have the most frequent
cases at about 10–15 mm h−1 (middle two vertical lines).
This level could be interpreted as intermediate-to-strong
orographic precipitation – not necessarily including any
convection. To the left of the maxima, some stations
(upstream, top and lee-side station, which correspond to A,
E and F) show a steep dive towards zero, which indicates very
few, if any, very high intensity cases (>25 mm h−1 (∼29 s

between tips)). The stations in between show a further rise,
moving toward the zero point on the abscissa, indicating
that these stations could benefit from a higher temporal
resolution. Using a higher resolution (5 s) for binning, we
find all stations to descend towards zero (not shown). When
plotting the model simulations of the 1 km and 3 km grid,
a different shape appears; for the 1 km grid (Figure 6(b)),
a similar skewness to the observations is evident, but the
model seems to overestimate the very highest intensities, for
the 3 km grid (Figure 6(c)), no clear asymmetric, skewed
distribution is seen. The maximum frequency distribution
appears at much weaker intensities. In Figure 6(d)–(f),
the normalized cumulative frequencies are shown for
observations and model results. The impression of the
superiority of the 1 km grid manifests itself in these diagrams.
The shape of the curves in the 1 km grid are clearly more
similar to those observed, Figure 6e. The distance between
the lines and the top on the right side of the panels of
Figure 6(d)–(f) shows how much emphasis the model has
placed on weak intensity events. We see that the model
leaves too great a gap, which tells us that too much rain is
placed at weak intensities, particularly for the 3 km grid.

Now, inspecting the results from the nc3km run
in Figure 6(g)–(j), we find somewhat more agreement
between the curve shape of models and observations. The
overprediction of maximum values occurring in the 1 km
grid are removed and the shapes of the curves are more like
those of the observations. Even the 3 km grid has a better
shape of the frequency distributions. However, all stations
show a deep dive towards zero, also applies stations B and D,
which is not supported by the observations. Also, the tops
of the frequency distributions are placed too far to the left
in the 1 km grid.

From the above, we find that resolving the precipitation
intensities at the highest level provides us with new
information that would be difficult to gain by evaluating
at a 10 min accumulation level. We also see a clear difference
between the nc3km run and the control. This is particularly
evident looking at the precipitation intensities from the 3 km
grid; when a convective scheme is applied, the frequencies
distributions of intense precipitation events deteriorate.
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Figure 6. Normalized frequency distribution of bucket tips for (a) observed, (b) 1 km grid, (c) 3 km grid, (g) 1 km grid nc3km run, (h) 3 km grid nc3km
run. ((d), (f), (i) and (j)) Similar to above but for cumulative frequency distribution. The abscissa is divided into 15 s intervals (the time step for 3 km
grid simulation) so that all datasets can be compared. Broken, grey vertical lines indicate level of intensity as shown in (a) (from right to left: 5, 10, 15
and 20 mm h−1).

Judging from the cumulative frequency plots, we find that
all runs have overexcessive drizzle production.

4. Discussion

We have calculated the vertically integrated horizontal
moisture flux based on the radiosonde data from Sola air-
port station for the period of the campaign. In comparison
to the model simulation (9 km grid) from the same location,
we find the moisture flux to be well simulated for the low
flux quantiles (not shown). For higher moisture fluxes, say,

above 300 kg m−1 s−1, the model flux is too strong (up to
about 20%). There are, however, rather few cases above this
limit. The difference between the fluxes of the two runs is
negligible.

The resolution of terrain has a large impact on vertical
velocities and displacements and subsequently precipitation
intensities and amounts. When comparing Figure 1(b)
and Figure 4(c) we clearly see differences. We tested the
precipitation intensity difference between these two terrains
using a reduced model (Smith and Barstad, 2004) and
discovered that the true terrain (90 m grid) gave about 30%
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higher intensities for representative flow conditions. This
suggests that the numerical model should underperform
in comparison with observed precipitation intensities.
The reduced model is, however, designed for stratiform
precipitation. Thus the frequent convective rainfall in the
coastal mountains may alter this picture substantially.

Undercatchment can be a serious problem particularly
in snowy conditions. In our case we have tried to
minimize the problem, but we still believe it is affecting the
data – particularly at high-elevation stations. We speculate
that the effect is in the range of 5–10%.

Taking into consideration the factors mentioned above,
the run with parametrized cumulus in the 3 km grid
may not be as bad as the first impression. Even though
a strict numbers comparison shows an underprediction, the
effects mentioned may explain some of the discrepancies.
The maximum intensities in the control run, however, are
clearly wrong. We judge the effect of the modifying factors
mentioned above to be small enough to allow us to suggest
that the nc3km run is slightly better with regard to wetness
and total accumulation amounts.

For the precipitation produced by forced lifting, properly
resolved terrain and gravity waves are important. The vertical
velocity profile is controlled by these waves. The waves
that penetrate deep into the atmospheric moist layer are
properly resolved when the non-hydrostatic effects start to
appear. The limit for a stable airflow may be estimated by
considering the vertical wave number (e.g. Smith, 2001).
For one dimension only, we have:

N2 ∼ (Uk)2 (1)

where horizontal wave number is k = 2π/Lx. Given a
characteristic stability of N = 0.01 s−1 and a wind speed
of U = 10 m s−1, we arrive at a length scale, Lx, of about
6 km. A numerical model with grid spacing of 1 km should
resolve features with wavelengths of 6–10 km (Skamarock,
2004).

Precipitation produced by convection plays an important
role over open water and at the coastal areas. Figure 4(c),
left-hand side, shows an example of elevated precipitation
amounts over water, due to convection. From Figure 6(b), we
have found the high-intensity precipitation (>15 mm/hr)
is too frequent in the 1 km grid. We speculate that this
is rooted in the model occasionally producing too high
vertical velocities in convective cases. This in turn may be
related to resolution, organization of shallow convection,
and diffusion in the model.

Reuder et al. (2007) discussed a record high rain event
(measured by daily accumulation) leading to a flooding
situation at Stord Island. They found the event to resemble a
stratiform precipitation event where the rain shower lasted
for several hours. Events of shorter duration, often followed
by dry intermittent periods, are frequently observed along
the coast. From radar pictures these systems can be attributed
to shallow convection organized as open or closed convective
cells. These events have the potential to cause local flooding
situations of short duration. The convective activity can
be ascribed to positive buoyancy produced over a relatively
warm ocean and/or from unstable air masses in approaching
frontal systems. In any case, this indicates that CAPE and/or
potentially unstable conditions (dθe/dz < 0, where θe is the
equivalent potential temperature) are present. Evidently,
the presence of convection has a significant impact on the
precipitation patterns, cf. Figure 4(b).

Figure 7. Information from radiosondes (12 h) at the nearby Sola airport
during STOPEX II (14% of the 17% missing data were completed by
data from the Ekofisk sonde). One event has both a dot and a circle and is
linked by a thin, broken line. Dots: Amount of convective available potential
energy (CAPE; y-axis) and lifting (x-axis) needed for realization of the CAPE
potential (only cases between 0 and 1500 m are shown). Circles: convective
inhibition (CIN; y-axis) which has to be overcome before release of CAPE.
The height at which the CI -layer starts is shown by the x-position of the
circles. The CAPE is calculated by lifting the warmest parcels (adiabatically
adjusted) residing in the lowest 500 m up to 5 km altitude. This figure is
available in colour online at wileyonlinelibrary.com/journal/qj

In the cumulus parametrization scheme, CAPE plays an
important role, and this makes it natural to have a closer look
into the CAPE conditions during the campaign. Potential
instability is difficult to quantify as it depends on which
vertical layer the lifting takes place. We have investigated the
CAPE of air approaching Stord Island during the campaign.
At Sola airport, 100 km south of Stord Island, radiosondes
are released routinely every 12 h. For this campaign, the Sola
station had about 83% coverage, and the missing data have
been completed to 97% by the radiosonde launches from the
Ekofisk oil platform (about 300 km to the south-southwest).
By using this sonde information, we have mapped the CAPE
versus the lifting needed to release the CAPE. This is shown
in Figure 7.

The results from the radiosonde data shown in Figure 7
indicate that 66% of the cases will release CAPE if enough
lifting is provided. The mountains of southern Norway are
roughly 1500 m in elevation, and by lifting to this level, 52%
of the cases will potentially release CAPE. Averaged over
the lower 1 km (chosen somewhat arbitrarily), about 59%
of the cases indicate potential instability (dθe/dz < 0) (not
shown). The CAPE and potential instability appeared at the
same time in 42% of the cases. It is reasonable to assume that
air moving up the foothills of western Norway will trigger
convection. The lifting produced by the mountains starts far
upstream (∼100 km; e.g. Barstad and Grønås, 2005), and the
extent of the lifting is given by the deformation length-scale,
Nh/f (Pierrehumbert and Wyman, 1985). This can explain
why the convective scheme was triggered over open ocean
as seen in Figure 4.

In order to relate upstream ambient conditions to extreme
precipitation, we will now identify the cases exceeding the
0.99 quantile (q99) for the 10 min accumulation intensity.
Figure 8 shows the scatter plots with CAPE, convective
inhibition (CIN) and the condition for potential instability
(dθe/dz < 0), wind speed and surface temperature for the
31 radiosondes ascribed to rain-gauges, which on average
have one or more exceeding the q99 level.

In Figure 8(b) we find 10 cases with CAPE values above
100 J kg−1. The associated wind speeds are relatively low (less
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Figure 8. Information from radiosondes for the campaign period associated with the highest (q99) 10 min accumulation intensities for stations across
the traverse. (a) Wind speed (averaged between 250–500 m) versus surface temperature (◦ C); (b) CAPE versus wind speed; (c) CIN versus surface
temperature; (d) dθe/dz × 104 versus surface temperature where negative values indicate unstable cases. All 31 cases exceeding the q99 level are indicated
by rank. This figure is available in colour online at wileyonlinelibrary.com/journal/qj

than 13 m s−1). Two other high CAPE cases in Figure 8(b)
are associated with high wind speeds (cases 5 and 15). Two
cases with low CIN value (cases 2 and 10) are linked directly
to high winds and large values for the potential instability
indicator. One of these cases (case 2) is also the case with
highest winds (24 m s−1). In Figure 8(a), where we focus
on the average wind speed in the lower PBL versus surface
temperature, we see that the temperature has to be above
10–12◦C before we can expect extremes. Likewise for the
wind speed, most extremes seem to be associated with winds
above 8 m s−1. In Figure 8(a) we see that, except for case
25, the strongest extreme cases are associated with strong
winds.

A relatively warm sea will build up the convective
capacity – both through CAPE but also through moisture
and potential instability. Advection toward the coastal
mountains, where a general broad lifting starts, will intensify
the precipitation in the coastal zone. After moving past the
first lifting area near the coastal mountains, the air will lose
most of its convective potential, and more regular orographic
precipitation is then expected farther inland. In cases where
a convection scheme depletes the air of moisture and CAPE,
reduced precipitation must be expected. Convective schemes
seem to be overenthusiastic in this regard, which is referred to
as the ‘windward–lee effect’. See, among others, Schwitalla
et al. (2008). We have compared the averaged and the
quantiles of the vertically integrated horizontal water vapour
flux in the 1 km grid, and found the flux to be very similar
for the two runs. This indicates that depletion of buoyancy
is most likely the cause of the difference, not the moisture.

Our findings based on radiosonde information have to
be considered cautiously; the 12 h radiosondes information
is rather coarse in comparison to the 10 min accumulated
precipitation. Sharp fronts separating varying air masses

passing rapidly through the area will potentially make
the radiosonde information unrepresentative of the rain
observational area.

The CAPE concept does not fully explain the convective
activity (Stevens, 2005). The convection due to potential
instability is difficult to measure. In shallow convective
systems with many individual cells, a compensating
downward motion is warranted in between the convective
updrafts. The cloud fraction area plays a decisive role
(Kirshbaum and Smith, 2009).

5. Conclusion

This article has presented precipitation from a model run
with a 9–3–1 km grid compared with observations from a
12 week campaign conducted in autumn 2008. Rain-gauges
with high temporal resolution were deployed across the
small island Stord at the western coast of Norway. A clear
orographic precipitation signal was observed and model
results with time-step resolution were compared.

The model suggests a significant convective precipitation
component, particularly over the sea and over the coastal
mountains. On daily accumulation intervals, the model per-
forms well in reproducing the number of rain occurrences.
For sub-daily accumulation periods (10 min, 1 h and 3 h),
the model underpredicts the number of rain occurrences
(70–90% of total). However, from model time-step inves-
tigations we have reason to believe that the model produces
too much drizzle. The underprediction of rain occurrences
thus comes from the threshold introduced in order for a
fair comparison with the tipping buckets. When evaluating
the amounts of total precipitation for the campaign, we find
that the model underpredicts and simulates only 60–90%
of the observed totals. Taking into consideration effects not
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included in the model such as full terrain resolution and
possible undercatchment of rain-gauges, the general results
are slightly improved. However, the discrepancy cannot
be fully explained. The study also includes observational
comparison of precipitation intensities on model time-step
level. The results show that increased horizontal resolution
(to 1 km grid spacing) improves the time-step precipitation
intensities in comparison with the 3 km grid. Except for the
highest precipitation intensities, the shape of the frequency
distributions in the 1 km grid seems more like the observed
than in the 3 km grid.

A test run where convection was allowed to form without
parametrization in the intermediate 3 km grid shows that the
representation of convection plays a significant role both for
the intensities and for the total accumulated precipitation.
The total accumulated precipitation and the wetness clearly
show an improvement.

Extreme precipitation events were investigated.
Radiosonde data show that 66% of the cases had poten-
tial of releasing CAPE, and the presence of CAPE increases
the likelihood of extreme precipitation intensities. On the
other hand, extremes may also exist without significant
amounts of CAPE, but would then require stronger winds.

This article has shown that the total accumulated
precipitation compiled out of events with moderate to
intense precipitation (>5 mm h−1), with accumulation
levels as short as 10 min, does not necessarily reveal the
whole picture. Model time-step intensities may be important
for assessment of flash-flood situations, and design of future
observational campaigns should keep this in mind. We find
that the 1 km grid spacing can, to a large degree, do a
satisfying job simulating these kinds of problems. For some
applications requiring information of very high intensities,
a 3 km grid may not be good enough.
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Ceresetti D, Molinié G, Creutin J-D. 2010. Scaling properties of heavy
rainfall at short duration: A regional analysis. Water Resour. Res. 46:
W09531. DOI: 10.1029/2009WR008603.

Colle BA. 2004. Sensitivity of orographic precipitation to changing
ambient conditions and terrain geometries: An idealized model
perspective. J. Atmos. Sci. 61: 588–606.

Dee DP, Uppala SM, Simmons AJ, Berrisford P, Poli P, Kobayashi S,
Andrae U, Balmaseda MA, Balsamo G, Bauer P, Bechtold P,
Beljaars ACM, van de Berg L, Bidlot J, Bormann N, Delsol C,
Dragani R, Fuentes M, Geer AJ, Haimberger L, Healy SB, Hersbach H,
Holm EV, Isaksen L, Kallberg P, Köhler M, Matricardi M, McNally AP,
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