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Abstract

The world around us is inherently multiscale. The variety of different models depend-
ing on the reference scale is particularly diverse in problems of fluid-solid systems.
For those systems, the geometry, effective parameters and even equations vary between
scales. Normally, on coarser scales the fundamental laws of physics are not sufficient
to provide a closed-form model. This called for experiment-based closures, which of-
ten had limited domain of applicability. An alternative approach enabled by recent
developments is so-called multiscale methods. By considering the two scales simulta-
neously, multiscale methods do not rely on experimental closures and therefore lay a
physics-based foundation for engineering problems.

In this work, we attempt to separate multiscale methods into larger classes based
on a flowchart that contains questions about the structure of problems, for which they
are designed. Analysis and methods, presented in the thesis, aim to fill the gaps in
inter-disciplinary knowledge across several classes of multiscale methods. We conduct
fit-for-purpose analysis of several selected multiscale problems in fluid dynamics: non-
linear single phase flows in porous media, fractal structures formation in freezing brine,
particle-particle interaction affected by capillary bridging.

The first problem is addressed by the control volume heterogeneous multiscale
method (CVHMM). By coupling mass conservation with Navier-Stokes equations on
the pore scale, the method captures nontrivial coarse-scale effects, which are not han-
dled by standard single-scale models. To demonstrate the robustness of the presented
methods, a multiscale convergence analysis and a derivation of a priori error estimates
are developed for the method.

For the second problem, simplifications and consequent self-similar analysis iden-
tifies compact and fractal regimes of ice formation. Moreover, combining the insights
obtained from numerical and analytical solutions we introduce an empirical model that
can qualitatively predict properties of the formed ice.

For the third problem, we derive a new semi-analytical solution for particle interac-
tions during viscous bridging. The solution provides basis for more efficient simulation
of suspended flows of particles.
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Outline

The dissertation consists of two parts. The first part (Chapters 1 – 5) serves as an
introduction to the second part (Chapter 6), which contains the publications with the
main scientific results of this work.

We start by introducing the scope of the thesis and summarizing its main contribu-
tions in Chapter 1. Chapter 2 provides motivation for considering multiscale problems.
It describes important concepts related to modeling and is concluded by introducing
selected multiscale problems that are extensively studied in this work. Before introduc-
ing methods for multiscale problems, Chapter 3 provides basic numerical techniques
that are used as solvers for each scale in relevant problems. Chapter 4 presents a classi-
fication of the multiscale methods with a brief overview of the field. It helps to position
the methods developed in this thesis with respect to other developments. It pays par-
ticular attention to the methods used in the thesis. Finally, Chapter 5 summarizes the
papers that constitute the main scientific contributions of the work and are attached in
Chapter 6.
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Chapter 1

Introduction

The underlying physical laws necessary
for the mathematical theory of a large
part of physics and the whole of
chemistry are thus completely known
[from quantum mechanics], and the
difficulty is only that the exact
application of these laws leads to
equations much too complicated to be
soluble.

Paul Dirac

The ultimate purpose of any modeling is mimicking the behavior of the modeled
system, so that certain unknown characteristics of the model can be predicted based on
the known parameters. These characteristics are typically specific to the macroscopic
behavior and correspond to values that one can observe or measure. Historically mod-
eling was focused on a single macroscopic scale at which the problem is formulated.

At the same time, the world around us is inherently multiscale. Depending on the
size of the considered system, different behavior would be observed. Taking an ex-
treme example: it might contain only a few elementary particles obeying the laws of
quantum mechanics, a volume of gas obeying Navier-Stokes equations, or a galaxy
obeying astronomical laws. The variety of different models depending on the refer-
ence size is particularly pronounced in heterogeneous continuum systems containing
inclusions, e.g. suspended particle flows, flows in porous media and flows with phase
transition. For those systems the geometry, effective parameters, and even equations
change multiple times even when the scale is relevant for a continuum representation.

Normally, on coarser scales the fundamental laws of physics are not sufficient to
describe a closed-form system. Therefore, the experiment-based (phenomenological)
relations were derived to make the modeling on the system possible within that single
scale. Darcy’s law, Fick’s law, Hooke’s law and Stokes’ law are just some of the well-
known examples of simple constitutive relations that have been used for decades. These
made it possible to find analytical and later also numerical solutions. This formed a
basis for the technological advancements of the last few centuries. However, over time
advancement of technology gave rise to more and more difficult problems. To cope
with the new challenges the classical models were updated to include a number of
corrections which were harder to estimate and justify.
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An alternative to obtaining models using experiment-based closures is to consider
a system on several scales simultaneously. Such kind of multiscale modeling allows
to make less assumptions on the model at the scale of interest. This extends the do-
main of applicability of the model outside of the bounds associated with the regimes
in which the constitutive relations were obtained. It was recognized by Dirac that by
following the scales down to the scale of quantum-mechanical interactions the exact
behavior of most systems in applied sciences can be deduced. At the same time, it is
practically impossible to use them directly to study realistic problems due to resolution
and complexity.

At the current stage of development, most multiscale methods are focused on two
scales: the main macroscopic scale which contains the quantities of interest and a finer
scale of the problem which provides an insight into the physics of the problem, which
cannot be resolved on the coarsest scale. By considering the two scales simultaneously,
multiscale methods lay a physical foundation for engineering problems. Moreover,
for models like Darcy’s law, multiscale analysis using homogenization has rigorously
identified assumptions under which this phenomenological relationship accurately de-
scribes the coarse-scale behavior of the system [47]. Thus, homogenization constitutes
a rigorous upscaling technique for multiscale problems. Now, we have introduced two
schools of thought for multiscale problems: numerical and analytical. In this work,
we emphasize the relationship between them, calling them multiscale simulation and
modeling, respectively (see Section 4.1).

The advancement of theory and computational power made it possible to perform
simulations that take sub-scale features into account. At the same time, many chal-
lenges should be addressed before the vision of multiscale simulation can come to
everyday reality [32].

First and foremost, coupling of problems on different scales is not trivial. Since the
coupling process is problem-dependent, in this work we attempt to separate multiscale
methods into larger classes based on a flowchart inspired by [74], see Section 4.2. The
flowchart categorizes the methods based on questions about scale dependence, scale
separation in time and space, as well as the requirements on the details in solutions.

Many of studied multiscale methods assume sufficient spatial scale separation [74].
However, this assumption is not always fulfilled for multiscale systems. Paper D deals
with rapid freezing in brine that results in fractal solutions. Scale similarity techniques
[20] are applied to analyze the challenging fractal behavior of the problem.

When there is sufficient spatial scale separation many multiscale methods can be
formulated within a unified framework of heterogeneous multiscale methods (HMM)
introduced in [33], see Section 4.4. Even when utilizing this unified framework one
needs to adapt the method to problem-dependent requirements. As a starting point for
the multiscale methods developed in this thesis, we focus on control volume methods
also called finite volume methods, see Section 3.1. Control volume methods bring the
conservation laws (namely the conservation of mass and continuity of fluxes) to the
discrete grid level [4, 53]. This makes them a promising choice as a coarse-scale foun-
dation for multiscale methods for problems of fluid dynamics where those properties
should be maintained on all scales.

Once the approximations on the coarse and the fine scales are defined and a method-
ology for coupling is established additional care should be taken to ensure that the
method is consistent and convergent. In Paper B, we verify the convergence of the pre-
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sented numerical multiscale method against the homogenization solution of the Stokes
problem when its assumptions are valid. From there we anticipate that the consistency
is maintained for regimes that cannot be easily analyzed. The self-convergence in those
cases is verified numerically.

To apply multiscale methods to realistic problems it is also important to ensure that
the computational cost stays within reasonable bounds. One should exploit problem-
specific features to reduce excessive computational time on the fine scale. Possible
but incomplete list of choices includes: auxiliary basis functions [78], dynamically
constructed interpolation tables [Paper C] and semi-analytical solutions [Paper E].

Main contributions

The present work tries to address mathematical challenges briefly discussed in the intro-
duction by providing a problem-driven analysis of several problems in fluid dynamics.
The developed analysis and methods aim to fill the gaps in inter-disciplinary knowl-
edge. In addition to giving an insight into the problems, the analysis improves under-
standing in the field of multiscale modeling and simulation. This is supported by the
fact that the papers included in this thesis have already inspired further work both in
their respective and adjacent fields.

The specific contributions of the thesis are:

1. We present the control volume heterogeneous multiscale method (CVHMM) that
takes advantage of industry-standard control volume methods to resolve the mass
conservation on the coarse scale and couples it to on-demand computation of
the effects arising from the fine scale. The thesis is specifically describing the
coupling with Navier-Stokes equations on the pore geometry that results in non-
trivial effects on the coarse scale that cannot be handled by standard single-scale
models. The capabilities of the method are demonstrated on a range of relevant
problems. To demonstrate the robustness of presented methods, a multiscale con-
vergence analysis and a derivation of a priori error estimates are developed for
the method.

2. A self-similar analysis of a simplified problem of rapid freezing in brine is sup-
posed to compliment single-scale mushy-layer models for averaged dynamics of
ice in brine. The analysis yields a closed form analytical self-similar solution for
the continuous ice growth. The analysis is augmented by development of non-
trivial control-volume method that handles moving boundaries. Using the nu-
merical model, we demonstrate another class of self-similar solutions which are
dominated by secondary nucleation resulting in fractal patterns of ice formation.
Based on the coupled analysis of numerical and analytical solution we introduce
an empirical model that depending on the freezing conditions can qualitatively
predict properties of the formed ice.

3. An analysis of particle-particle interaction affected by formation and breakage
of capillary bridge is performed. The analysis is concluded by deriving a semi-
analytical solution of a problem that is experimentally validated. The newly-
derived analytical model renders a computationally efficient fine-scale solver that
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can be used in a Lagrangian-Eulerian multiscale coupling within computational
fluid dynamics.



Chapter 2

Multiscale systems in fluid dynamics

Everything should be made as simple as
possible, but not simpler.

Albert Einstein

Many of physical laws represent relations that are based on experiments. Examples
include: Hooke’s law of spring motion, Darcy’s law for flow in porous media, Archie’s
law of electrical conductivity of sedimentary rocks, Avogadro’s law of amount of sub-
stance of gas, Fick’s laws of diffusion, Moore’s law of transistor development, Stokes’
law for flow of viscous fluids. The experimental setting normally imposes limits on the
domain of applicability for such phenomenological laws. The scale of applicability is
one of the most common limitations.

The purpose of this chapter is to identify some of the problems of fluid dynamics
that span several scales thus providing an additional motivation for studying multiscale
methods. However, before introducing the problems in Section 2.4, we present basic
theory related to fluid dynamics and associated multiscale problems. First, in Sec-
tion 2.1 we introduce the two frames of reference for continuum flow systems. Second,
in Section 2.2 we give a more precise definition of what we consider a single scale of
a problem and introduce a notion of REV. After that, in Section 2.3 we present some
general principles used for design of multiscale methods in this thesis.

2.1 Eulerian and Lagrangian approaches to continuum modeling

Unlike classical mechanics, where the system normally consists of a finite number of
solid objects (particles), in continuum flow systems one cannot uniquely distinguish
between objects. However, it is common to introduce the notion of a fluid particle to
create a setting that is analogous to classical mechanics.

One defines a fluid parcel (equivalently fluid particle, fluid element) as a very small
amount of matter (of volume δV ) that can be tracked as it moves in the flow [21, 83].
The smallness should be understood in comparison to the domain of interest and can
be formally expressed as

|δV |∗ << |Ω|∗ , (2.1)

where δV is the volume of the parcel and |•|∗ is a measure of characteristic size. This
measure defines the scale of a physical system and is only required to be of same order
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Lagrangian Eulerian

Figure 2.1: Comparison of Lagrangian and Eulerian frames of reference for a fluid with parti-
cles.

of magnitude as the actual size of measured domain. Looking at fluid flow following
individual particles or fluid parcels is commonly known as the Lagrangian approach,
see Figure 2.1. In computational Lagrangian-type methods, such as discrete parcel and
discrete element methods, the properties of matter within one parcel are assumed to be
constant [31].

On the other hand, the Eulerian approach considers fluid motion by fixing specific
locations in space through which the fluid flows. In this approach one does not fol-
low the matter itself, but tracks the exchange of substance between the neighboring
locations (cells), see Figure 2.1. This leads to corresponding changes of properties as-
sociated to the cells. Examples of computational approaches in the Eulerian frame of
reference, such as control volume and finite element methods, are presented in Chap-
ter 3. For the Eulerian approach, an accurate representation of properties also requires
the cells of sufficiently small size

|β |∗ << |Ω|∗ , (2.2)

where |β |∗ is the typical size of a cell β .

The choice between the Lagrangian and Eulerian approaches is problem-specific. It
is sensible to apply the approach for which the model problem is easiest to define. The
problems of fluid dynamics, such as Navier-Stokes equations and flows in porous me-
dia, are better studied in Eulerian frame of reference. Therefore, we use this approach
for fluid flow systems in papers A, B, C, D. At the same time, modern multiscale tech-
niques are capable of coupling different approaches for different scales of a problem.
For instance, the Lagrangian approach is used in Paper E to study the fine-scale inter-
action of solid particles and it is later coupled to the Eulerian description of fluid flow
[18, 19]. Also, in [45] the authors use the methods from Paper B substituting the fine-
scale solver with a Lagrangian solver. A further discussion highlighting the relation of
the Lagrangian and Eulerian approaches to multiscale methods can be found in [32].
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2.2 Representative elementary volume

When working with problems of fluid dynamics, it is important to keep in mind that
the properties of the continuum in each point of space, are properties averaged over
some reference volume. For both Lagrangian and Eulerian approaches, to resolve the
dynamics of the system the averaged volume should be small compared to the domain
of interest, see (2.1) and (2.2). At the same time, it should be sufficiently large so that
it represents the continuum in a consistent manner, independently of its exact location.

For example, for flow of fluid with particles, the reference volume should at least
contain a number of particles and some surrounding fluid to be representative, see Fig-
ure 2.1. The necessary size of such a location is called accordingly: representative
elementary volume (REV). In this system one can therefore distinguish two scales of
different magnitudes: the characteristic length scale of the whole domain (|Ω|∗) and the
maximum size of features that are averaged out (REV):

REV << |Ω|∗ . (2.3)

If we upscale (average out) small features of sizes below REV, we get a single-scale
problem. In definitions of (2.3) the size of a computation cell for that single-scale
problem should be limited from both sides as follows

REV≤ |β |∗ << |Ω|∗ , (2.4)

where, as earlier, |β |∗ is the typical size of the computational parcel or cell.
More complex systems might contain more than one pair of characteristic scales

REV and |Ω|∗. For those systems (2.3) should be understood recursively:

REVi−1 << |Ωi−1|∗ , (2.5)
REVi−1 << REVi << |Ωi|∗ . (2.6)

From (2.6) we know that there exists an REV scale above REVi−1 where the parameters
can be consistently averaged out. Therefore we can limit the computational domain for
the fine scale solver (Ωi−1) to the size of REVi:

REVi−1 << |Ωi−1|∗ ∼ REVi << |Ωi|∗ . (2.7)

Concept (2.7) plays a crucial role in the design of multiscale methods. For instance, it
is fundamental to heterogeneous multiscale methods, which take into account several
scales simultaneously (see Section 4.4). When performing a multiscale simulation, the
constraint for the cell size (2.4) should be applied at every scale [8]:

REVi ≤ |βi|∗ << |Ωi|∗ . (2.8)

As a more complex example, let us consider geological systems where the number
of scales is particularly diverse. Figure 2.2 uses the example of permeability to show
how properties of geological porous media change depending on the scale of averaging
[72]. REV scale can be graphically defined as a scale at which small changes of scale
or location do not change the average properties. The smallest porous-medium REV
can be defined as a scale which contains a sufficient amount of pores and grains so that
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porous medium for a ’sand dune’ reservoir. Averaging is consistent when REV is reached.
Adapted from a presentation by Mark Bentley.
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the properties are stable with respect to volume perturbations [22]. Similarly to [84],
this can be mathematically written as:

1
Vh

∫
Vh(x0+δx)

adx≈ 1
Vh

∫
Vh(x0)

adx≈ 1
Vh+δ

∫
Vh+δ (x0)

adx, (2.9)

where a is the property being averaged and Vh(x0) is a volume around point x0 of size
h and δ is a small perturbation. REV is reached for the smallest h that satisfies (2.9).
However, if we continue extending the averaging window, we meet heterogeneity re-
lated to deposition layering. The averaging, again, becomes inconsistent with parame-
ters oscillating between values of good and poor lamina , see Figure 2.2. When several
lamina are within the averaging volume we reach the next REV typical for a coarse
deposition layer. Further, one gets the ’dune’ REV which has reservoir scale.

As a result, for a geological system, one can define a tree-shaped plot of effective
parameters as a function of the averaging window size and location, Figure 2.2. Such
visualization of scales and REVs can facilitate decisions related to modeling of multi-
scale phenomena. A particularly important consideration for problem-specific models
is to ensure that available measurements are performed at an REV scale and are, there-
fore, consistent [72].

We have been discussing that an REV should be much smaller than the scale of the
full problem domain. One can formally define the scale separation constant

ε =
REV
|Ω|∗

. (2.10)

This constant is extensively used for analysis of multiscale problems. In homogeniza-
tion, the multiscale problems are studied assuming that the fine scale structure is ε-
periodic, in the limit when ε goes to zero (see Section 4.3).

The same scale separation constant plays an important role in analysis of heteroge-
neous multiscale methods (see Section 4.4) [7, 8, Paper B]. There, the propagation of

the error from the fine scale is proportional to
|βfine|∗

ε
. This implies that in order to cap-

ture sub-scale dynamics the cell size should be small relative to the fine scale domain
|Ωfine|∗, see (2.8). A discussion of the error analysis for problems specific to this work
can be found in Section 5.1.2.

2.3 Finding similarities between scales

The definition of multiscale methods varies depending on the research community. In
our work we want to explicitly differentiate multiscale methods from fine-scale meth-
ods combined with multiscale solvers, such as domain decomposition [76] or multigrid
[25]. A detailed discussion of a classification is presented in Section 4.2. While mul-
tiscale solvers applied on huge grids that cover domains relevant for coarser scale do
provide a detailed solution, they naturally tend to have a great computational cost. In
contrast to them, multiscale methods try to utilize all available properties of the coarse
system and do not solve the full fine-scale system explicitly. This results in a lower
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computational cost but comes at a price of inability to reconstruct the fine-scale solu-
tion. Nevertheless, multiscale methods are desirable techniques for a vast majority of
problems where only the coarse solution is required but single-scale methods (for the
coarse-scale problem) fail to capture sub-scale dynamics.

This section covers some principles that can be used to extract maximum informa-
tion from the coarse scale while not compromising the solution quality with specific
assumptions. Such information can for example be obtained from physically sound
invariants such as conservation laws and self-similarity arguments.

2.3.1 Conservation laws

A conservation law is a physical principle stating that a certain property of an isolated
system does not change as the system evolves in time. For a continuum system for
property α , the conservation law in the Eulerian frame of reference can be interpreted
as follows:

d
dt

∫
β

αdx+
∫

∂β

~A ·~nds =
∫
β

γdx, (2.11)

where
d
dt

is the time derivative, β is a fixed volume with boundary ∂β with an outer

normal vector~n; γ is the volumetric source of α; finally, ~A is the vector flux field for α

that may be composed of advective (due to movement of the fluid) and non-advective
(specific to this property) components.

For fluid flow systems, the conservation of fluid mass is particularly important. Sub-
stituting the fluid mass (obtained as density multiplied by volumetric fraction of com-
ponent ρφ ) for α and the corresponding mass flux ~H in (2.11), we get

d
dt

∫
β

φρdx+
∫

∂β

~H ·~nds =
∫
β

f dx. (2.12)

Mass conservation on the coarse scale (2.12) ensures the consistency of the solution
even in cases when the exact details of the flux field are hard to reproduce. In a variety
of problems the conservation of mass is a required property, which is necessary for
error control when coupling with a transport model [90].

In order to provide a seamless and accurate approximation of the mass conservation
principle, we choose the control volume finite difference method discussed in Sec-
tion 3.1. It ensures mass conservation on the coarse scale for flows in porous media
considered in papers A, B, C. It is also used for numerical analysis of the salt displace-
ment in freezing brine in Paper D, where the salt mass should be conserved.

In Paper E, which focuses on the interaction of solid particles, the conservation
laws also play an important role. There, the momentum conservation equation is used
to formulate the mathematical problem.

2.3.2 Self-similarity of the solution

There exists a class of multiscale problems that do not have scale separation (2.7).
For these problems, the concept of coarse-scale REV is not defined and, consequently,
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Figure 2.3: The scales of features and problems for selected physical systems.

coarse equations cannot be found. To cope with such challenges, one needs to find
other characteristics that can be used to represent the coarse solution.

A possible approach is to identify solution regimes that preserve the shape-function
of the solution. The problem of freezing brine considered in Paper D is an example
where the approach can be applied. In the paper, we identify two regimes where the
shape of the solution becomes a scale-independent invariant. Furthermore, a meaning-
ful interpolation between the regimes leads to a reasonably accurate qualitative method
for approximating coarse-scale properties of the solution.

General theory of self-similarity is beyond the scope of this thesis. For a thorough
review of the theory including different problems and the corresponding methods, see
[20]. Self-similar analysis is revisited in Section 4.5, where we demonstrate it on an
example from Paper D.

2.4 Selected multiscale problems in fluid dynamics

In physical systems, where solids and fluids coexist, parameters, geometry and even
equations change between the scales. In this work we consider three fluid flow systems:
flow in porous media, sea-ice, and suspended flow of particles. The systems are ar-
ranged by rigidity of solid structure: consolidated for porous media; semi-consolidated
for sea-ice; and free flowing for suspended particles. Figure 2.3 shows typical sizes of
different features for considered systems [18, 38, 72, 73]. The variety of features and
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the spatial spread over eight orders of magnitude manifest all systems as truly multi-
scale. Moreover, Figure 2.3 only shows the scales where continuum principles apply
and omits the scales of molecular and sub-molecular interactions which were not stud-
ied in this work.

In this section we introduce specific problems spanning several scales of the sys-
tems from Figure 2.3. First, in Subsection 2.4.1 we pose the problem of multiscale
permeability. This is a classical example of a well-studied multiscale problem (see
Section 2.2), and it is not investigated specifically in this work. However, it also plays
the role of the coarse-scale model for the problem of non-linear flow in porous medium
presented in Subsection 2.4.2. Next, Subsection 2.4.3 discusses a variety of problems
observed in sea-ice on different scales. It is concluded with the finest-scale continuum
model of freezing brine formulated in Paper D. Finally, in Subsection 2.4.4, we touch
upon the multiscale model of interactions between particles suspended in a free-flowing
fluid. The model of particle-particle interaction stands out from the main theme of the
thesis and is covered in less detail.

The methods presented in the rest of the thesis address particular challenges related
to the problems presented here.

2.4.1 Darcy scales and permeability

Section 2.2 used a geological porous medium as an example of a system with multiple
REV scales. Here we focus on coarser scales where grain structure is averaged out
corresponding to lamina and coarser REVs, see Figure 2.2. The classical representation
of such flows is the Darcy’s law. We refer to the smallest scale where the Darcy’s law
is valid as Darcy scale and consider it the "coarse" scale of our system.

To formulate Darcy’s flow on a single (coarse) scale in a porous medium we start
from the conservation of mass (2.12)

d
dt

∫
β

φρcdx+
∫

∂β

ρc~uc ·~nds =
∫
β

fcdx, (2.13)

where the subscript "c" emphasizes the coarse scale of the problem. This equation is
normally paired with Darcy’s approximation of the filtering velocity~uc that is normally
obtained from experiments

~uc =−
Kc
µ

∇pc, (2.14)

where pc is the coarse-scale potential, µ is the viscosity of the fluid and Kc is the per-
meability tensor [67]. The potential pc in the generalized Darcy’s law consists of con-
tributions from pressure and gravity. In cases when the flow is horizontal, the gravity
term is zero and the potential pc reduces to pressure.

Incompressible flow and upscaling

Under the assumption of incompressibility,

ρ = const, (2.15)
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the first term from (2.13) disappears, resulting in a steady-state continuity equation∫
∂β

ρ~uc ·~nds =
∫
β

fcdx. (2.16)

Note, that since density is constant, we replace ρc by ρ . For the sake of conciseness, it
is convenient to write (2.16) in divergence form [67] (also dividing by density):

∇ ·~uc =
fc

ρ
. (2.17)

Substitution of (2.14) into (2.17) yields the single phase flow equation in divergence
form:

−∇ · (Ac∇pc) =
fc

ρ
, (2.18)

where

Ac =
Kc
µ
. (2.19)

We call Ac the Darcy coefficient. In Paper B, we use a sub-Darcy (fine) scale model
to automatically obtain the Darcy coefficient Ac, thus substituting the experimental
approximation (2.14). The fine scale model is presented in the next subsection.

In reservoir modeling applications it is common to encounter large systems with
heterogeneous layering. For example in Figure 2.2, ’dune’ combines ’grainflow’ and
’wind-ripple’ sands. In many cases, a fit-for-purpose model is not required to reproduce
the solution at a very detailed resolution [72]. Therefore, upscaling techniques are
frequently used. Upscaling is a reformulation of the system (2.18) on an even coarser
scale. It allows us to obtain a system analogous to (2.18), which has a different effective
permeability [67, 72]

−∇ ·
(KD

µ
∇pD

)
=

fD

ρ
, (2.20)

where the subscript "D" (for "Dune") emphasizes an even coarser scale than "c". Note
that while the structures of the (2.18) and (2.20) are identical, KD is normally different
from Kc. Moreover, KD can be a full anisotropic tensor even when the media at scale
"c" are isotropic. Thus, upscaling in porous media is an interesting subject in multiscale
analysis. In Section 4.3 we use this problem as an example to demonstrate a tool for
mathematical upscaling: homogenization.

Weakly compressible flow

Alongside the incompressible model, in the context of the following discussion it is im-
portant to consider weakly compressible flow on Darcy scale. Again, for convenience,
we rewrite (2.13) in divergence form

d
dt
(φρc)+∇ · (ρc~uc) = fc (2.21)

For the weakly compressible case we simplify the general continuity equation (2.21)
by substituting the compressibility relation between pressure and density [22]

Z =
1
ρc

dρc

d pc
. (2.22)
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Since the porosity φ is constant, the equation (2.21) can be rewritten as

φZρc
d
dt

pc +ρc∇ ·~uc +∇ρc ·~uc = fc. (2.23)

The density is assumed to be slowly varying in space. As a result, its gradient is as-
sumed small. With this in mind it is common to neglect the term ∇ρc ·~uc from (2.23).
Dividing by the density gives

φZ
d
dt

pc +∇ ·~uc = f̃c, (2.24)

where f̃c is the volumetric source.
The closed-form equations for weakly compressible Darcy flow are not considered

in this thesis. However, the weakly compressible continuity equation (2.24) is used
alongside (2.16) in Paper A for the mass conservation on the coarse scale. As in Pa-
per B, we replace Darcy’s law approximation of the flux with a more general fine scale
model.

2.4.2 Non-linear flow in porous media

Coupling equations (2.17) or (2.24) to sub-Darcy scale may result in an even more
interesting multiscale problem. The equation (2.14) is a common experiment-based
first-order approximation of the velocity in porous media flow. An alternative approach
is to take into consideration the equations of underlying physics that govern the flow
on the pore scale, see Figure 2.2. A physically sound approximation of the free flow
in the pores is the Navier-Stokes equations, which consist of equations for mass and
momentum conservation. For single phase flow the conservation of mass can be written
similarly to (2.12):

d
dt

∫
β

ρ f dx+
∫

∂β

ρ f~u f ·~nds =
∫
β

f f dx, (2.25)

which now acts on the fine (pore) scale, denoted by subscript " f ". The equation is
now valid only in the subdomain occupied by the fluid (i.e. pores, see Figure 2.2),
and therefore the fluid fraction always equals one. It should be paired with no flow
boundary condition at the interface with solid.

Instead of an empirical relation between pressures and fluxes, the Navier-Stokes sys-
tem includes an equation for momentum conservation. The momentum density func-
tion is the conserved quantity that is equal to ρ f~u f :

d
dt

∫
β

ρ f~u f dx+
∫

∂β

G
f
·~nds =

∫
β

~s f dx, (2.26)

where tensor G
f

is the flux of momentum density and ~s f is the body force (such as
gravity) that would cause acceleration. G

f
consists of advective and non-advective

terms:
G

f
= ρ f~u f ⊗~u f +σ

f
, (2.27)
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where ⊗ denotes outer (dyadic) product and σ
f

is the stress tensor, i.e. surface forces
that influence momentum evolution.

Up until now we have not introduced any significant approximations to the fine-
scale model. However, to close the system of equations, an approximation to the stress
tensor should be introduced:

σ
f
=−p f I + τ

f
, (2.28)

where p f I is a fine-scale pressure multiplied by the identity matrix, and τ
f

is the devi-
atoric component of the stress tensor. For Newtonian fluids, a common approximation
to the latter can be written for each component (i j) of tensor τ

f
as follows [21]:

τ
f i j

= µ

(
∂ ~u f i
∂x j

+
∂ ~u f j

∂xi
− 2

3
δi j

∂ ~u f k
∂xk

)
, (2.29)

where δi j is Kronecker’s delta and µ is the linear viscosity of the fluid.
Additionally to stress approximation, it is common to assume that compressibility

effects are not pronounced locally on the fine scale. Therefore, one can use this approx-
imation for practical multiscale methods with scale separation, defined by (2.7). These
assumptions lead to divergence-free flow that simplifies the equations to a large extent.
The system is commonly written in divergence form as follows:

∇ ·~u f = 0,

ρ f

(
∂~u f

∂ t
+~u f ·∇~u f

)
=−∇p f +µ∆~u f +~s f . (2.30)

For flows in porous media these equations are equipped with no flow boundary condi-
tions on the contact with the solid part of the domain, i.e. grains in Figure 2.2. The
flow over a domain covering only a few pore sizes would stabilize quickly compared to
changes in the coarse scale conditions. Therefore the steady state equations would give
a reasonable approximation for local fine-scale domains:

∇ ·~u f = 0,
ρ f~u f ·∇~u f +∇p f −µ∆~u f =~s f . (2.31)

Equations (2.31) form a non-linear system that represents local flows on the pore
scale. When the flow speed is sufficiently low, the non-linear term ρ f~u f ·∇~u f goes to
zero. In this regime it is possible to show that the coarse-scale fluxes indeed respect
Darcy’s law (2.14). A sketch of the derivation is presented in Section 4.3.2.

In faster flow regimes or in highly permeable porous media the non-linearity gives a
non-negligible contribution, which propagates to the coarser scales. It is challenging to
adjust single-scale models to consistently handle this non-linearity. In papers A, B, C
we resolve the non-linear flows on Darcy scale by directly coupling mass conservation
(2.13) with local numerical solutions to Navier-Stokes equations (2.31). We emphasize
that coupling of distinct equations on the two scales is non-trivial. It is furthermore
complicated due to different numerical methods required for each of them. We use
control volume methods (see Section 3.1) and the Taylor-Hood finite element method
(see Section 3.2.2) for the coarse and the fine scales, respectively. A complete version
of the multiscale method is presented in Section 4.4 and the papers are summarized in
Section 5.1.
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Figure 2.4: Illustration of structure, scales, and applicable models in sea-ice.

2.4.3 Sea-ice and freezing brine

When both the fluid and the solid are composed of the same material, it gives rise
to an interesting multiscale system – ice formation in brine. Figure 2.4 presents the
diversity of structures observed in sea-ice [38, 50]. Different structures give rise to a
number of mathematical problems for different scales. In this section we present three
important models, each having a different scale of validity: a Stefan problem, a mushy
layer model and a simplified continuum model derived in Paper D (see Figure 2.4). The
first two models are not studied in this work directly. However, the model in Paper D
aims to provide a mathematical justification for mushy layer theory and shares a lot of
similarities with the Stefan problem.

Stefan problem

In fresh water the ice formation and melting is usually described by a Stefan problem
[82]. A Stefan problem [38, 82] is derived from conservation of energy and consists of
a heat equation paired with the Stefan condition on the interface. The conservation of
energy condition on the interface balances heat consumed by freezing with conductive
heat flux to the interface:

d
dt

∫
area

ρLhds =
∫

area

Φ ds, (2.32)

where ρ is density, L is latent heat of freezing, h is the ice thickness, and Φ is the
conductive heat flux perpendicular to the interface. Since properties of ice are constant
and assuming homogeneous ice formation across the whole area, the equation can be
simplified to a 1D differential equation [59]

ρL
dh
dt

= Φ . (2.33)



2.4 Selected multiscale problems in fluid dynamics 17

Due to presence of salt, the homogeneous freezing is rarely observed at small scales
[38]. As a result, the Stefan problem (2.32) fails to resolve the complex freezing of
brine for this regime. At the same time, the model gives a good rough approximation
of sea-ice dynamics on the ice-sheet scale, see Figure 2.4. For this case the conductive
heat flux should be in balance with the energy absorption by the ice. The latter is
proportional to the coarse-scale temperature gradient in ice in the vertical direction
∂Tc

∂ z
, with proportionality coefficient κ called the thermal conductivity of ice [38, 59]:

Φc =−κ
∂Tc

∂ z
≈−κ

Tfreez−T0

hc
. (2.34)

Here, as before, subscript "c" emphasizes the coarse scale. In (2.34), the gradient is
approximated as the temperature difference between the freezing temperature of ice at
the water contact Tfreez and surface temperature T0 divided by the thickness of the ice
sheet hc.

Mushy layer model

Simulating a more complex behavior observed at a meso-scale of ice-brine systems
requires a larger system of equations. A common approximation for this case is given
by a so-called mushy layer model [50, 87]. The main assumption of the model is that
ice and brine phases are mixed into an indistinguishable mush where the solid phase
is immobile, see Figure 2.4. The system of equations operates with mean properties
weighted to represent the mixture proportions:

X = (1−φ)Xi +φXb (2.35)

where X is an average property computed from ice (Xi) and brine (Xb) quantities which
are weighted with the brine proportion φ . Brine proportion φ is analogous to poros-
ity in the terminology of porous media. Substituting average quantities obtained from
(2.35) for mass of water, salinity of water, momentum and energy, one formulates con-
servation equations for those quantities. These conservation equations together with
a choice of constitutive relations give a closed system of mushy layer equations. A
detailed description of such a system is presented in [50].

Fine-scale model with sharp interfaces

In this thesis we consider a model on the continuum scale that is finer than the scale
of the mushy layer model. That model uses the sharp approximation of interfaces like
the Stefan problem rather than the averaging from (2.35), see Figure 2.4. Unlike the
classical Stefan problem, the model focuses on domains with complex configurations of
ice inclusions rather than a uniform ice-liquid interface. Our fine-scale model does not
include all complex effects from modern mushy layer models, which allows a thorough
mathematical study of early ice formation.

The conditions for phase transition can be obtained from an equilibrium phase dia-
gram [86] that represents the state of a brine-ice system as a function of the concentra-
tion of salt and the temperature of the medium, see Figure 2.5. Under moderately high
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temperatures that are characteristic to early ice formation, all salt remains in the liquid
phase. For these conditions one can derive a monotone function that relates temperature
to the critical freezing concentration of the mixture called the liquidus [86]:

T = Tliquidus(Sfreez), (2.36)

where Sfreez is the critical freezing concentration (equivalently freezing salinity). The
liquidus becomes the boundary condition for temperature on the fluid-liquid interface.

In our simplified model, we assume that thermal effects propagate instantaneously
and that temperature is an external control to the system. The monotonicity of (2.36)
allows to eliminate the temperature from the system of equations and consider the time-
dependent critical concentration Sfreez as the control mechanism for the ice-brine sys-
tem. The salinity on the boundary is balanced by melting of fresh ice [50] resulting in
the boundary condition

S f (t,x) = Sfreez(t), for x ∈ ∂Ω f (t), (2.37)

where ∂Ω f (t) is the moving boundary of the ice-brine domain evolving in time and
S f is the fine-scale salt concentration that becomes the primary variable in the system.
As before, we emphasize the fine scale of the problem by the subscript " f ". The pri-
mary equation of the system is the conservation equation for the salinity S f which in
divergence form reads

∂S f (t,x)
∂ t

=−∇ ·
(
S f~u f +~q f na

)
, for t ≥ 0, x ∈Ω f (t), (2.38)

where S f~u f and ~q f na are advective (due to fluid flow) and non-advective fluxes respec-
tively. In our model we assume that the fluid is stationary and the diffusion is Fickian
[60, 77], yielding

~u f (t,x) = 0, for t ≥ 0,x ∈Ω f (t), (2.39)
~q f na(t,x) =−D∇S f (t,x), for t ≥ 0,x ∈Ω f (t). (2.40)
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Here, D is the diffusion coefficient. With this in mind, the equation (2.38) becomes

∂S f (t,x)
∂ t

= D∆S f (t,x), for t ≥ 0, x ∈Ω f (t), (2.41)

which closely resembles the heat equation, but from the physical point of view is dis-
tinctly different.

For conserving the salt mass at the ice-brine boundary the normal component of the
salt flux from the boundary (~q f expul ·~n) should be equal to the normal component of the
diffusive flux~q f na to ensure that the salt is expelled from the ice domain

−~q f expul ·~n+~q f na ·~n = 0, for t ≥ 0 and x ∈ ∂Ω f (t), (2.42)

where ~n is the normal vector at the boundary ∂Ω f pointing inside the fluid. Note that
the equation (2.42) assumes no expansion of the medium due to freezing. Since all
the salt should be expelled from the ice and the concentration on the boundary is Sfreez
from (2.37), the expulsion flux becomes

~q f expul = Sfreez
d~s f

dt
, (2.43)

where the position of the ice boundary is denoted by ~s f . Substituting (2.40) and (2.43)
into (2.42) results in the following equation for boundary evolution

−Sfreez(t,x)
d~s f (t)

dt
·~n−D∇S f (t,x) = 0, for t ≥ 0 and x ∈ ∂Ω f (t), (2.44)

which is a particular form of the Rankine-Hugoniot condition, see e.g. [26, 79].
The system of equations (2.37), (2.41), (2.44) from the mathematical point of view

closely resembles the Stefan problem, which, as discussed earlier, cannot capture non-
trivial sub-scale dynamics. One of the possible mechanisms for formation of non-
trivial structures in freezing brine is the secondary nucleation [16, 69]. It is the process
of formation of ice (solid) crystals within the volume of liquid that is disconnected
from the boundaries formed by initial nucleation. Secondary nucleation is observed in
experiments during rapid freezing of brines [69]. Mathematically speaking, secondary
nucleation creates a new internal boundary within the fluid domain. It is natural to
assume that it happens when the fluid is supercooled, i.e. the temperature of the fluid is
much lower than the freezing temperature for the current salinity. The nucleation can
be expressed in terms of freezing concentration

Snucl(t) = ν(Sfreez, ...)Sfreez(t)< Sfreez(t), (2.45)

where nucleation salinity Snucl(t) at which the fluid spontaneously turns into ice is re-
lated to the freezing salinity Sfreez via some nucleation multiplier ν . Generally speaking
the nucleation multiplier is a function that might be dependent on several parameters.

The problems with moving boundaries are difficult from the mathematical perspec-
tive. Moreover, dynamically created internal boundaries result in fractal structures,
which cannot be easily parametrized or upscaled. Paper D presents an attempt to han-
dle the problem using self-similarity analysis (see Section 4.5). For analysis purposes,
the nucleation multiplier ν is assumed to be constant. The fine-scale continuum model
with secondary nucleation captures non-trivial dynamics of ice formation in brines (ob-
served in [69]) and opens up a new perspective on modeling on at the scale that is below
the scale of mushy layers. The results of the analysis are summarized in Section 5.2.
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Figure 2.6: Schematics of flow of particles covered with liquid flocculant in a fluid stream;
typical for e.g. rheometers or shear cells. The figure presents the free flow on the coarse scale
governed by Navier-Stokes equations and a zoomed view of particle-particle interactions on
the fine scale. Adapted from Boris Balakin [18].

2.4.4 Solid particle agglomerates forced by capillary bridges

When the concentration of particles in the fluid is low and they are mobile, another
multiscale problem arises: suspended flow of particles, see Figure 2.3. The overall
flow on the coarse scale in this case is described by Navier-Stokes equations (presented
in section 2.4.2). Additionally, the flow is influenced by the interaction of particles
happening on a finer scale [18, 19], see Figure 2.6.

An interesting example is flow of particles covered with liquid flocculant in a fluid
stream. The liquid floculant covering particles does not change the properties of the
carrier phase flow explicitly. At the same time it alters interactions between the particles
on the micro-scale causing formation of viscous bridges between pairs of particles.
That can ultimately lead to formation of large agglomerates of solids.

The interaction of solid particles differs drastically from the micro-scale models
discussed up till now. Since they are solid and discrete, their respective masses do
not change and there is no need for a mass conservation equation. The interaction of
particles is governed by a classical equation for momentum conservation:

d
dt
(mp~up) = ~Fp, (2.46)

where mp and ~up are the mass and the velocity of particles respectively, and ~Fp is the
force that acts on a particle. Since the particles are discrete, the equations do not require
integration over volume. They are therefore formulated in Lagrangian coordinates.
Following [66], the force influencing liquid bridging of particles in viscous flow is
composed of
• the capillary force due to liquid flocculant covering the particles;
• the dissipative viscous force from the carrier phase fluid;
• possible additional external forces that influence the dynamics of inter-particle

interactions.
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For the particular form of the forces we refer the reader to Paper E.
Solving the equation (2.46) numerically is relatively easy. However in the mul-

tiscale context, the system is tightly coupled with Navier-Stokes equations. A fluid
dynamics simulation of the coupled system requires resolving a number of particle-
particle interactions for every coarse cell at every simulation step [18]. To reduce the
computational effort, it is therefore desirable to use a closed-form analytical expression
to resolve the interactions. The original equation for momentum of this system does
not have an analytical solution [89]. Paper E suggests a number of simplifications and
approximations which allow to obtain an analytical expression for particle interactions
during viscous bridging. The results of the paper are summarized in Section 5.3.
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Chapter 3

Discretization strategies

The purpose of computing is insight, not
numbers.

Richard Hamming

In this chapter we will present an overview of basic spatial discretization methods
that were used in the dissertation for solving the problems presented in Section 2.4 on
different scales. The multiscale methods that are presented in the next chapter utilize
these numerical discretization strategies as building blocks.

We start by Section 3.1, which presents a numerical strategy called control volume
methods. This discretization is used in the attached papers and is a standard mass con-
servative approximation utilized in the industry for modeling fluid flows. The second
part of the chapter (Section 3.2) describes finite element methods that were tradition-
ally preferred for numerical analysis. We focus on two finite element discretizations
that possess the mass conservation property.

Figure 3.1: An example of a polygonal control volume discretization (adapted from Robert
Klöfkorn [55]).
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3.1 Control volume methods

Control volume methods (also called finite volume methods; CV for short) [41, 53]
constitute a class of finite difference methods for flow problems that ensure mass con-
servation at the level of computational grid. The grid can be some polygonal (2D) or
polyhedral (3D) discretization of the computational domain. Figure 3.1 presents an ex-
ample of a polygonal control volume grid. We denote the computational cell number i,
also called control volume i, by βi and the boundary between volumes i and j as ∂βi j.

The foundation of this method is the integral formulation of mass conservation
(2.12) that is enforced for each computational volume in the grid. To derive the method
we first replace an arbitrary volume in the mass conservation equation with a discrete
cell βi to obtain

d
dt

∫
βi

φρdx+∑
j

∫
∂βi j

~H ·~nds =
∫
βi

f dx. (3.1)

Further, we replace primary variables such as mass fraction φ and density ρ and source
density f by their discrete approximations:

d
dt

φiρi

∫
βi

dx+∑
j

∫
∂βi j

~H ·~nds = fi

∫
βi

dx. (3.2)

Finally, the mass flux
∫

∂βi j

~H ·~nds is replaced by a finite difference approximation com-

puted based on the values in the neighboring cells:

d
dt

φiρi

∫
βi

dx+∑
j

~Hi j = fi

∫
βi

dx. (3.3)

Since the control volume method treats fluxes between any cells i and j explicitly, local
mass conservation is ensured by construction:

~Hi j =−~Hi j. (3.4)

The flux between the cells ~Hi j is a function of unknown variables from cells i, j and
possibly their neighbors. Depending on which cells are considered, different control
volume methods are formed. In the following subsections we will mention some of the
possible methods to obtain a flux approximation. To simplify the presentation we will
assume that the flux is given by Darcy’s law, similar to (2.14):

~H =−A(x)∇p, (3.5)

where A(x) is a space-dependent Darcy’s tensor coefficient.
Before considering particular control volume methods, let us introduce some gen-

eral conventions that each of the methods will follow:

• The primary variables, such as density and pressure, as well as parameters, such
as fluid fraction or permeability, are defined for each cell as constants.
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Figure 3.2: Two-point and multi point (L-method) flux approximation with highlighted inter-
action regions and auxiliary variable locations.

• One needs to choose a point within the volume that represents the reference lo-
cation of the primary variable, which we refer to as cell center. The standard
approximation for a cell center is the center of mass for the cell volume. While
other choices are also possible, this choice does not influence the method descrip-
tion but might affect accuracy of the method.

• There exists a dual grid (specific for a given method, see Figure 3.2) that defines
so-called interaction regions. The flux for the edges inside an interaction regions
can be only influenced by the cells that are part of that region. Therefore the
computation of fluxes can be performed locally within the region.

We emphasize that the conventions above represent our choices and are not necessary
for derivations of CV methods. Discussion of CV methods that do not follow the con-
ventions above is beyond the scope of this thesis.

The rest of the section is devoted to specific choices of defining local flux approxi-
mations that result in different CV methods.

3.1.1 Two-point flux approximation

The simplest control volume method approximates fluxes using two points. In this
method the flux over each edge is defined only by the neighboring cells with interaction
regions spanning the cell centers and the ends of the edge, see Figure 3.2. The naive
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approach is to approximate the flux by the following difference approximation:

~Hi j =−~ei, j ·A~ei, j
p j− pi

dist(i, j)

∫
∂βi j

ds, (3.6)

where dist(i, j) is the distance between the cell centers and~ei, j is the unit vector pointing
from the center of cell i to the center of cell j.

This approach works perfectly when the edges are perpendicular to the lines con-
necting neighboring cell centers and the tensor coefficient does not change within the
interaction region. In a more general case, when the coefficient A is piecewise constant
within each cell but Ai 6= A j, a more general method is required: the two-point flux ap-
proximation (TPFA). In 1D there is an analytical expression of flux for a domain with
discontinuity [2]. It is desirable to preserve this invariant in the numerical scheme on
the grid level for each interaction region. Similarly to the analytical approach, an auxil-
iary point (denoted by subscript i j) is introduced in the middle of the edge ∂βi j yielding
a homogeneous medium in each of the cells in the interaction region. This allows to
recover the exact flux expressions on each side. As required by mass conservation, the
fluxes projected in the direction normal to the edge are forced to be equal on both sides
of edge ∂βi j. This can be summarized in a system of equations:

~H i
i j =−~ni j ·A~ei,i j

pi j− pi

dist(i, i j)

∫
∂βi j

ds, (3.7)

~H j
i j =−~ni j ·A~ei j, j

p j− pi j

dist(i j, j)

∫
∂βi j

ds, (3.8)

~Hi j = ~H i
i j = ~H j

i j, (3.9)

where ~Hk
i j are fluxes over edge from i to j on the side of cell k,~ni j is the unit normal to

the edge and the rest of notation is naturally extended from (3.6). Equations (3.7)-(3.9)
can be solved locally to eliminate the auxiliary pressure pi j and to find the flux. The
closed form solution for the system (3.7)-(3.9) with linear fluxes can be found in e.g.
[2].

The local consistency with the analytical solution for the TPFA makes it a popular
technique in reservoir simulation [62]. For this reason, we also prefer this method as a
coarse-scale solver in papers A, B. However, for many problems, e.g. with anisotropic
permeability tensor, TPFA fails to approximate contribution to the flux induced by the
flow perpendicular to the line connecting the cells. As a result, the method gives sys-
tematic errors [3]. This further extends to multiscale methods based on TPFA principles
as shown in Paper B. To achieve consistency for such general cases, multi-point flux
approximation methods can be used.

3.1.2 Multi-point flux approximation

To approximate gradient accurately in multiple dimensions more than two points are
required; the minimum number of points in 2D is three and in 3D is four. Consequently,
at least the same number of control volumes is required in each interaction region to
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Figure 3.3: Interaction region for MPFA L-method with hanging node (left) and MPFA O-
method (right).

fully define gradients and therefore provide consistent approximation of local fluxes.
Multi-point flux approximation (MPFA) methods are control volume methods that use
enough points to achieve this consistency.

Since for the MPFA the interaction regions involve additional nodes, it is common
to subdivide the edge into two halves. This minimizes the area of influence to each half-
edge and therefore improves the finite difference approximation of the gradients, see
Figure 3.2 (bottom-right). Defining the shape of interaction regions and the placement
of auxiliary points leads to different multi-point flux approximations. Below we present
two of them. First, we present the O-method, the most common and basic MPFA.
Then, we explain modifications needed to construct the L-method. The latter has a few
desirable qualities which are also discussed. These qualities make an L-method-based
coarse-scale solver a desirable component for the multiscale method with improved
robustness, which is introduced in Paper C.

O-method

Choosing an interaction region that goes through all cells surrounding a corner of a grid
gives the O-method [4]. The method owes its name to resemblance between the shape
of the region and the letter O. For the O-method, the auxiliary variables are placed in
the middles of the edges. The three points per sub-cell (k) of the interaction region
allow to derive equation of the plane and therefore to define the gradient as its slope
(∇p)k. Substituting those approximate gradients into the expression for flux: e.g. (3.5)
gives

~Hk =−Ak(∇p)k, (3.10)

where ~Hk is the flux vector in the sub-cell k. As for the case of TPFA, we want to solve
the system of fluxes locally. Similarly to (3.9), we require that the fluxes normal to half
edges are the same from both sides:

~Hk′
kl =−~nkl · ~Hk 1

2

∫
∂βi j

ds, (3.11)

~H
′
kl = ~Hk′

kl = ~H l′
kl, (3.12)
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where ~Hk′
kl is the flux across the half-edge between sub-cells k and l, viewed from

the side of sub-cell k which should be the same as the flux across the half-edge, ~H
′
kl .

Solving the system of equations (3.12) for all half-edges kl allows to eliminate the flux
locally. The closed form solution for the Darcy case can be found in [5].

L-method

The construction of the O-method does not require an auxiliary point on the intersec-
tion of half edges. As a result, the reconstructed linear solution for the pressure is
guaranteed to be continuous only in the midpoints of the edges. An alternative flux ap-
proximation, the L-method, has this property [5]. It is achieved by adding a continuity
points in the corners of control volumes, see Figure 3.2 (bottom-right). The interaction
region for the method spans exactly three cell centers in 2D forming an L-shape and
gives the method its name.

L-method is asymmetric, having two interaction regions with two auxiliary points
and triangular shape, and one with three points and quadrilateral shape, see Figure 3.2
(bottom-right). Moreover, the triangular interaction regions can be rotated 90 degrees
to produce another valid decomposition into interaction regions. This means that the
L-method is not uniquely defined. In [5] the authors suggest a strategy of choosing the
configuration of the interaction regions based on the structure of the problem, i.e. form
of anisotropy of Darcy’s coefficient. Following that strategy results in a method with
superior monotonicity properties compared to O-methods.

Analogously to the O-method, we want to approximate the gradients in each of the
sub-cells. The gradient is first approximated linearly for the quadrilateral sub-cell using
the central point and the auxiliary points in the middle of the edges. This gradient is
used to compute the value of the auxiliary variable on the intersection of half-edges
resulting in the primary variable continuity condition. This allows us to approximate
the gradients in the triangular sub-cells. This modified procedure still results in three
linear functions (one for each sub-cell) defining the three gradient slopes (∇p)k.

The primary variable continuity condition in the quadrilateral cell together with
the two conditions of flux continuity (3.12) allows to eliminate the auxiliary variables
locally and gives the fluxes across half-edges as well as piecewise linear pressure re-
construction in the interaction region. The closed form representation of the fluxes for
the Darcy-type flow can be found in [4].

The L-method can be naturally extended to grids with hanging nodes by treating the
hanging node as a corner of a polygon with angle of 180 degrees, as shown in Figure 3.3
(left). This allows to apply the method for a variety of challenging geometries arising
on the boundaries of sub-domains.

3.2 Finite element methods

A generic partial differential equation (PDE) in divergence (strong) form can be written
as

Lu(x) = f (x), ∀x ∈Ω (3.13)
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where L is some differential operator, u is an unknown function defined in Ω. The
variational (weak) formulation for equation (3.13) reads: find u, such that∫

Ω

[Lu(x)]ϕ(x)dx =
∫
Ω

f (x)ϕ(x)dx (3.14)

for all infinitely differentiable test functions in the domain Ω. For brevity we omit the
discussion of boundary conditions and Sobolev spaces required for full understanding
of finite element theory and refer to [23] and [12], respectively.

For many practical applications it is possible to formulate a variational problem
that admits a larger set of solutions than the problem in the divergence form. When a
function u has insufficient continuity for the differential operator Lu to be well defined,
that function can still be a weak solution to a slightly modified variational formulation.
Integrating the right-hand side of (3.14) by parts allows moving the derivative to the
smooth test function and therefore weakens the continuity required of the solution. For
instance, for Darcy’s flow (2.20) the weak form would look like∫

Ω

(AD∇pD) ·∇ϕ dx−
∫

∂Ω

(AD∇pD)ϕ ·~nds =
∫
Ω

fD

ρ
ϕ dx (3.15)

where is the boundary term that would normally vanish or contribute to the right hand
side, depending on boundary conditions. Therefore it is common to study a simpler
equation ∫

Ω

(AD∇pD) ·∇ϕ dx =
∫
Ω

fD

ρ
ϕ dx (3.16)

The finite element method is a discrete representation of the weak formulation of
the equations being solved. The method can be obtained from (3.14) by replacing the
original functional spaces where the solution u and the test functions ϕ are defined by
the corresponding discrete analogues. For a given triangulation over the domain one
defines a finite set of basis functions which honor two rules:

• The basis functions have local support and are normally infinitely smooth within
each triangle (element).

• They satisfy the properties of the original solution space (e.g. continuity).

The basis functions for the solution space (ψi) and the test function space (ϕ j) do not
necessarily coincide. Since the solution and the test function spaces are finite, it is
possible to reformulate the PDE (3.14) as a system of algebraic equations using the
fact that any test function in the new discrete space can be represented in terms of the
basis: ∫

Ω

[
L∑ψiui

]
ϕ j dx =

∫
Ω

f ϕ j dx, ∀ j, (3.17)

where ∑ψiui is a decomposition of solution into basis functions. Note that due to local
support of ψi and ϕ j, the integrals in (3.17) are non-zero only over few elements and
the integration can be restricted to those elements.

More details on the finite element theory can be found in [23, 63]. In the rest of the
section we discuss the finite element methods that were used in this work.
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Figure 3.4: The structure of finite element grid (dashed lines) and the finite volume grid dual
to it obtained as its Voronoi diagram (solid lines). Adapted from Paper B.

3.2.1 Finite volume element method

Finite volume element method (FVEM) [28], (also called control volume finite element
method [Paper B]) is a non-standard variation of a finite element method for equations
of form (3.16). It can be formally obtained by choosing the test function to be an
indicator step function on each element of the finite volume grid, defined as:

ϕ j(x) =
{

1, x ∈ β j
0, x /∈ β j

, (3.18)

where β j is the j-th element in the discretization. The function given by (3.18) is not
differentiable on the boundary of triangles. Nevertheless, one can formally replace the
integral over the element with the integral over the boundary of each element yielding
the equation ∫

∂β j

(AD∇pD) ·~nds =
∫
β j

1
fD

ρ
dx. (3.19)

The function space for the pressure pD is chosen to be continuous functions that are
piecewise linear on each triangle. The basis functions ψ j are chosen so that for each
vertex in the grid xi the basis function is defined:

ψ j(xi) = δi j, (3.20)

where δi j is the Kronecker delta. The basis functions are linearly extended to the inte-
rior of triangles. This type of element space is called Lagrange elements of order one
[23].

We immediately see that the formulation (3.19) relates closely to the control volume
formulation introduced in Section 3.1, hence the name of the method. The advantage
of finite element formulation for a control volume method is the ability to utilize the
mathematical toolkit available for finite element methods for analysis purposes, see e.g.
[28, 51, 88].

To highlight the differences between FVEM and CV methods we recall the defini-
tion of the Darcy’s flux introduced in (3.5) to rewrite the finite volume element method
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in the form:

∑

∫
∂β jk

~H ·~nds =
∫
β j

fD

ρ
dx. (3.21)

While formulation (3.21) looks very similar to the control volume formulation (3.1)
(omitting the time dependent term), the difference is how the flux approximation is
performed.

• In control volume methods the fluxes are approximated through the computations
on the dual grid composed of interaction regions.

• In FVEM the fluxes are approximated on the elements themselves and the conti-
nuity of fluxes is ensured over boundaries of the elements.

For the regular triangulation of a rectangular domain one can define interaction regions
of the CV method to coincide with the triangulation of FVEM. This happens when
the control volume grid is constructed as Voronoi diagram (see e.g. [2]) of a set of
points where the primary variables are defined, see Figure 3.4. Following this duality,
Figure 3.2 provides comparison of treating fluxes in FVEM and CV methods. Paper B
uses this duality to extend the proofs for convergence properties of FVEM to a larger
class of control volume methods.

3.2.2 Taylor-Hood elements

For discretization of the free flow considered on the pore-scale of a porous medium
(see section 2.4.2) in papers A, B, C we used a finite element method. Multiplication
of equations (2.31) by test functions and subsequent integration by parts results in the
weak form of the steady Navier-Stokes equations∫

Ω

(∇ ·~u f ϕp)dx = 0, (3.22)

∫
Ω

(ρ(~u f ·∇~u f ) ·ϕ~u− p f ∇ ·ϕ~u +µ∇~u f : ∇ϕ~u)dx =
∫
Ω

(~s f ·ϕ~u)dx, (3.23)

where ϕp and ϕ~u are test functions associated to pressure and velocity respectively and
":" represents Frobenius inner product of second order tensors. Since in (3.22) and
(3.23) the test functions for velocity and pressure are independent of each other they
can be summed up without loss of generality to form the single equation:∫

Ω

(∇ ·~u f ϕp +ρ(~u f ·∇~u f ) ·ϕ~u− p f ∇ ·ϕ~u +µ∇~u f : ∇ϕ~u)dx =
∫
Ω

(~s f ·ϕ~u)dx, (3.24)

which is one of the standard weak formulations of the steady-state Navier-Stokes equa-
tions.

To complete the formulation of the finite element method for equation (3.24) we
need to choose finite element spaces for the solution and the test function for both pres-
sure and temperature component. For the problem to be solvable, compatible finite
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Figure 3.5: Position of the nodes for Lagrange finite elements.

element spaces are required. The Taylor-Hood elements is a standard, stable func-
tional space pair for the Stokes equations [39, 63]. The space is composed of Lagrange
elements: second-order piecewise polynomials for each dimension of velocity and first-
order polynomials for pressure. The same type of functions is used for both the solution
and the test-function spaces. Lagrange elements of the first order were already defined
in (3.20). Lagrange finite elements of second order use additional node values in the
midpoints of the sides of triangles in the grid, see Figure 3.5. The basis functions are
than defined similarly for all the nodes:

ψ j(xi) = δi j. (3.25)

Additional degrees of freedom per triangle define the unique second order polynomial
within each triangle of the grid resulting in a piecewise quadratic finite element space.



Chapter 4

Approaches to multiscale problems

Every kind of science, if it has only
reached a certain degree of maturity,
automatically becomes a part of
mathematics.

David Hilbert (translated [40])

There is a great variety of different multiscale systems in nature, and Section 2.4 just
demonstrates a few examples. It is not possible to construct a single multiscale method
that solves all of them. At the same time a classification of multiscale problems by their
typical characteristics enables reusing approaches that have been developed for similar
problems.

In this chapter we present two ways to classify the multiscale methods. First, in
Section 4.1 we distinguish two fundamentally different approaches to multiscale sys-
tems that are focused on analytical (continuous) and numerical (discrete) formulations
respectively. After that, Section 4.2 presents a flowchart which classifies multiscale
problems based on the requirements on the solution and degree of scale separation. We
argue that all the methods that cope with problems in any particular class would share
very similar structure despite having different naming conventions of their components.
Therefore, we extend the classification of problems to the corresponding methods. Sec-
tion 4.2 also serves to position the developments of this work in the field of multiscale
methods.

The rest of the chapter is devoted to a detailed description of specific multiscale
techniques. We focus on those used in the attached papers: homogenization, heteroge-
neous multiscale methods and self-similarity analysis.

4.1 Relation between analytical and numerical approaches

Since there are many examples of multiscale problems in nature, scientists were con-
fronted with solving them even before computational techniques and resources were
available. One can distinguish between two approaches to multiscale systems: semi-
analytical and numerical. We will refer to those approaches as multiscale modeling and
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Figure 4.1: Two conceptual approaches to multiscale problems.

multiscale simulation, respectively1.
The approaches can be pictured as paths along the square, see Figure 4.1. Horizontal

axis along the square is the scale: fine or coarse. The vertical axis is the type of the
problem formulation: continuous or discrete. The purpose of any model is to provide
relevant predictions. For multiscale methods these are values associated with coarse-
scale of the problem that honor the behavior of the fine scale. Therefore, all multiscale
approaches start with an original (continuous) fine-scale problem and aim at giving a
solution (discrete set of values) on the coarse scale, see Figure 4.1.

A more classical approach, multiscale modeling, is to perform upscaling from the
fine to the coarse scale in a continuous setting, i.e., analytically. Ultimately, the closed
coarse-scale problem would be treated by either analytical or numerical techniques to
give the desired answer. An example of such an approach is homogenization presented
in Section 4.3.

In contrast to that, in multiscale simulation one introduces a discrete representation
of both fine and coarse scales and constructs an algorithm that solves this combined sys-
tem. Heterogeneous multiscale methods, presented in Section 4.4, form a framework
that tries to generalize multiscale simulation approaches.

In many problems the closed form representation on a single scale cannot be found
(bottom-right corner of Figure 4.1) and therefore the multiscale modeling techniques
are not applicable. The need to address those problems motivates development of mul-
tiscale simulation techniques, also called multiscale methods. At the same time, mul-

1Distinguishing multiscale modeling and multiscale simulation in this way is not conventional naming. Even
though in this thesis we find it convenient to introduce this separation, in other sources (e.g. [32]) both are referred
to as multiscale modeling.
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Figure 4.2: Flowchart for determining the class of a multiscale method.

tiscale modeling remains a reliable benchmark for the multiscale simulations where
closed-form representation exists on the coarse scale.

4.2 Classes of multiscale methods

The aim of this section is to introduce a classification of the multiscale methods de-
pending on their applicability to multiscale problems with different characteristics. The
classification follows a flowchart inspired by [74]. Figure 4.2 presents the flowchart for
the multiscale problem classification that is central to this section. Answers to the
questions Q0-Q5 create a path along the flowchart. The terminal nodes in Figure 4.2
(denoted Class A - Class F) are classes of problems and corresponding methods. Each
of them would be discussed in a separate subsection below.

Figure 4.2 and consequently this section are structured to relate the developments
of this work to the field of multiscale methods. To maintain the focus it condenses all
spatio-temporal multiscale methods (which are outside our scope) into meta-Class F.
We refer to [24, 32, 34, 43, 54, 74] for a further review of multiscale methods.

First, one needs to decide about the hypothetically best possible fine-scale solution
of the considered problem Q0. For example, we consider the problem of non-linear
flow in porous media (see Section 2.4.2). It takes into account pore scale effects based
on the Navier-Stokes equations on pore geometry. Therefore, the best possible solution
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is resolving all the porous structures of the pore-scale with a Navier-Stokes solver.

4.2.1 Class A: Multiresolution solvers

Having chosen the best possible solution we advance along the flowchart to the first
classifying question. Q1 reads: is the complete fine-scale solution desirable? When
that is the case, a method uses the coarse scale to help solve the full fine-scale problem.
Among examples from Section 2.4, such method would be applicable to reservoir-scale
flows in porous media discussed in Section 2.4.1.

This type of methods provides an efficient way to solve a fine-scale problem using
the multiscale structure of the problem and are therefore classified as multiresolution
solvers: Class A. Multi-level domain decomposition: linear [76] and non-linear [27,
75], and multigrid [25] are examples of methods in this class that are older than the
term "multiscale methods". Both of these methods were developed as solvers to large
single-scale problems but, later, became a basis for newer multiscale techniques.

Additionally to classical solvers, Class A contains methods that use decomposition
of finite element spaces into coarse and fine. This idea was implemented in variational
multiscale methods [13, 49, 57] and multiscale finite element methods [36, 37, 48].
The groups of methods are very similar apart from different naming. The decomposi-
tion allows for a rough accelerated solution of the coarse-scale problem fulfilling the
purpose of a multiscale method. At the same time, the methods provide a possibility
to reconstruct the full fine scale and therefore belong to the class of multiresolution
solvers. Following the finite-element-based techniques, multiscale extensions to other
classes of numerical methods were created that served the same purpose. They in-
clude multiscale mixed finite-element method [52], multiscale finite volume method
[64], numerical sub-grid upscaling method [14], and more (see [15, 54] for a review
and comparison). Currently, the state-of-the-art methods from this category make their
way to the industrial applications in e.g. reservoir simulation [61].

4.2.2 Class B: Formal upscaling with closure

In many cases when we are confronted with a multiscale problem it is not viable to
obtain full fine-scale solutions. In these situations, in addition to answering Q0, one
should explicitly formulate some sort of a coarse-scale problem, which would be in-
complete without the fine scale information. At this point, the methods should be
further classified depending on the degree of coupling between the fine and the coarse
scales (Q2).

In the simplest case, the fine and the coarse scales are essentially decoupled. This
leads to Class B: formal upscaling with closure. This is, arguably, the only class that
can be fully solved by both multiscale modeling and multiscale simulation.

A well-known example of such upscaling is Darcy’s law that was initially obtained
from experiments [22]. Later, Tartar rigorously derived the law by homogenization of
Stokes equations on the pore scale [47]. The homogenization is therefore a multiscale
modeling paradigm that allows to decouple the fine and the coarse scale. Using it, one
can compute the data (such as Darcy’s permeability) needed for closure of the coarse
scale problem as an offline step of the main multiscale method. Further discussion of
homogenization techniques is presented in Section 4.3 (see also [47, 68] for a review).
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Note that the homogenization is not the only way to perform upscaling for multiscale
problems of Class B. For other methods related to flows in porous media, see [67, 74]
and references therein.

Multiscale simulation where both scales are considered simultaneously is also appli-
cable to Class B, but is not required. In Paper B we emphasize that Class B problems,
where multiscale modeling is available, are essential for analysis and verification of
multiscale simulation techniques.

4.2.3 Class C: Numerical upscaling using parametrization

For more challenging problems it is not possible to find a closed-form upscaling to the
coarse scale. Let us look back to the example of flow in porous media on the Darcy
scale (Section 2.4.2). When the flow on the pore scale exhibits non-linear behavior, the
concept of permeability fails. The relationship between the pressure drop and the flux
becomes dependent on the flow rate and direction and therefore truly multiscale numer-
ical methods should be developed to address the problem. At the same time, for this
and many other problems, the coupling (Q2) is weak and it is possible to parametrize
the effect of the fine-scale model on the coarse scale by a function of few coarse scale
variables. This gives rise to numerical upscaling, Class C.

E and Engquist [33] proposed a unified multiscale simulation framework for han-
dling multiscale problems that cannot be solved by upscaling: heterogeneous multi-
scale methods (HMM). This class of methods loosely follows homogenization prin-
ciples and uses interpolation between solutions on local fine-scale patches distributed
throughout the coarse domain to find the full coarse-scale solution. It can supplement
the multiscale modeling for Class C, but can be also used to handle more complex
problems from classes E and F. However, for HMM methods of classes B and C, Ab-
dulle has developed an analysis framework [8] allowing to study convergence of the
coarse-scale solution. The framework was used in Paper B for proving convergence of
the method. Further discussion of the HMM can be found in Section 4.4 and in [7, 32].

Papers A, B, C consider a Class C problem of non-linear steady-state flow in porous
media (Section 2.4.2). The method follows the HMM principles. While the problem
does not allow for closed form upscaling of permeability, the on-demand computation
allows to construct an interpolation table for local pressure-dependent flow rate. This
interpolation table can be later reused as a source of offline information for parametriza-
tion of the fine scale responses. The detailed discussion of the method can be found in
Section 4.4 and Section 5.1. Other noteworthy developments considering sub-Darcy-
scale of Class C are [9, 10, 29].

Paper E also presents a semi-analytical solver for the problem of particle interaction
under the influence of capillary bridging (see Section 2.4.4). The semi-analytical so-
lutions derived in the paper can be used to simulate an upscaled response of the small
fine-scale particles on the coarse-scale flow [18, 19]. The approach therefore represents
another example of Class C.

The examples above only cover a few particular examples of Class C methods. It
is impossible to cover the full diversity of problems and corresponding methods in this
subsection. Some examples of methods can be found in [7, 74].
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4.2.4 Class D: Fractal methods

In the case when the degree of coupling between scales is sufficient, we need to move
along the flowchart to question Q3: the presence of spatial scale separation. Note that
all methods considered up to this point assume spatial scale separation, since it is a
necessary condition to decouple a multiscale system.

When scale separation is insufficient, obtaining the solution becomes tricky. In the
absence of scale separation one may look for self-similarity of the solution to a problem
(Q4).

When self-similarities exist we end up with fractal-type methods (Class D). This
class of problems has been recognized in the multiscale modeling community quite
recently [74]. More classical studies of power-law-type self-similar solutions can be
found in [20, 65]. Inspired by the self-similarity analysis, in Paper D we develop meth-
ods that predict early ice formation in brine. The paper shows that ice can be formed
both as a continuous front and a fractal structure. The methodology and results are
summarized in Section 5.2.

The fractal methods require formulating and solving eigenvalue problems analyti-
cally and are therefore not applicable to arbitrary models. Therefore, there is an empty
node in Figure 4.2 when the answer to Q4 is "no".

4.2.5 Class E: Hybrid method with short relaxation time on the fine scale

Following somewhat non-standard Class D we return to problems with spatial scale
separation, where the answer to Q3 is "yes" (see Figure 4.2). The sufficient degree of
coupling that is carried over from the answer to Q2 means that the considered prob-
lems have some dynamics in time that cannot be upscaled. Impossibility to perform
upscaling means that hierarchical hybrid methods need to be applied to problems be-
low. Hybrid refers to necessary algorithmic coupling of fine and coarse scales and
continuous interaction between the two [74]. We also describe the class of such meth-
ods as true multiscale simulation (see Section 4.1). This leads us to asking the question
about temporal scale separation (Q5).

Short relaxation time on the fine scale implies temporal scale separation. Problems
with this property constitute Class E. In Paper A we considered a sub-class of these
methods: temporal multiscale with full decoupling in terms of time. There, the model
problem is compressible non-linear single phase flow, see Section 2.4.2. However, we
assume that relaxation time on the fine scale locally is sufficiently small. This allows
us to solve local Navier-Stokes problems independent of time with a given density.
However, since density is dynamic on the coarse scale, parametrization of the fine scale
cannot be easily obtained, and the problem belongs to Class E.

4.2.6 Class F: Brief overview of space-time hybrid multiscale methods

Methods that include non-trivial time-dependent effects and require continuous inter-
action between the fine and the coarse scales were not the focus of this work. Therefore
we summarize all the problems and corresponding methods where temporal multiscale
treatment is required in meta-Class F. This meta-class is further subdivided and dis-
cussed in [74].
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Even though there exists a lot of variations of multiscale methods that are dependent
upon availability of information about the coarse-scale solution, the general approach
is similar to HMM [32]. To solve such systems, the algorithm would go back and forth
between the scales compressing the information from the coarse to the fine scale, solv-
ing locally, and then reconstructing and extrapolating fine-scale data. Depending on
the particular implementation of compression and reconstruction, one can end up with
different multiscale methods [74]: hierarchical hybrid with time bursts, time-parallel
hierarchical hybrid, hierarchical hybrid (gap tooth), concurrent hybrid.

4.3 Homogenization

Homogenization is a multiscale modeling technique (see Figure 4.1) that constitutes a
large topic in the analysis of multiscale systems. While homogenization is not a method
for multiscale simulation it is extensively used for design of many multiscale methods
presented in Figure 4.2. These methods are central to this thesis. The goal of this
section is to demonstrate how to use the mathematical abstraction of homogenization
to formally derive physical properties of multiscale systems, such as permeability. We
give a brief overview of techniques used for homogenization and references to more
rigorous proofs.

Homogenization addresses two-scale problems: the class of differential equations
where the scale separation is introduced explicitly by assuming that the spatial coordi-
nate has a fast varying component

y =
x
ε
, (4.1)

that also acts in space but is independent of x. While the framework is applicable to a
large range of problems where ε is small, the mathematical analysis is conducted for
the limiting case ε → 0.

A function uε that depends on a single spatial variable is replaced by a so-called
multiscale expansion of functions ui, which are dependent on both the coarse variable
x and the fine variable y:

uε(xε) = u(x,y) =
∞

∑
i=0

ε
iui(x,y), (4.2)

where ui are one-periodic with respect to y. The periodicity requirement on the fine-
scale variable means that the coarse-scale effects can be efficiently averaged by inte-
grating the function over the period of y that forms a unit torus Y at each point of the
coarse domain when ε → 0. To distinguish the original variable from the newly intro-
duced coarse variable we use the superscript notation xε . Substituting (4.1) one can
formally use the chain rule for multiple variables for a spatial derivative

duε(xε)

dxε
=

du
(

xε ,
xε

ε

)
dxε

=
∂

∂x
u(x,y)+

1
ε

∂

∂y
u(x,y) , (4.3)

where d/dxε is a multiscale derivative that for the case of one variable operates simi-
larly to full derivative. For a multivariate case to distinguish between full, multiscale
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and partial derivatives we introduce indexes to the nabla operator as follows:

∇ = ∇x +
1
ε

∇y. (4.4)

In the rest of the section we demonstrate homogenization techniques on two exam-
ples that address flows in porous media on different scales.

4.3.1 Homogenization for heterogeneous media

The first example of a multiscale problem is an elliptic equation with a multiscale
parameter that arises from Darcy’s law with heterogeneous permeability (see Sec-
tion 2.4.1):

∇ · (aε
∇uε) = f , (4.5)

where aε(xε) = a(y) = a
(

xε

ε

)
. To solve the multiscale problem (4.5) we rewrite the

equation using the multiscale expansion for the solution (4.2) and the two-scale repre-
sentation of the derivative (4.4). Grouping the terms with associated powers of epsilon
gives:

0 = ε
−2 [∇y · (a∇yu0)] (4.6)

+ ε
−1 [∇y · (a∇yu1)+∇y · (a∇xu0)+∇x · (a∇yu0)] (4.7)

+ ε
0 [∇y · (a∇yu2 +a∇xu1)+∇x · (a∇yu1)+∇x · (a∇xu0)+ f ] (4.8)

+ ...

The powers of ε are independent functions. Therefore, for the equation (4.6) to hold as
ε→ 0, all lines (4.6)-(4.8) that are significant (have non-positive power of ε) should be
equal to zero. This means that the corresponding brackets should be exactly zero.

It is of interest to consider the pattern of equations arising when solving equations
one after another going from lower powers of ε:

ε−2: Equality of the y-derivative of u0 to zero implies that it is independent of the fine
variable y:

u0(x,y) = u0(x). (4.9)

ε−1: Equation (4.9) implies that ∇x · (a(y)∇yu0(x)) = 0 and (4.7) can be rewritten:

∇y · (a(y)∇yu1(x,y)) =−∇y · (a(y)∇xu0(x)). (4.10)

It is convenient to rewrite this equation in the weak form∫
Y

(a(y)[∇yu1(x,y)+∇xu0(x)]) ·∇ϕdy = 0, (4.11)

which should hold for any test function ϕ that is one-periodic with respect to y.
The equation (4.11) defines a so-called cell problem - a problem that is solved
locally on the periodic cell. The equation can be solved with respect to u1 up to a
constant C(x) by separation of variables:

u1(x,y) =~χ(y) ·∇xu0(x). (4.12)
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For the considered case substitution of (4.12) into (4.11) results in a system of
two cell problems that are decoupled from the rest of the system∫

Y

(a(y)[∇y~χi(y)+~ei]) ·∇ϕdy = 0, (4.13)

where~ei is a unit vector.

ε0: Instead of solving the equation (4.8), we integrate it over the fine-scale unit torus∫
Y

dy. The y-divergence term vanishes due to periodicity while the other two given

(4.11) and (4.12) become:

∇x ·

∫
Y

a(y)
(
∇y⊗~χ + I

)
dy

∇xu0(x)+ f (x)
∫
Y

dy = 0, (4.14)

where I is the unit matrix and ⊗ denotes outer product. Equation (4.14) is essen-
tially a closure of the upscaling procedure and

A =
∫
Y

a(y)
(
∇y⊗~χ + I

)
dy (4.15)

is the up-scaled coefficient. It is interesting to observe that the last equation means
that even scalar a can result in a tensorial coefficient when up-scaled, sometimes
causing additional challenges for coarse-scale solvers.

The steps above can be summarized into a closed form upscaling (Class B) of the
multiscale problem [47, 68]:

Proposition 1 The two-scale problem (4.5) is equivalent to the following elliptic equa-
tion

−∇ ·
(
A∇u

)
= f , (4.16)

where the matrix A relates to the multiscale problem:

Ai j =
∫

Y
a(y)(δi j +

∂

∂yi
~χ(y))dy, (4.17)

where δi j is the Kronecker delta and each ~χ is the solution to a cell problem that can
be expressed in the weak form

(a(∇~χ +~e j),∇ϕ j) = 0, (4.18)

for all 1-periodic test functions ϕ j; where~e j is a unit vector in j direction.
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Figure 4.3: A domain consisting of repeated periodic structure of grains. Adapted from Pa-
per B.

4.3.2 Summary of homogenization derivation of Darcy’s law

If we consider an example of flow in porous media on an even finer scale, we would ar-
rive at Navier-Stokes-type flow between individual grains, see Section 2.4.2. Similarly
to the previous example we assume that the fine scale is periodic. An example of a pe-
riodic domain is given in Figure 4.3, where β corresponds to the subdomain occupied
with fluid, while σ is the solid-matrix part. We assume that the flow is governed by
steady-state Navier-Stokes equations (2.31) with no-flow boundary conditions on the
contact with solid:  ε∇ ·~uε = 0, in β ,

εγρ~uε ·∇~uε +∇pε − ε2µ∆~uε = 0, in β ,
~uε = 0, in σ ,

(4.19)

where the original variables are replaced with multi-scale variables with superscript ε .
Note, that some terms in (4.19) have been scaled with ε to represent rescaling of the
variables compared to the Darcy’s scale.

Taking γ ≥ 2 in (4.19) is a choice that is physically correct for most flow regimes
observed in porous media. In the derivations below we only consider this choice to
simplify the homogenization procedure. Following the same homogenization proce-
dure as in the previous subsection, we rewrite the equations (4.19) using a multiscale
expansion. The momentum equation yields

0 = ε
−1 [∇y p0] (4.20)

+ ε
0 [∇y p1 +∇x p0−µ∆y~u0] (4.21)

+ ε
1 [...] .
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The continuity equation results in

0 = ε
0 [∇y ·~u0] (4.22)

+ ε
1 [∇y ·~u1 +∇x ·~u0] (4.23)

+ ε
2 [...] .

We follow the steps similar to the example in the previous subsection:

ε−1: From equation (4.20) we deduce that the pressure p0 is independent of the fine-
scale variable:

p0(x,y) = p0(x) (4.24)

ε0: Equations (4.21) and (4.22) yield a cell problem that resembles the original equa-
tion but is solved on a unit cell:

∇y ·~u0(x,y) = 0, in β ,

∇y p1(x,y)−µ∆y~u0(x,y) =−∇x p0(x), in β , (4.25)
~u0(x,y) = 0, in σ .

As in the previous example the cell problem solution is linear in the coarse pres-
sure gradient ∇x p0 and can therefore be rewritten as:

~u0(x,y) = χ(y)∇x p0(x), (4.26)

where χ(y) is a matrix-valued function.

ε1: Finally, we integrate (4.23) over the unit cell to average out fine-scale effects:

0 =
∫
Y

∇y ·~u1 +∇x ·~u0dy (4.27)

=
∫
Y

∇y ·~u1dy+∇x ·
∫
Y

~u0dy = I + II. (4.28)

After applying the divergence theorem, the integral I vanishes due to the boundary
conditions: periodicity on the outer boundary and zero flow on the inner bound-
ary. The remaining term II represents a continuity equation for the coarse-scale
velocity. Notice that unlike the previous example, the coarse-scale velocity is dif-
ferent from ~u0. It is actually equal to ~uc, that is the average of the velocity in the
unit cell~uc =

∫
Y
~u0dy.

This steps can be summarized into a Darcy’s law described in section 2.4.1 [47]:

Proposition 2 For γ > 1, the two-scale problem (4.19) is equivalent to Darcy’s law:

~uc =−
Kc
µ

∇p, (4.29)

∇ ·~uc = 0, (4.30)
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Figure 4.4: Schematics of the HMM.

where~uc is the velocity averaged over the unit cell, and permeability Kc is defined by

Kc
µ

=
∫
Y

χ(y)dy, (4.31)

where χ is the auxiliary matrix valued function defined by (4.26). The closed form
solution for χ(y) can be found by substituting (4.26) into the cell problem (4.25).

4.4 Heterogenious multiscale methods

Heterogeneous multiscale methods (HMM) were introduced in [33] as a generic frame-
work for multiscale simulations (see Figure 4.1) where resolving the full fine scale is
not viable.

In comparison to more traditional multiscale methods [13, 48, 49, 54], it allows to
solve problems where both equations and grids are completely different between the
scales. In this section we will loosely follow the description of HMM presented in
[32].

As mentioned before, HMM is most useful for problems where one is interested in
computing the coarse-scale solution without having a closed-form coarse-scale model.
Instead, the fine-scale model (with corresponding fine-scale variables u f ) is available
and can be formally written as

Ff (u f ,D f ) = 0, (4.32)

where D f is data needed for the set-up of a fine-scale problem. Even though the coarse-
scale problem may not be explicitly known, it is assumed to exist and have a well-
defined parametrization, i.e. coarse variables uc. Then, the coarse-scale problem can
be written in general form:

Fc(uc,Dc) = 0, (4.33)

where Dc is the unknown data needed for the closure of the coarse-scale model. The
complete method attempts to solve the coarse-scale problem while reconstructing parts
of it as necessary by performing local fine-scale computations on cell problems.

The scheme of an HMM method is presented in Figure 4.4. The basic building
blocks of the multiscale method are as follows.
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1. A macroscopic solver that is based on available information. It assumes some
form of the macro-scale model and a parametrization, see (4.33).

2. A procedure for estimating the missing information Dc needed for the closure of
the macro-scale problem. It can be split into three sub-steps:

(a) Constraint operator, which provides the data needed for fine-scale problems:

D f = D f (uc), (4.34)

where the data should be consistent with the current state of the coarse-scale
solution uc.

(b) Local micro-scale solvers, which solve problem (4.32) locally.

(c) Data processing or data estimator that extracts the data needed form the local
fine-scale solution to substitute missing information on the coarse scale

Dc = Dc(u f ,uc). (4.35)

In addition to data mapping, one can consider the so-called compression and recon-
struction operators. They correspond to upscaling and downscaling of the solution, so
that:

Qu f = uc, (4.36)
Ruc = u f . (4.37)

While the downscaling is not unique [67], it should be consistent with upscaling:

QRu = u. (4.38)

Compression and reconstruction operators are not always required for HMM, hence
plotted as dashed lines in Figure 4.4. At the same time, the reconstruction operator
would provide the initial conditions to local fine-scale problem. Therefore, it can be
seen as a part of the constraint operator.

In many cases, the HMM can be perceived as a discrete approximation of homog-
enization, see e.g. [8, 10]. At the same time, the methodology extends seamlessly
beyond regimes where homogenization is possible [8, 35], as we also demonstrate in
Paper B.

Control volume HMM for non-Darcy flows in porous medium

To demonstrate an example of the construction of an HMM method, we briefly present
a simpler version of the method considered in Paper B. For the coarse-scale solver
we choose the control volume method described in Section 3.1 and call the result-
ing method accordingly: control volume heterogeneous multiscale method (CVHMM).
The solver based on the control volume method ensures the physically-sound mass con-
servation on the coarse scale, hence defining the coarse scale problem:

Fc(pc,Dc) = 0, (4.39)
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Figure 4.5: Building blocks of the HMM from Paper B. The figure shows schematics of
constraint operator providing pressure boundary conditions to the fine-scale problem. The
zoomed-in portion shows a finite-element triangulation of the fine scale and an example of
flow solution.

where pc is the coarse pressure variables in the cell centers. For the closure of the
system we need to estimate the pressure-flux relationship (Dc in (4.39)). Instead of
using a closed-form Darcy’s law, we estimate it from local pore scale problems in an
HMM fashion (see Figure 4.5 for illustration):

1. Project the pressure linearly from the coarse-scale to the fine-scale cell problem
to form its boundary conditions.

2. Solve the steady-state Navier-Stokes equations on pore geometry for given pres-
sure boundary conditions and assuming periodicity of the flow solution.

3. Estimate the flux on the coarse scale by integrating the flow velocity across the
unit cell and scaling it to match the size of the cell boundary.

These sub-steps are repeated whenever we lack information needed to reconstruct the
Jacobian of the coarse-scale problem and until the solver converges.

In Paper B we demonstrate that CVHMM formulation converges to the Darcy’s law
solution of the problem for the linear case (i.e. when the non-linear term is dropped
from the Navier-Stokes equation as shown in Section 4.3). At the same time the
methodology allows us to analyze a larger set of problems with non-linear dynamics as
described in the included papers A, B and C.
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4.5 Self-similarity analysis

As it was discussed in the previous section, for a problem to be solvable by an HMM
it is required to have well-defined coarse variables. Defining them requires a certain
notion of scale separation. A large class of problems (Class D in Figure 4.2) has con-
tinuous variability of scales. Consequently, one cannot explicitly define micro- and
macroscopic variables for this class, thus rendering HMM concepts inapplicable.

A general technique to address this class of problems is to perform an analytical
study of the corresponding self-similar solutions. In our terminology, this is a multi-
scale modeling approach, see Figure 4.1.

Multiscale problems of Class D have self-similarities that require solving an eigen-
value problem [20]. By definition of self-similarity such an eigenvalue problem can be
formulated as

L∗u = λu, (4.40)

where λ is an eigenvalue, u is a solution shape-function (eigen-function), and L∗ is an
operator (possibly non-linear) that advances the shape-function through the scales. The
definition of the shape-function and the operator is problem-specific and comes from
dimensional analysis and other physical considerations.

Self similarity analysis of structures in freezing brine

In Paper D we apply this technique to a problem of rapid freezing in brine, see Sec-
tion 5.2. Addressing eigenvalue problem (4.40) specific to the model analytically and
numerically one can identify and simulate two freezing regimes:
• with compact ice formation, see Figure 4.6 (a),
• with fractal ice formation caused by secondary nucleation, see Figure 4.6 (b).

Furthermore, based on the analysis of the two regimes, we formulate a semi-analytical
heuristic model that is able to predict properties of ice for other regimes. For example,
we can consider a rapid freezing with the temperature governed by a logistic function,
which does not have scaling required for self-similarity regimes. 2 Nevertheless, under
these conditions the heuristic estimate give a good approximation to the properties of
the formed ice, see Figure 4.6 (c). Thus, self-similarity analysis proves itself as a
generic tool for multiscale problems of Class D. Discussion of the analysis results is
summarized in Section 5.2 and technical details are presented in Paper D itself.

2 To be more precise, the model from Paper D is controlled by the critical salinity and not temperature directly,
see (2.37). Temperature is a monotone function of critical salinity (2.36) and might be slightly different from the
logistic function.
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(a) (b)

(c)

Figure 4.6: Plots showing ice structure as a function of time in 1D. The colored areas represent
domains filled with brine, while white spaces represent ice inclusions. Color differs depending
on the dimensionless salinity. (a) and (b) show self-similar solutions corresponding to compact
and fractal ice formation regimes respectively. (c) shows numerical solution during rapid
freezing modeled by a logistic function. (c) also provides comparison between the simulated
and the heuristically-estimated solutions in terms of their characteristic parameters (Sherwood
number [Paper D] and mean length of brine domains).



Chapter 5

Discussion of included papers

This result is too beautiful to be false; it
is more important to have beauty in ones
equations than to have them fit
experiment.

Paul Dirac

In this chapter, we present an overview of the results that are presented in the in-
cluded papers (Chapter 6). We put the results in the context of the frontiers of knowl-
edge in the area of multiscale methods.

This work bridges some specific, but important gaps between multiscale modeling
and simulation for several specific problems of fluid dynamics. The methods devel-
oped in the thesis are substantially different from each other since they are built as
fit-for-purpose models. At the same time they all address the difficulty of reproducing
behavior of complex systems by understanding and modeling the structure of sub-scale
dynamics. With this in mind it is natural to group them based on the physical prob-
lem that they address. Papers A, B and C address a problem of fast non-linear flows in
porous medium where fluid flows around solid. The Paper D studies a simplified prob-
lem of ice growth in brine, where the concentration of solid (ice) increases with time
until a porous medium is formed. Finally, Paper E studies a free fluid flow with pres-
ence of particles covered with flocculant which can create agglomerates due to viscous
bridging.

5.1 Control volume heterogeneous multiscale methods for non-linear
flows in porous media

As it was shown in Section 2.4, flow in porous medium definitely is a multiscale phe-
nomenon. Traditionally, the flow in porous medium was approximated by Darcy’s law,
derived by Henry Darcy in the 19th century from a 1D experiment in homogeneous
sand [58]. This simple relationship has been exploited and extended over time to in-
crease its domain of applicability, sometimes compromising the underlying physical
principles, see e.g. [44].

It is known that this classical relation fails when the flow velocity becomes large
enough for the inertia effects to come into play [70, 85]. In those cases the pore scale



50 Discussion of included papers
ANALYSIS OF CVHMM FOR FLOW IN POROUS MEDIA 343

a.

b.

Fig. 4. Handling of discontinuity roughly resolved by coarse grid by methods utilizing two types
of quadrature approximation: CVFEM style (a) and TPFA style (b).

Figure 3. After integrating the results from the auxiliary problems, pln is eliminated.
As the problem is local the continuity equation implies that the flux between the two
cells will be the same in all cross sections along Zln. This means that for the linear
problem the permeability computed in such a way will be equal to the harmonic mean
and hence this choice of quadrature will mimic the TPFA. This can be more formally
written in a way similar to (3.5),
(3.6)

FTPFA
q‖ (�xln, pl, pn) =

(
|�xln − �xl|
|Zln|

[
F‖

(
∇pH(�xln),

�xln + �xl
2

)]−1

+
|�xln − �xn|

|Zln|
[
F‖

(
∇pH(�xln),

�xln + �xn
2

)]−1
)−1

,

where ‖ indicates that this is a component parallel to the flow and the right-hand side
is the harmonic mean.

The TPFA-based approximation also introduced earlier in [8] differs significantly
from older publications that consider control volume multiscale methods and only
use a one point approximation, such as [6]. The error introduced by using different
quadrature approximations is estimated in Remark 5.12. The practical applicability of
choices of quadrature points is considered in the numerical experiments in section 7.2.

4. Assumptions. In this paper we will limit ourselves to 2D problems. More-
over, in order to carry out proofs in this paper some assumptions to both the coarse
and the fine problem should be introduced.

4.1. Fine scale assumptions.
1. On the fine scale it is assumed that porous geometry is known and periodic

with period ε within large subdomains.
2. The pore structure is assumed to be aligned with the coarse grid, in the sense

that flow normal to the coarse edges is only driven by the corresponding

Figure 5.1: Treatment of discontinuities (dashed red lines) by one point (a) and two point (b)
quadrature rules. Adapted from Paper B.

dynamics cannot be decoupled from the Darcy scale due to non-linearity. In papers
A, B and C we have approached this challenging regime by developing a framework
for multiscale simulation that operates on the Darcy-scale and local pore-scale simul-
taneously. The framework, that we call the control volume heterogeneous multiscale
method (CVHMM) follows the HMM philosophy. A CVHMM only assumes mass
conservation on the coarse scale but replaces Darcy’s law approximation of the flux
with data estimation from a finer scale. To do so, it couples a control volume method
with an on-demand reconstruction of pressure-flow relationship obtained from local
solutions of pore-scale problems. In this work the fine-scale problems are modeled
by Navier-Stokes equations. They are solved on pore geometries locally by a mixed
finite-element method with Taylor-Hood elements. The full method is summarized in
Section 4.4.

A non-matching formulation of the fine and the coarse scales distinguishes our
method from "classical multiscale" methods for flow in porous media, such as [54, 64],
and earlier HMM-based methods, such as [6, 46]. Our methodology complements the
approach that was proposed earlier [29] where pore network model was used for fine-
scale. Formulating the fine scale problems directly on pore pore geometries allows us
to omit the stage of creating the pore network based on MRI.

The following subsections summarize the specific results obtained in each of papers
A, B and C, which, respectively, introduce, analyze and extend the CVHMM. At the
end of the section we discuss current and suggested future directions of HMM effort
for systems that couple pore-scale and Darcy-scale.



5.1 Control volume HMM for non-linear flows in porous media 51

5.1.1 Summary of Paper A

CVHMM for non-linear flows in porous media is originally introduced in Paper A.
While control volume finite difference HMM formulations have been used before (in
e.g. [11]), the new method differs in two major aspects. Firstly, our methodology ad-
mits and emphasizes independent problem formulations on fine and coarse scales. Sec-
ondly, instead of using a straightforward one-point quadrature the method in Paper A
is a multiscale extension of a more robust control volume method with two-point flux
approximation (TPFA). The comparison of the two approaches was presented in Fig-
ure 3.2.

TPFA as a single-scale method that is known to preserve mathematically sound
harmonic averages of the permeability [1]. TPFA-based HMM is therefore expected
to inherit consistency when the discontinuities are resolved by the coarse grid. Fig-
ure 5.1 shows a coarse grid that roughly follows the discontinuity. TPFA quadrature
has sampling points, where fine-scale problems are formulated, away from the coarse-
cell boundaries (see Figure 5.1b) and, therefore, is less affected by sampling errors.

Specific to Paper A is handling of both incompressible and weakly compressible
fluids for both linear (Stokes) and non-linear (Navier-Stokes) regimes on the pore scale.
In this paper, compressible flows are handled by a Class E method (see Section 4.2)
which assumes instantaneous equilibration of density on the fine scale.

We perform a quarter of the 5-point well test numerically and demonstrate that the
multiscale solution converges to the reference solution on the coarse scale for the linear
case as fine-scale grid is refined. This corresponds to improving the approximation of
permeability in Darcy’s law. The second order convergence for simple pore geometry is
the expected fine-scale error for Tailor-Hood elements [81] that in this case propagates
with same rate to the coarse-scale solution.

In the other numerical example we observe that the non-linearity of the system influ-
ences not only the near-well regions, but also the regions with high flow that is induced
by heterogeneity of the medium. In the transient regime of weakly compressible flow
the discrepancy between the linear and the non-linear solutions increases with the rate
of injection while exhibiting latency effects. These effects slowly disappear when the
injection is continued with a fixed rate.

5.1.2 Summary of Paper B

Paper B focuses on the convergence analysis of CVHMM. In the paper we have con-
sidered both the finite volume element method (FVEM, see Section 3.2.1) and the two-
point flux (see Section 3.1.1) version of CVHMM. Other works (e.g. [29]) have also
presented FVEM-based HMM methods, however these use a distinctly different fine-
scale solver. We kept the TPFA-based method from Paper A due to its desirable prop-
erties discussed earlier.

The analysis of the method is performed using the mathematical toolkit of FVEM
[28]. At the same time, we show that two coarse-scale approximations can be asso-
ciated with two choices of quadrature rules in the multiscale method, see Figure 5.1.
This allows to extend all the estimates to the complete CVHMM framework.

We assume that typical applications of this method are from Class C (see Sec-
tion 4.2), which focuses on approximating the coarse-scale solution while automati-
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cally parametrizing the fine-scale dynamics. Therefore, we carry out the analysis of
convergence for the H1-norm of the coarse scale solution in pressure. H1 norm implies
convergence of the pressure as well as its derivatives [12, 23]. For an elliptic problem
that implies convergence of the fluxes.

The errors are estimated with respect to the homogenization solution of the Stokes
problem (see proposition 2 from Section 4.3.2). Following [6, 7, 35] we split the error
into components using the triangle inequality. However the presented analysis differs
from most earlier works due to the fact that the method uses different formulations on
different scales and is specifically tailored to the FVEM setting. We prove that the error
between the homogenization solution p0 and the fully discrete coarse solution obtained
from the CVHMM, pH,h

MS for the weakly linear case can be represented as follows:∥∥∥p0− pH,h
MS

∥∥∥
H1
≤ I + II + III

≤C
[

η +

(
h
ε

)α

+ H
]
,

(5.1)

where

I. Modeling error is the error from substituting the correct cell problem equations
with an approximate model.

II. Propagation of fine-scale error is the error from solving cell problems numeri-
cally on a grid with cell sizes h/ε .

III. Coarse scale error is the error from solving the coarse problem numerically on
a grid with cell size H.

Even though we follow the naming convention for the terms introduced in [7], in
our analysis the term II is treated in the continuous setting, before the coarse-scale
discretization has been introduced. This choice allows us to carry out proofs in a con-
tinuous setting, which can be advantageous for more complex problems.

Under the assumption of periodicity and coarse grid alignment, the modeling error
I vanishes for the linear regime: when CVHMM uses Stokes approximation on the
fine scale. Even though the formal estimate becomes weaker under non-linearity, for
realistic scenarios when ε 6→ 0 the HMM approximation is supposed to better capture
solution dynamics.

The convergence estimates presented in the paper are supported by numerical con-
vergence tests. The numerical convergence results emphasize the importance in both
fine and coarse-scale solutions. As in Paper A, we estimate a fine-scale-geometry-
dependent constant in term II and get: α = 2. The fine and the coarse-scale errors are
of order

(h
ε

)2
and H2 respectively. Additional numerical tests try to cover and quan-

tify other properties of CVHMM: modeling error of two-point methods, comparison
of FVEM and TPFA quadrature rules and extension of the analysis to fully non-linear
solutions.

A convergence test with random alignment of fine-scale structure demonstrates that
ignoring anisotropy, which is implied by two-point methods, introduces consistency
errors that are not reduced under refinement. Even though this behavior is inherited
from the standard TPFA [3], the context of HMM where the anisotropy is estimated
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as an online computation and not known a priori highlights new challenges for the
technique that remains popular in reservoir simulation [62].

In the analysis, the estimate for TPFA-based HMM is derived from the FVEM-based
estimate. To demonstrate benefits of using the new method, we compare quadrature
approximations numerically. Numerical results indicate that while the methods has
same convergence rates (as expected from the analysis), the TPFA is superior when the
coarse grid approximates the discontinuities.

Paper B also discusses an extension of the estimate (5.1) to the fully non-linear case
for which steady-state Navier-Stokes equation with different scaling results in Dupuit-
Forchheimer-Ergun law as its homogenization solution [47]. While the rigorous proof
is not provided, the self-convergence example indicates convergence rates that coincide
with numerical results for the Darcy’s regime.

5.1.3 Summary of Paper C

While Paper B is dedicated to an in-depth analysis of the method, Paper C focuses
on an extension of CVHMM to improve the method’s robustness. To distinguish the
new method we will abbreviate it rCVHMM (’r’ for robust). The rCVHMM is an
HMM extension of multi-point flux approximation (MPFA). Among MPFA methods
we chose the L-method (discussed in Section 3.1.2) as the coarse-scale solver (equiva-
lently CVHMM quadrature). The choice is motivated by the properties of single-scale
L-method. As such, it preserves continuity of reconstructed pressures [4] and reliably
handles hanging nodes for polygonal grids with adaptive refinement [42]. This choice
of coarse-scale approximation enables the rCVHMM to handle anisotropic media with
arbitrary alignments and a large class of general polygonal grids on its coarse scale,
which significantly extends the method’s applicability. This is especially important
in the context of an HMM where coarse-scale quantities such as permeability are not
known a priori and the tuning of coarse discretization needed for two-point methods to
be consistent [1, 42] cannot be applied. The numerical examples presented in the pa-
per confirm that the more robust coarse-scale solver increases the domain of validity of
CVHMM without worsening the convergence properties.

The suggested applications of rCVHMM are flows in porous media where non-
linear behavior not captured by standard one-scale models is observed. Our method is
therefore complementary to e.g. [78] that also challenges representation of physics
complexity for two-phase flow on the coarse scale through multiscale simulation.
Equipped with our robust method the paper addresses synthetic problems inspired by
the non-linear problems: near-well flow where the pore geometry can be estimated by
MRI core analysis, and industrial porous media with control over pore geometry.

The numerical experiments show that, for permeable pore geometry, the near-well
flow calls for a non-linear extension of Darcy’s law. The typical non-linear extension
used in reservoir modeling is the Forchheimer’s law [70]:

(A−1 +β |~uc|)~uc =−∇pc, (5.2)

which adds an additional inertia term to Darcy’s relation. In (5.2), A is the matrix-
valued Darcy’s coefficient related to permeability, and β is a scalar-valued Forchheimer
coefficient that is estimated experimentally. We compare our pressure-velocity relation-
ship that is automatically obtained in the HMM fashion to the Forchheimer’s law. The
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comparison shows that, by tweaking the constant β , the latter can give qualitatively
similar results to the multiscale formulation where the full complexity of sub-scale
model is resolved. At the same time, the Forchheimer approximation cannot give one-
to-one correspondence to the automatically up-scaled values even for random porous
medium.

We also consider near-well flows in a tighter formation which should not show non-
linear behavior. The flow still exhibits a sufficient non-linearity in the presence of a
single simulated fracture which commonly occurs in near-well regions. The non-linear
effects are not completely localized near the fracture due to the elliptic character of the
problem, but do decay rapidly away from the fracture and the well perforation where the
simulated flow source is located. This example especially highlights that the rCVHMM
automatically adapts itself and spends most of the computational effort in the part of
the domain where the non-linearity has influence.

Finally, with an artificial porous medium we show that flow can show non-
reversibility effects. These effects are not captured by standard models, even by
Forchheimer law. At the same time, this type of behavior is handled seamlessly by
rCVHMM.

5.1.4 Further directions

After CVHMM was introduced in Paper A in 2012, the field of HMMs for flows in
porous media that take into account sub-Darcy scale has received a lot of attention.
There were numerous parallel developments that addressed different aspects in the field
some of which might have been inspired by the work presented in this thesis. While it
is a challenging task to give a complete review of the rapidly expanding field, a short
overview of the most related works is required to formulate possible further directions.

A further analysis of HMMs for sub-Darcy scale formulations is conducted in [9,
10] in a finite element setting. While using linear Stokes equations for the fine scale, the
papers address a sub-scale structures that slowly vary within the coarse computational
domain. The authors present convergence estimates for the resulting multiscale method
which takes into account such aspects as non-matching periodicity of the cell problems,
and continuously varying sub-scale structure. They also formulate a reduced basis
HMM [10] that uses the structure of the problem to increase computational efficiency
of the multiscale method for the described setting. This contrasts with our studies,
where we focus on problems with heterogeneities that are well approximated by the
coarse grid.

The analysis of further, more complex extensions of CVHMM becomes inherently
more difficult. This is one of the reasons that convergence estimates are not included
in Paper C. Based on the experience with CVHMM it seems that a good strategy for
developing multiscale methods in the future is similar to benchmarking of single scale
methods in the past. Analysis is vital for ensuring the convergence and, most impor-
tantly, consistency of an HMM. At the same time, in most cases it is more viable to
carry out the analysis in a simplified setting as a benchmark. One can thereafter extend
the range of problems where the method can be applied without breaking the fundamen-
tal assumptions required in the simplified analysis. These speculations demonstrate that
the developments of CVHMM provide an additional insight into future developments
of other multiscale simulation techniques. The experience presented in this thesis can
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provide a basis for filling other knowledge gaps in the field of multiscale methods.
Following [29], Chu et. al. continued to explore the possibility of the pore network

model on the fine scale to include additional physics. The original paper [29] contained
an example of a simple model where pore throats were varying in time, resembling
elasticity. In [30] they present an HMM that is capable of handling pore networks with
non-linear model of conductivity and a two-phase flow. The paper demonstrates that
the pore network formulation also allows to create non-local pore channels (resem-
bling fractures) that can be treated within the framework. This concludes that the pore
network model on the fine scale gives superior flexibility to include additional effects.
At the same time, special care should be taken to ensure that the fine-scale physics is
consistently translated into a graph-like pore network formulation.

CVHMM inherits modularity typical to HMM. Its modularity first and foremost al-
lows for applying different types of fine-scale methods both in terms of discretization
and sub-scale model formulation. In [45] the authors applied the CVHMM methodol-
ogy combining it with a different fine-scale solver: smoothed particle hydrodynamics,
that is formulated within Lagrangian frame of reference. The application of pore net-
work models has been already explored in parallel development [29, 30]. As of now,
the unexploited possibility lies in combining the flexibility of CVHMM with statistical
representation of the fine-scale model. A statistical formulation may be specifically in-
teresting for reservoir simulation. It would make it possible to combine available core
samples to set up fine-scale models. At the same time, some kind of population mod-
eling with uncertainty can be used to predict the sub-scale geometry at the locations
where standard single-scale approximation is insufficient. At this point it is difficult to
foresee the best formulation of fine-scale model, but a mixture of resolving the pore
geometry and pore network models seems to be a viable alternative for such a method.

Finally, now more than ever CVHMM can make its way to industrial applications.
With the continuous improvements in technology for imaging and design of porous
media the presented computational framework offers an attractive tool for multiscale
simulations, where it can smartly adapt to varying flow conditions with no user inter-
actions.

5.2 Multiscale analysis of freezing in brine

The sea-ice formation and, more generally, freezing in brine is an interesting problem
for the transitional regime between free flow of fluid and a porous medium. The initial
intention of this study was to formulate a homogenization problem for the transient
regime of ice creation and growth applying the techniques from [26, 71, 80]. This
would bring a mathematical basis to mushy layer models [50, 86, 87] and create a
foundation for HMM-type methods on the continuum scale of the problem.

The complexity of the complete problem motivated handling it in a simplified set-
ting to better understand the mathematical properties of ice formation. Earlier attempts
approximated ice growth by the Ginzburg-Landau reaction-diffusion equations, with
a phase field function replacing the notion of ice-brine fronts [56]. In contrast, we
treated the ice fronts explicitly, prohibiting transport of salt in the solid domain. The
complete set of chosen simplifications (see Section 2.4.3) resulted in a fractal-type
multiscale problem (Class D from Section 4.2), which cannot be handled by a typi-
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cal two-scale method. An application-driven study led to applying non-standard fractal
techniques that allowed us to reveal distinct regimes of the model behavior. The study
of the problem from both analytical and numerical perspectives led to development of
a semi-analytical method to quantify the structural properties of the ice.

The following subsection summarizes the results presented in Paper D. We also ded-
icate a separate subsection to highlight the alternations that were made to the control
volume method to handle this problem with moving boundary and verify numerically
that the method gives a convergent approximation. The section is concluded by direc-
tions of further work.

5.2.1 Summary of Paper D

Paper D presents a mathematical model for ice formation in brine on the continuum
scale that is finer than the scale used in mushy layer approximation, as shown in Sec-
tion 2.4.3. An explicit treatment is given to micro-scale diffusion of salt and the phase
transition due to the secondary nucleation. We study the process under idealized con-
ditions: the temperature constant in space and no flow of fluid. A similar setting can
be reproduced in 1D column and 2D thin slit experiments. Specific to the presented
model, is addressing an onset of secondary nucleation within the fluid domain that may
occur due to over-cooling. Even though we are not aware of experiments that mimic
the conditions of the presented mathematical problem, secondary nucleation (ahead of
the freezing front) has been observed in Hele-Shaw cell experiments reported in [69].

In our model we assume that the concentration threshold triggering secondary nu-
cleation is related linearly to the freezing concentration for every given temperature,
see (2.45):

Snucl(T ) = νSfreez(T ), (5.3)

where ν is the nucleation multiplier. The linearity assumption means that during the
secondary nucleation the ratio between the minimum and the maximum of salinity
profile for a solution is fixed. We extend this argument by assuming that the shape
of the solution at each sub-domain is self-similar after the nucleation. This allows to
analyze the problem using fractal techniques similar to [20].

The analysis performed for a one-dimensional case demonstrates that the interplay
between the salt expulsion from ice and its diffusion away from the ice boundary can
produce two types of freezing regimes depending on the external cooling rate:

• sub-critical homogeneous (consolidated) ice growth for which nucleation never
occurs;

• super-critical regime that gives rise to emerging fractal patterns.

Paper D explicitly identifies the critical cooling rate that separates the two regimes.
Under the critical cooling rate, the problem exhibits a self similar solution stable in
time. Furthermore, the paper presents a closed-form analytical solution to the critical
ice growth. This solution is used extensively in the paper and serves two purposes.
Firstly, it benchmarks the non-standard control volume method derived specifically for
the problem with varying boundary, that is used in the paper to compliment the analysis
of the problem, see Section 5.2.2. Secondly, it provides a foundation for analysis of the
solution properties under generalized freezing conditions.
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Figure 5.2: Illustration of finite difference method with occurrence of spontaneous nucleation.
Dashed lines represent the boundaries of grid cells, sub-domains occupied by solid are filled,
scissors indicate the place where splitting occurs due to nucleation, and arrows show how ice
domain has expanded. Adapted from Paper D.

While it is not possible to obtain a closed-form solution in the nucleation-dominated
super-critical regime, our problem-specific numerical method reproduces the expected
nucleation process, resembling Cantor sets. The fractal structures resulting from nu-
merical modeling provide an additional understanding of the transition between brine
and porous ice that augment the averaged mushy layer approaches. The robustness of
the discussed fractal patterns with respect to initial conditions is also verified numeri-
cally.

In addition to verifying the fractal self-similar behavior in super-critical regimes, we
propose a heuristic method for estimating the typical length scale of fluid-ice structures
for general freezing conditions. The estimates of length scales can be seen as basis for
deriving structural properties of porous ice: porosity, permeability and rigidity.

5.2.2 Discussion of control volume approximation of ice growth

To produce an approximation of ice growth, Paper D utilizes a control volume method.
There is no standard approximation of moving boundaries for control volume methods.
In this subsection we provide a detailed description of a specific variation of the control
volume method that was used in Paper D. This also includes a verification of the method
in the critical regime where the analytical solution is known.

The conservation equations for salinity are solved by a standard control volume
method (see Section 3.1) on a static uniform grid, which is bundled with the explicit
Euler method for time stepping. This standard approximation ensures consistency of
the solution in terms of mass conservation in each continuous fluid sub-domain. Since
ice inclusions act as barriers, without any loss of generality it is possible to formulate
the scheme for a single fluid sub-domain and apply it consequently to each sub-domain
when required. Therefore, the non-standard part of the method is the treatment of flux
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approximation between the cells and handling secondary nucleation. While the flux
approximation is discussed in more detail later, the secondary nucleation is handled in
a more direct manner. Before every time step, the algorithm performs a check: if the
solution has crossed the nucleation threshold, the domain is split in two. The splitting
is performed at the boundary between the cells closest to where the nucleation limit has
been reached, see Figure 5.2. All further time steps treat the resulting two sub-domains
separately.

Figure 5.2 illustrates how the numerical method handles a time step where propaga-
tion of the boundary occurs. There are three local scenarios that need to be accounted
for:

1. Away from the boundaries, the flux is approximated by the standard finite differ-
ence equation:

~qi+1/2 =−D
Si+1−Si

∆x
, (5.4)

where ~qi+1/2 is the flux of salt1 between cells i and i+ 1; Si is the discrete con-
centration in cell i and ∆x is the cell size.

2. In the cell closest to the boundary, the boundary conditions should be satisfied.
For definiteness, let us consider the left boundary, i.e. cell i is on the boundary
while i+ 1 is not. It is necessary to resolve the motion of the boundary on a
sub-grid scale. For the boundary cell i we introduce an additional variable ηi,
representing the fraction of cell occupied by ice. The equation for the flux from
the boundary cell is solved explicitly as in case 1:

~qi+1/2 =−D
Si+1−Si

1
2∆x+ 1−ηi

2 ∆x
, (5.5)

where t0 is the time corresponding to the previous time step and the denominator
is adjusted to account for the shifted center of the cell due to the portion occu-
pied by the ice. The boundary condition for the freezing problem requires that
the concentration at the boundary is equal to the externally defined freezing con-
centration:

Si(t) = Sfreez(t), (5.6)

where we assume that the salinity value is constant in the whole boundary cell.
Due to secondary nucleation, the condition (5.6) might not be satisfied in the
beginning of a time step. It is however enforced by adjusting the ice fraction in the
cell during each time step. The new ice fraction in the boundary cell ηi(t0 +∆t)
is found so that both the Rankin-Hugoniot condition (2.44) and the condition on
salinity 5.6 are satisfied in the discrete sense

[Sfreez(t0 +∆t) · (1−ηi(t0 +∆t))−Si(t0) · (1−ηi(t0))]∆x =~qi+1/2∆t, (5.7)

where ∆t is the time step.

3. The case when the ice boundary crosses a cell boundary (see the left boundary
in Figure 5.2) requires a special treatment, since the equation (5.7) is no longer

1 In this section we drop original indexes of~q f na and S f to improve readability.



5.2 Multiscale analysis of freezing in brine 59

Figure 5.3: The convergence of the critical solution to the exact solution.

well-defined. In our method we choose to merge the cell on the boundary (i) and
its neighbor (i+1), and therefore obtaining formulation similar to the case 2. The
salinity of the merged cell S∗i+1 is derived by redistribution of salt mass

S∗i+1(t0) · (ηi(t0)+1)∆x = Sfreez(t0)ηi(t0)∆x+Si+1(t0)∆x. (5.8)

Consequently, the equations for the flux~qi+3/2 become

~qi+1/2 =−D
Si+2−S∗i+1

1
2∆x+ 1+1−ηi

2 ∆x
. (5.9)

The fraction of ice in the merged cell is deduced analogously to (5.7) and is af-
terwords used to compute ηi+1. By ensuring sufficiently small steps propagation
of the boundary over multiple steps can be avoided.

To verify that the method described above provides a convergent approximation we
benchmark it against the analytical solution derived in Paper D:

S(t,x)
Sfreez(t)

=
cosh(Sh

1
2 (
[

x−x0(t)
l(t)

]
− 1

2))

cosh(1
2Sh

1
2 )

, (5.10)

where x0(t) and l(t) are the time dependent position of the left boundary of the domain
and the size of the domain respectively. Equation (5.10) provides a one-parametric
class of solutions. The parameter Sh is the Sherwood number that varies depending on
initial conditions.
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Using the class of self-similar solutions (5.10), we study convergence of the numeri-
cal scheme with respect to the refinement of the spatial discretization with the following
procedure. We start with a single interval [0,1] as the fluid domain and initialize the
method with a convex function

S(0,x) = 0.01|x−0.5|+0.995. (5.11)

After that, we run the method until a stable self-similar solution is achieved in the sense
of (5.10).

Figure 5.3 shows that the numerical solution tends to an analytical solution. Observe
that since the initial conditions (5.11) are approximated on a control volume grid, it
is expected that the stable mode of the numerical solution might have a Sherwood
number that varies depending on the discretization. The "correct" Sherwood number
cannot be determined, since the analytical solution does not account for time-dependent
dynamics. Importantly, the second plot in Figure 5.3 indicates that the value of the
Sherwood number also converges as the mesh is refined.

5.2.3 Further directions

The further directions related to studies of the super-critical freezing of brine in light of
the presented paper can be addressed from two points of view: physical and computa-
tional.

The model presented in Paper D includes a number of assumptions about the physics
of the problem that enabled a deeper mathematical analysis. In the absence of experi-
ments, it is difficult to judge how reasonable these assumptions are. Therefore, it is of
scientific interest to set up an experiment that resembles the conditions proposed in the
model. While the experiment in [69] identified a regime with nucleation ahead of the
ice front, it is interesting to see if the rapid freezing in a thin strip produces self-similar
fractal structures due to secondary nucleation. Even though the analysis in Paper D is
limited to 1D, the presented model remains valid in two dimensions. Further experi-
mental studies can verify that the analysis results extend to a two-dimensional setting.

The two-dimensional setting also presents an interesting extension from the compu-
tational point of view. This requires a control volume method that is capable of treating
moving boundaries and singularities associated to secondary nucleation in multiple di-
mensions. Developing such a method raises questions about the rules of proposition
of the moving boundary that would involve several neighboring cells. Another distinct
difference is that in 2D the nucleation would not separate the domain. The implication
is that the method would be likely required to work on a larger computational grid. Ad-
ditionally, an unconstrained domain means that the marginal ice expansion can force
fluid to move which introduces requirements for more complex approximation of salt
fluxes. The severity of the fluid movement due to ice expansion can be estimated by
envisioned numerical method.

Finally, the study of time-dependent self-similar solutions specific to the problem of
rapid freezing in brine revealed an interesting mathematical perspective on the problem.
Finding a solution that is self-similar with a period poses a non-trivial mathematical
problem

ũ(x, t) = ũ(x, t +δ t), (5.12)
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where ũ is an unknown dimensionless solution function and δ t is the period. Unlike the
classical theory of self-similar solutions, the solution is continuously changing but the
structure of the change creates a self-similar pattern. In the absence of the analytical
form, finding such solution requires solving an eigenvalue problem that is discrete and
is likely to be non-linear

L∆x(u(x, t),δ t) = λu(x, t +δ t), (5.13)

where L∆x is the numerical approximation of differential operator that performs numer-
ical time integration, mapping the input function u(x, t) to the solution at time t+δ t and
λ is an eigenvalue. Obtaining the initial conditions for a self-similar fractal solution re-
quired solving such an eigenvalue problem with a fixed eigenvalue λ and time interval
δ t which were derived from the analysis. The fact that the discrete operator was for-
mulated in the setting with moving boundary posed an additional challenge. While in
Paper D the solution was obtained by a simple iteration developing more sophisticated
and robust methods opens interesting research possibilities.

5.3 Semi-analytical solution for micro-mechanics of agglomeration
forced by capillary bridging

The main objective of this thesis is analysis of problems in fluid dynamics. Paper E
studies interaction of solid particles and is more oriented towards physics, hence, it is
independent from our main objective. At the same time, the motivation for studying
such particle interactions comes from multiscale problem of suspended particle flows
in fluid streams. The latter presents a strong example of current utilization of multiscale
methods in fluid dynamics and as such directly relates to the scope of the thesis.

5.3.1 Summary of Paper E

The Paper E considers collision of particles affected by liquid bridging described in
Section 2.4.4. The collisions of particles are analyzed pair-wise, each consisting of
three stages:

1. Formation of the bridge and approach of the particles;

2. Mechanical contact;

3. Separation of particles with further breakage of the bridge.

While the mechanical contact is well described by the classical hard-sphere collision
model, this work tries to close the knowledge gap related to dynamics during liquid
bridging between particles and provide understanding for when agglomeration of par-
ticles will occur. On top of capillary and viscous forces, common to modeling of liquid
bridging, the paper considers an additional external force that can be used to mimic the
influence from the flow dynamics on coarser scale. The paper provides a numerical
solution to the formulated problem validated against experiments from [66].
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In the absence of external forces, which is common to the problem, applying typical
assumption for geometry of the bridge [17, 66] allows to derive an approximate analyt-
ical solution for loss of momentum during approach and separation. Equipped with a
numerical model we verify the validity of the derived approximation.

Importantly, the analysis gives rise to a reliable agglomeration criterion. We foresee
the use of this criterion for estimation of the probability of agglomeration in statistical
models.

At the same time when agglomeration does not take place, the analysis yields a
semi-analytical expression that gives a reliable estimate for the velocities of the par-
ticles after the bridge breakage. The expression can be used in Eulerian-Lagrangian
computational fluid dynamics’ models to substitute expensive numerical solvers of fine-
scale dynamics, drastically reducing the total computational cost.

5.3.2 Paper E in the context of multiscale simulation

Following the development of the fine-scale semi-analytical model for particle inten-
tion from Paper E, it has been applied in a multiscale setting. In [19], the authors
present a multiscale computational fluid dynamics model that couples the fine-scale
semi-analytical solution in a Lagrangian framework from Paper E with an Eulerian
flow model on the coarse scale. Utilization of the analytical approximation rather than
a numerical model for the fine scale enables the technique to be viable for industrial ap-
plications in many areas. The resulting multiscale simulation is capable of improving
prediction of agglomeration of particles in the flow as well as interaction of particles
with walls and flow start-up effects. The multiscale model validated by experiments
was furthermore used to study the problem of probability of agglomeration in the gran-
ular flow [18].

Eulerian-Lagrangian models used in computational fluid dynamics can be seen as
a special case of HMM. In definitions of Section 4.4 the constrain operator formulates
the local discrete problems while data estimation provides feedback in terms of forces
and momenta arising from the local particle interactions. Earlier we have mentioned
a model formulated in the CVHMM framework that also connects Lagrangian and
Eulerian models [45]. With this in mind, it seems natural that further unification of
toolboxes developed across disciplines would constitute better multiscale methods. A
unified toolbox would take advantage of thorough analysis common to mathematics,
experimental verification common to physics and more advanced algorithms common
to computer science.

The developments in [18, 19] demonstrate that cross-disciplinary adoption of
problem-driven multiscale methods is becoming reality.
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Summary. In this work we present control volume multiscale methods which address
problems on the interaction between pore scale and Darcy scale. For the case when linear
equations govern the flow on the pore scale our solution converges to semi-analytical
solution. Moreover, the method also extends to non-linear problems governed by Navier-
Stokes equations. We show numerical results illustrating the applicability of the method.

1 INTRODUCTION

The standard way of modelling flow in porous media includes applying Darcy’s law.
Initially, this constitutive equation was phenomenologically derived in the middle of 19th
century. In the 20th century it was also shown that under particular assumptions one can
derive it from the Stokes equations on porous geometry2. Stokes equations, however, rely
on several assumptions and are just a linear simplification of full physical problem on the
fine scale. If non-linear Navier-Stokes terms are introduced on the pore scale, Darcy’s law
is amended with non-linear terms. The applications where we can come across such effects
are flows that may occur near wells and in fractured regions in subsurface. Moreover, those
flows are common for industrial and near-surface porous media.

To obtain the flux expression on Darcy (coarse) scale a multiscale modelling can be
applied. The traditional derivations of Darcy type relations on the coarse scale achieve
this by homogenization. From the above discussion, we understand that this approach
relies on a priory assumptions of the nature of the fine scale flow. Furthermore, since
homogenization yields a one-way upscaling, possible feedback from the coarse scale to the
fine scale cannot be captured.

As an alternative, we present a multiscale method that for the coarse scale assumes
only mass conservation on control volumes, that is, no phenomenological relationships are
assumed a priory. The method is designed in the framework of the Heterogeneous Mul-
tiscale Methods (HMM) proposed by E and Engquist4. Additional information needed,
such as a relationship between coarse scale pressure and fluxes, is obtained by locally
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solving continuum mechanics’ equations on the pore scale. While the fine scale solver
accounts for non-linear effects of the pore scale, the coarse solver takes care of slowly
varying effective parameters.

The advantage of our HMM is that it converges to the correct upscaled solution derived
by homogenization when the equations are essentially linear. Moreover, it gives flexibility
of solving a wider range of problems, for which we cannot access the exact solution,
without any need of additional user participation. As our method extends naturally to
this variety of problems and, hence, should give a reasonable approximation that is better
than a solution for a simplified model.

HMMs of such kind were considered previously; in particular, a control volume HMM
formulation was considered by Abdulle and E1. Our method, however, is different not
only in the fine scale problem but also in that it treats discontinuities more consistently
as it is described in Sect. 3.2.

This paper presents an HMM for the problems of interaction between pore scale and
Darcy scale. Our HMM is formulated on the coarse scale as a control volume method
consistent with two-point flux approximation. The paper sketches the method algorithm
and describes possible ways to optimize it.

Our numerical results test the algorithm for various aspects:

• convergence to semi-analytical homogenisation solution for linear flow regime;
• handling of heterogeneous porous media with discontinuities;
• difference of the presented method to linearised problems for non-linear regimes.

2 MODEL PROBLEM

The goal of our work is to investigate how the HMM framework can produce a solution
to the coarse scale problem that accounts for the interplay between the coarse and the
fine scale. As a model problems we choose an artificial pore structure that is periodic on
macro subdomains. For simplicity only 2D porous media are considered, and the upscaled
permeability is assumed to be aligned with the coarse grid.

For the coarse scale we only use the (physically justified) continuity equation that
provides mass conservation. We consider both problems with incompressible flow,

∇ · ~u = f, (1a)

and weakly compressible flow on the form

φpt +∇ · ~u = f, (1b)

ρp = cρ.

In the equations above ~u is flux density vector, f is the mass source, p is the pressure, ρ
is density, φ is the porosity, and c is compressibility.
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a. b.

Figure 1: Building blocks of the multiscale method from the coarse grid perspective (a)
and an example of a fine scale cell problem with triangulation (b).

As for the fine scale we study the Navier-Stokes equations on porous geometries like
on Fig. 1b. The governing equations in this case are (1a) and

ρ~u · ∇~u = −∇p+ µ∆~u+ ~g, (2)

where µ is viscosity, ~u is velocity and g represents body forces. Time dependent terms are
omitted from the equations (1a,2) since we will only consider fine scale sub-problems that
equilibrate much faster than the typical time scale of the coarse problem. For analysis
purposes we will also consider Stokes equation, which is obtained by setting ρ~u · ∇~u = 0
in (2).

3 DESCRIPTION OF THE MULTISCALE METHOD

The method is formulated within the HMM framework4. To describe the method one
should choose a fine scale method, a coarse method and operators to project information
between the two. This section describes our choice of method’s components.

3.1 The coarse scale control volume method

The coarse scale equation is discretized by a two-point-flux-style control volume method.
The unknowns are pressures in the cell centers denoted pl and pr on Fig. 1a. Along with
the cell center pressures, auxiliary variables ql,r denoting fluxes between neighbouring cells
are considered. The method ensures local mass conservation, in other words for each cell
it satisfies

d

dt

∫
τl

ρlφdx+

∮
∂τl

ρ~u · ~nds =

∫
τl

fdx, (3)

where ∂τl is the border of the cell τl and ~n is an outgoing unit normal. As we are using
the simplified continuity equations (1) the method will ensure that the corresponding
equation is satisfied locally in the integral sense instead; for (1b) it takes the form:

3
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d

dt

∫
τl

plφdx+

∮
∂τl

~u · ~nds =

∫
τl

fdx. (4)

The second term is nothing more than a sum of fluxes (such as ql,r) over all edges of τl.
As previously mentioned the constitutive relationship between primary pressure vari-

able and fluxes are not known a priori. The fluxes ql,r can be found from a formal
relationship

ql,r = F (~xl, ~xr, pl, pr, ρl, ρr) (5)

by interpolating information from fine scale problems. Here, ~x is the coordinate and
subscripts denote the cells.

Before projecting coarse scale pressures to the fine scale, an auxiliary pressure pm is
introduced on all edges. Then we interpolate linearly between pl and pm and project the
pressure values to form boundary conditions of the fine scale problem at point (~xm+~xl)/2
as shown on Fig. 1a. After solving the fine scale problem (see remark 1) we integrate the
component of the velocity that is parallel to the flow direction (~xm − ~xl) across the cell
and obtain ql,m by scaling the result (see also remark 2).

In order to omit pm and hence obtain ql,r we solve the equation ql,m = ql,r = qm,r, that
is coupled naturally to the two fine scale problems associated with the coarse edge; see
Fig. 1a. This equation is true under the assumption that for this local coarse problem the
flow is only happening between the cells l and r driven by the corresponding pressures
and ρ is constant, i.e. (1a) is valid.

Equipped with flux expressions on each edge, one can perform coarse scale time step-
ping, discretizing equation in time by backward Euler or solve the system by the Newton
method for the stationary case.

Remark 1 : Fine scale. We define our fine scale problem as a PDE on a domain, that
for simplicity is taken to be a square. The size of this square is equal to the period of the
porous media ε, and it is positioned around the coarse sampling point. In homogenization,
this fine scale problem is referred to as a cell problem.

The boundary conditions for velocity are: no flow in the solid grains σ and on their
boundaries, and periodicity on the square edges; see Fig. 1b. Pressure is also periodically
transversal to the flow and has a jump of a given ∆p in the direction of the flow. This
boundary value problem is consistent with the homogenization cell problem for Stokes flow
(see Sect. 4.1 for more details).

To solve the fine scale problem we use the lowest order Taylor-Hood finite element
method on a triangular grid (see Fig. 1b) as implemented in FEniCs5.

4
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Remark 2 : Optimization of the algorithm. In order to reduce the total compu-
tational time we reuse fine scale computations if possible. If for a given cell problem α
and pressure drop p we have computed Fα(p0) and Fα(p1), such that p0 ≤ p ≤ p1 and
|Fα(p1)− Fα(p0)| < δ then we approximate Fα(p) by linear interpolation between the two
values. In the case where no information is available an on-demand solver is invoked for
the fine scale problem and the resulting flux is stored for future use.

We can also reduce the computational cost by reformulating half of the original prob-
lem (5) F (~xl, pl, ρl) to a one parametric dimensionless problem Fα(p̃) where α corresponds
to geometry in point ~xl. The resulting problem can be solved by techniques described in
this remark.

3.2 Handling discontinuities

The method proposed in this paper differs from the control volume HMM proposed
earlier, e.g. by Abdulle and E1, in how the coarse scale sampling is performed. In1, the
sampling domains are located in the middle of the border between coarse cells. In contrast,
we use two domains, one in each cell, between the center of the cell and the center of the
considered border. The old approach resembles control volume finite elements, whereas
our approach coincides with two-point flux approximation.

For problems with continuous parameter fields both methods perform similarly, and
our method tends to be slower due to more sampling points. The extra sampling points
are however necessary to get a proper coarse flux expression for porous media with dis-
continuities.

It is natural to assume that the discontinuities can be resolved by the coarse grid in
average (see the red line on Fig. 1a). A perturbation of order ε << H in the interface
can cause the old method to give an arbitrary wrong sample. For the problems where
the scale of discontinuities is small (of order l) or where the grid is non-uniform the old
approach will give an error of order H/l. Our approach however will give an error that
is only proportional to the ε perturbation of discontinuity; thus this sampling strategy is
superior to using a single point only.

4 NUMERICAL EXPERIMENTS

Numerical experiments presented below show applicability of the discussed method.
In Sect. 4.1 it is shown that our method converges to homogenization solution for Stokes
flow. In Sect. 4.2 we show full flexibility of the proposed method on a heterogeneous
domain with discontinuity using realistic parameters. The final example demonstrates
the importance of using a non-linear approximation on the fine scale and relates it to
various applications.

4.1 Verification of convergence for the Stokes flow

For method validation, it is of interest to verify that the multiscale method gives correct
result to problems with a well known solution. In the paper Alyaev et al3, an a priori error

5
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Figure 2: A coarse scale pressure solution to a linear problem (a) and convergence of
solution to the reference (b).

estimate for the HMM described here is proved for the case of incompressible Stokes-type
flow. The error between the homogenization solution2 and the fully discrete solution has
the form

∥∥∥p − pH,hMS

∥∥∥
L2
≤ C

((
h

ε

)α
+H

)
, (6)

where the terms represent the propagation of the fine scale error and the coarse scale error
respectively. The sizes involved in (6) are shown on Figures 1a and 1b: H is the coarse
cell size, ε is the period of the porous medium and h is the fine grid size. The parameter
1 ≤ α < 2 comes from the estimate for Taylor-Hood elements for Stokes problem and
depends on the cell geometry6. The analysis3 shows that the coarse scale error in the
pressure is proportional to the fine scale error in velocity that is C (h/ε)α. The coarse
scale error is the error of the two-point flux approximation, which is well analysed and
verified in the literature.

Here we present a verification of the propagation of the fine scale error specific for this
method. We consider a quarter of a 5-well problem and look for a coarse scale solution in
a square domain with no-flow Neumann boundary conditions except for the right-bottom
cell that has zero Dirichlet condition (Fig. 2a). In the top-left corner cell the forcing term
is introduced. The fine scale structure is taken from Fig. 1b. For the comparison H and
ε are fixed. We consider the relative error between solution on h grid and a reference grid
with very small cells. Figure 2b shows that the L2 error in coarse scale pressure is indeed
proportional to the error in the coarse flux and the rate of convergence is not lower when
expected (α ≈ 2 for our geometry Fig. 1b).

4.2 Non-linear compressible flow in heterogeneous media

This numerical example shows the full potential of the HMM described in this paper.
We consider weakly compressible non-Darcy flow of water in the domain consisting of
2 regions: a low permeable region with anisotropic porous structure as on Fig. 1b in
the middle and an isotropic high permeable region made of circular grains in the square

6
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for the heterogeneous problem.
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Figure 4: Comparison of linear and non-linear fluxes for the cell problem on Fig. 1b (a),
dynamics of injection and production error in time for the linear approximation (b) and
spatial distribution of relative non-linear effects in flux for the heterogeneous example (c).

arrangement forming a frame; see Fig. 3a. In analogy to the previous example we place
an injector in one corner and a producer in the opposite corner. The pressure in the
producer increases linearly in time for a number of steps and then remains constant.

Figure 3b shows a solution before injection stops. There are 3 noticeable features of
the solution: fast decrease of pressure around the injector before the low permeable region
(forming a peak) with a little build-up on the border of it; almost linear variation within
the low-permeable region; and a smaller (due to compressibility) negative peak in the
production point.

To investigate the importance of non-linearities on the fine scale, we first consider the
coarse flux as a function of the pressure drop over a single edge when the pore geometry
is as shown in Fig. 1b. Figure 4a shows the dependency of the non-dimensional mean
flux to the non-dimensional pressure drop, that can be interpreted as a scaled Reynolds
number squared. As seen from the figure the difference between the linear approximation
and the true flux reaches 35% even in the non-turbulent stationary regime.

Next, let us consider again the problem from Fig. 3 and compare it to the same problem
but with linear flux approximation. Fig. 4b shows how the deviation in the injection and
production will evolve in time. As expected higher pressure drop results in higher influence
of the non-linear flow on the fine scale, and which persists after the solution reaches steady-
state. For this problem the linear constitutive law overestimates the production by almost

7



82 Included papers

Sergey Alyaev, Eirik Keilegavlen and Jan M. Nordbotten

10% which can be crucial for applications such as oil recovery.
Finally, we consider the spatial distribution of the error when using a linear flux relation

for the heterogeneous example. Fig. 4c shows the relative magnitude of the difference
between a linear approximation and the true flux. As expected, the non-linear effects
are largest near the injection and production wells, where the pressure drop is highest.
Predictably, error is also significant throughout high permeable channels forming the outer
part of the domain, in particular there are large errors close to the boundary between the
two permeability regions. Comparing with Fig. 3, we see that non-linear flux effects can
be important not only in regions with large pressure drops, but also close to material
discontinuities, where flow focusing may occur. The small error in the low permeable
region was to be expected, since the pressure drop is much smaller there.

5 CONCLUSIONS

We have presented a new control volume multiscale method for handling effects on the
pore and Darcy scale. The method utilizes either Stokes or Navier-Stokes formulations of
the fine scale problem, coupled with an incompressible or weakly compressible conserva-
tion law on the coarse scale. The coarse-scale fluxes are treated by a multi-scale extension
of the standard two-point flux approximation, and this makes the scheme capable of
handling discontinuities that are resolved by the coarse grid.

Our numerical results verify analytically obtained convergence estimates of the method
for problems where a homogenized coarse-scale formulation is known. Furthermore, we
illustrate the applicability of the method to non-linear flows on heterogeneous domains,
observing that non-linear flow formulations may be of importance not only near wells,
but also in regions where high flow rates are induced by material heterogeneities.
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Abstract. The standard approximation for the flow-pressure relationship in porous media is
Darcy’s law that was originally derived for infiltration of water in fine homogeneous sands. Ever
since there have been numerous attempts to generalize it for handling more complex flows. Those
include upscaling of standard continuum mechanics flow equations from the fine scale. In this work
we present a heterogeneous multiscale method that utilizes fine scale information directly to solve
problems for general single phase flow on the Darcy scale. On the coarse scale it only assumes
mathematically justified conservation of mass on control volumes, that is, no phenomenological
Darcy-type relationship for velocity is presumed. The fluid fluxes are instead provided by a fine scale
Navier–Stokes mixed finite element solver. This work also considers several choices of quadrature
for data estimation in the multiscale method and compares them. We prove that for an essentially
linear regime, when the fine scale is governed by Stokes flow, our method converges to a rigorously
derived homogenization solution—Darcy’s law. Moreover the method gives the flexibility to solve
problems with faster nonlinear flow regimes that is important in a number of applications, such as
flows that may occur near wells and in fractured regions in subsurface. Those flows are also common
for industrial and near surface porous media. The numerical examples presented in the paper verify
the estimate and emphasize the importance of good data estimation.

Key words. control volume method, heterogeneous multiscale method, a priori estimate

AMS subject classifications. 76S05, 34E13, 35B45, 65N08, 74Q05, 74Q15

DOI. 10.1137/120885541

1. Introduction. Flow in porous media models several physical phenomena of
great practical importance, spanning flow in natural geological systems to anthro-
pogenic materials such as fuel cells or human tissue. At the same time, the rigorous
description of the continuum scale equations, here referring to the scale where the
porous structure is not resolved, has remained elusive for all but the simplest sys-
tems. Spanning research from the engineering to applied sciences, it remains one of
the fundamentally unresolved cross-disciplinary challenges.

At the porous scale, the governing equations are well understood as those of fluids
and solids with appropriate interface conditions. In this setting, one may allow for
multiple fluid phases, as well as deformation of the porous material. However, the
challenging geometry of the pore space coupled with the large length scales required
by applications prohibits the use of direct numerical simulation on this scale.

The first continuum scale description was brought by the experimental result
known as Darcy’s law valid for slow single phase flows in homogeneous media. In
the theoretical setting, a long history of works have set out to establish continuum
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relationships based on derivations from the pore scale which validated and extended
Darcy’s law (see, e.g., [27, 11, 36, 25, 26, 14]). While in all these works the derivation
of the continuum conservation principles is relatively straightforward, the closure re-
lationships almost uniformly lack analytical treatment. Furthermore, as one considers
more complex flows, the derivations become largely untenable and for some cases it
is not possible to achieve full decoupling [26].

This has led to a situation where two scale models have gained increased attention
as a way to handle potentially complex porous media systems. To some extent, this
can be seen in the development of general frameworks for two-level couplings (see,
e.g., [10, 20, 29, 13, 18]), but also particular implementations tailored to porous media
(see, e.g., [37, 22, 32, 28, 16, 8, 15]). Of particular interest to us is the work related
to implementation of the heterogeneous multiscale method (HMM) framework (such
as [5, 16, 8, 15]).

In this communication, we give a more thorough description of a new way to
implement the HMM framework in the setting of control volume discretizations for
the continuum conservation equation that was introduced in [8], that we refer to
as control volume heterogeneous multiscale method (CVHMM). Our approach takes
advantage of the mathematically justified continuity equation on the coarse scale and
uses the full solution of the Navier–Stokes equations on perforated domains at the
pore scale to recover constitutive relations. Such design makes the method capable
of handling single-phase flow in porous media for arbitrary flow rates, thus extending
beyond the validity of Darcy’s law. Of importance, in the limit of low flow rates, the
classical results are recovered.

An alternative approach is discussed in the work of Chu et al. [16] (and [15] that
extends it) where for local computation, pore network modeling is performed. In-
stead of having an extra procedure of deriving a pore network possessing the same
properties as the actual pore structure we do simulations directly on the porous ge-
ometry, hence, avoiding errors caused by network reconstruction but paying the price
of more expensive fine scale computations. For problems where the details of the
pore geometry become important, e.g., for nonlinear flows or more general problems
involving deformation of the porous geometry, the direct treatment of the pore space
as presented herein will be more accurate than the idealized network approaches.

In this work we propose two choices of the quadrature points. The first one fol-
lows [6, 16] and mimics control volume finite element methods. The second novel
choice is more in the spirit of classical flux approximation schemes, wherein it pre-
serves harmonic averages at the coarse scale, and thus is more robust to material
discontinuities.

We complement the new method with a priori convergence analysis for the essen-
tially linear flows. Our analysis follows the layout suggested by E, Ming, and Zhang in
[21] and later developed for a fully discrete finite element framework by Abdulle [4, 5].
Here it is specifically adapted to the particular setting of finite volume discretization,
such as presented in [12]. Furthermore, our analysis departs from Abdulle in the par-
ticular grouping of error terms. The analysis also differs from most of the previous
work since in our case we have different problem formulations on different scales.

The remainder of the paper is structured as follows: In the next section, the
model problem is established. In section 3, we define the method. After putting
some additional assumptions on the method in section 4, the proof of an a priori
estimate for the linear regime is presented in section 5, followed by section 6 containing
observations regarding extensions of the analysis to nonlinear cases. After numerical
examples in section 7 the paper is concluded by section 8.
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a. b. c.

Fig. 1. A simple periodic structure forming a coarse scale domain (a) and triangulation of a
simple (b) and a more complex (c) cell problem.

2. Model problem. The focus of this paper is the interplay between pore scale
and Darcy scale. In this section we introduce model equations and briefly review a
relation between the scales that can be derived by homogenization.

2.1. Model equations. On the pore scale the motion of fluids is governed by
Navier–Stokes equations which for the incompressible case look as follows:

∇ · �vε = 0,(2.1a)

ρ

(
∂�vε

∂t
+ �vε · ∇�vε

)
= −∇pε + μ∇2�vε + �f.(2.1b)

Here �vε is fluid velocity, pε is the pressure associated with the fine scale (ε indicates
the exact solution of the full fine scale problem), ρ is the constant fluid density, μ

is viscosity, t is time and �f is volumetric forces. These equations are valid in the
pore volume inside the pore geometry the example of which is shown on Figure 1 and
marked by β. Darker areas on Figure 1, marked by σ, represent the solid impermeable
grains; in those areas and on their boundary there is no flow or

(2.2) �vε = �0.

It is convenient to picture porous media as being combined of the “cells” of size ε as
on Figure 1.

The coarse scale flux density �v (defined as integrated velocity) is assumed to fulfill
the continuity equation

(2.3) ∇ · �v = f,

where f is a source/sink term. Furthermore, we assume a relationship between the
coarse pressure and flux density of the form

(2.4) �v(�x) = �F (∇p(�x), �x).
We note that this formulation includes the well-known linear relation between the
flux and the pressure gradient referred to as Darcy’s law,

(2.5) �v = −K
μ
∇p,

where the resistivity coefficient K is called the permeability. However the expression
for �F is more general as it also includes the cases of nonlinear relationships such as
the Dupuit–Forchheimer–Ergun law.
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2.2. Homogenization solution of the fine scale problem. Using homoge-
nization theory, the Darcy relationship (2.5) can be rigorously derived from the fine
scale equations (2.1) under the assumptions of scale separation and essential linearity.
Consider a Navier–Stokes problem with scaling of the terms suitable for homogeniza-
tion and numerical upscaling in porous media:

(2.6)

⎧⎨
⎩

εγ�vε · ∇�vε +∇pε − ε2μΔ�vε = �f in Ωε,
∇ · �vε = 0 in Ωε,
�vε = 0 on ∂Ωε,

where Ωε is the coarse domain Ω without the solid part. The parameter γ determines
the strength of nonlinearity, smaller γ corresponds to larger nonlinearity. So, for
γ = ∞ the equation is reduced to Stokes equation.

In [7, Thm. 1.1, p. 46; Thm. 2.4, p. 59; Thm. 2.5, p. 60] the following theorems
are proved.

Theorem 2.1. For γ > 1 and ε → 0 there exists a homogenized solution for
(2.6) ⎧⎪⎨

⎪⎩
�v =

1

μ
K
(
�f −∇p

)
in Ω,

∇ · �v = 0 in Ω,
�v · �n = 0 on ∂Ω,

(2.7a)

Kij =

∫
β

∇�ui · ∇�ujdy,(2.7b) ⎧⎪⎪⎨
⎪⎪⎩

∇πi −Δ�ui = �ei in β,
∇ · �ui = 0 in β,

�ui = 0 in σ̄,
πi, �ui, y-periodic,

(2.7c)

where β is the porous part of the unit square domain where the fluid can flow, and σ is
solid. β ∪ σ̄ forms the periodic unit cell scaled to a unit square; see Figure 1. Scaling
introduced in (2.6) results in K in (2.7) being the nondimentional permeability (see,
e.g., [34]).

Theorem 2.2. For γ = 1 and ε → 0 there exists a homogenized solution for
(2.6):

∇yp1 + �v0 · ∇yv0 − μ∇2
y�v0 = �f(�x)−∇p(�x) in β × Ω,(2.8a)

∇y · �v0 = 0 in β × Ω,(2.8b)

∇x · �v = 0 in Ω,(2.8c)

�v · �n = 0 on ∂Ω,(2.8d)

�v0, p1, y-periodic,(2.8e)

�v =

∫
β

�v0dy,(2.8f)

where notation from Theorem 2.1 is used; in addition, y represents the fast periodic
variable and �v0 and p1 are auxiliary variables that for this truly nonlinear case cannot
be decoupled.

In the next section we will introduce a numerical method that can handle cases
without separation of scales and nonperiodic media. The above theorems will serve
as a useful benchmark for this numerical scheme when the corresponding assumptions
are satisfied.
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3. Method description. In this section we describe a method to compute the
flux expression (2.4) by using multiscale techniques. The method is formulated in the
framework of the HMM [19] to which we first give a brief introduction.

3.1. The HMM. An HMM for a two scale problem considers two sets of equa-
tions:

• coarse scale: F (U ,D) = 0;
• fine scale: f(u, b) = 0.

Here U and u are the functions that we are seeking the solution for, while D and b are
data. Unknown quantities are marked as bold and, crucially, the coarse scale equation
contains unknown data D. In the HMM framework the aim is to solve the coarse
equation, and to obtain necessary information on D by solving localized fine scale
problems. Thus together with the equations one should specify operators to transfer
information between the two scales. This involves both constraints to formulate local
fine scale problems based on the coarse state and data estimation to recover coarse
scale data from the solution of the fine scale problem.

3.2. The HMM for flow in porous media. To apply HMM to the problem
outlined in section 2, discretization must be specified on both the coarse and the fine
scale, as well as transfer operators between the scales.

3.2.1. Coarse scale discretization. To preserve conservation of mass the coarse
continuity equation is discretized by a control volume method. For convenience of
proofs in this paper we choose a control volume finite element formulation, although
the methodology can be applied to more general control volume methods. Thus the
coarse problem can be formulated as the following.

Problem 3.1. Consider a problem on a coarse domain Ω. Find p, such that for
all Lipschitz subdomains τ ⊂ Ω

(3.1)

∫
∂τ

�F (∇p, �x) · �nds =
∫
τ

fdx,

where �n is the outward pointing normal and f is the function that represents the
volumetric source density inside τ .

The operator �F in terms of HMM is the data estimation operator.
To proceed to a numerical method we introduce a triangulation (with no loss

of generality we describe the two-dimensional (2D) version of the algorithm); see
Figure 2. The pressure is represented by a linear function on each triangle, and it
can thus be represented by its value in the vertexes. The control volume grid is
the Voronoi diagram that is dual to the triangulation (marked by red on Figure 2).
We require that (3.1) is satisfied for all triangles in the grid (replacing τ). However

instead of computing �F (∇p, �x) purely on the coarse scale by introducing, e.g., a
Darcy relationship between the flux and the pressure gradient, the flux is estimated
by solving a fine scale problem around a quadrature point on an edge of the triangle.
To define this fine scale problem, we must first define a projection of the coarse
pressure onto the fine scale.

3.2.2. Transfer from coarse to fine scale problem. Since the coarse scale
flux is driven by pressure differences, as indicated by the functional form �F (∇p, �x),
the fine scale problem should be formulated to account for this pressure difference. A
natural way of projecting the coarse pressure difference onto the fine scale is to adjust
the fine scale boundary conditions. Consider a local crop of the coarse scale grid as
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Fig. 2. The structure of finite element grid (dashed lines) and the Voronoi finite volume grid
dual to it (solid lines).

Fig. 3. Building blocks of the multiscale method from the coarse grid perspective, zoom in to
fine scale grid, and an example of flow solution on the fine grid.

shown on Figure 2. We will describe how to set up the fine scale problem to estimate
the flux between �xl and �xn. By assumption 2 in section 4.1, as our grid is aligned
with the axes, flow over a coarse edge will only be driven by the pressure difference
between the two adjacent cells. Therefore the fine scale boundary conditions can be
defined based on only pl and pn. To form boundary conditions for a local problem of
the type (2.1) we project pressure to the fine scale problem defined on β(�xln) as it is
shown on Figure 3:

p(�x) = p̃l, �x ∈ ∂βl,(3.2)

p(�x) = p̃n, �x ∈ ∂βn,(3.3)
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where p̃l and p̃n are linear projections of pl and pn on the domain boundary as
shown on Figure 3; β is the fine cell (see Definition 4.2); ∂βξ (ξ ∈ l, n, t, b) are the
corresponding parts of the external boundary of a fine cell; see Figure 1(c).

3.2.3. Fine scale discretization. The pressure projection described above de-
fines some of the boundary conditions needed to solve the fine scale Stokes problem.
For desirable cases where we can identify a periodic cell, for the top and bottom
boundary the pressure is set to be periodic.1 Moreover, the velocity is set as periodic
on both the top-bottom and the left-right boundaries. On the internal boundaries,
no-flow conditions are assigned. As it is shown later those boundary conditions are
consistent with homogenization results.

Since the typical time scale of a fine scale cell problem is much smaller than one
of the coarse scale it is fair to assume that in (2.1b) ∂�vε

∂t = �0. Taking into account
this assumption the fine scale problem can be summarized as follows.

Problem 3.2. The fine scale cell problem takes the following form:

[�v · ∇�v] +∇p− μΔ�v = 0,(3.4a)

∇ · �v = 0,(3.4b)

with the boundary conditions

p(�x) = p̃l, �x ∈ ∂βl,(3.4c)

p(�x) = p̃n, �x ∈ ∂βn,(3.4d)

�v(�x) = �0, �x ∈ σ̄,(3.4e)

p,�v—periodic on the square elsewhere,(3.4f)

following the notation from Figure 1(c). Neglecting the term in the brackets in (3.4a)
results in a linear problem that is analyzed in most of the paper.

In our HMM we will solve Problem 3.2 numerically. To this end we introduce a
triangulation as illustrated on Figure 1(c) and discretize the problem by Taylor–Hood
elements using FEniCs [31]. The possibility of having different solvers on different
scales is one of the key features of the HMM framework that is also utilized in the
method described in our paper where mixed finite elements are used on the fine scale
and control volumes are used for the coarse scale. For convenience the fine local
problem is rescaled to a unit square domain β. This results in the full fine scale
problem being scaled as (2.6).

Remark 3.3. The methodology described in this paper is not limited by the peri-
odicity assumptions and can be applied on general representative elementary volumes
with different boundary conditions, such as zero Dirichlet on top-bottom and Neu-
mann on left-right. For the latter case on general geometries the proofs cannot be
conducted and hence it is not described in more detail. The interested reader may
find a discussion about effects of boundary conditions for similar upscaling problems
in, e.g., [17].

3.2.4. Computation of coarse scale flux. The coarse flux density is computed
by integrating the horizontal component of the velocity in the fine scale problem from
top to bottom and dividing it by the cell size ε. Incompressibility of the fine scale

1For general geometry different possible boundary conditions are described in Remark 3.3.
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problem allows us to perform this procedure in any cross section of the fine scale cell
problem.

Remark 3.4. It is important to note that in practice, to save computational
effort, one can perform computations in the call-by-need manner, meaning that for a
given geometry we store previous computations and reuse these result in future. For
the linear problem with periodic media this means that the total computational effort
on the fine scale would be solving only one local problem, which is equivalent to the
effort spent in traditional upscaling methods.

3.2.5. Summary of the algorithm. The algorithm to solve for the coarse scale
pressure and fluxes can be summarized as follows.

1. Start with a guess of the coarse pressure in all cells.
2. Estimate the flux over the coarse edges from the pressure drop over the edge.

If a flux for a similar pressure drop and grain structure is available from a
previous calculation, use this. If not, invoke the fine scale solver.

3. Compute the residual from the new fluxes equal to the difference between
sources and total outflow in each coarse cell. If this is sufficiently small, the
solution is found. If not, update the coarse pressure by an iterative method
based on the residual and go to point 1 (in our implementation for simplicity
we use a Newton-type method that converges in a few iterations for flow
regimes we have tested the method on).

3.3. Location of quadrature points. The method described in section 3.2 is a
straightforward generalization of the control volume finite element method (CVFEM)
to the HMM framework. The straightforward quadrature approximation introduced
in the description of the method in section 3.2.2 can be formally expressed as

(3.5) �FFE
q (�xln, pl, pn) = �F

(
pl − pn
|Zln| , �xln

)
= �F (∇pH(�xln), �xln) ,

where index q stands for quadrature approximation and FE indicates it mimics
CVFEM behavior; pn−pl

|Zln| is a finite element (FE) approximation to the gradient par-

allel component and pH is a notation for the finite element approximation of the
pressure.

However, for media with high permeability contrasts that are roughly resolved by
the control volumes (see Figure 4), CVFEM gives a poor approximation of the pressure
drop, and thus the flux. The reason is that a linear pressure interpolation between
cell centers cannot capture the discontinuity in the pressure gradient associated with
the jump in the permeability. Therefore, the flux computed by the CVFEM-based
HMM method will be highly dependent on the location of the quadrature point; see
Figure 4(a).

A control volume method commonly used to simulate porous media flow is the
so-called two point flux approximation (TPFA) that is derived as a mass conservative
finite difference method. In TPFA an auxiliary pressure is introduced at the interface
between the control volumes, and using this TPFA will correctly compute an interface
transmissivity equal to the harmonic mean. Thus for heterogeneous media, it is of
interest to consider control volume HMM based on TPFA. To do so an auxiliary
pressure variable is introduced at a point �xln on the interface between two control
volumes; see Figure 4(b). This splits the local problem between point �xl and �xn into
two. We again assume pressure varies linearly between each two neighboring points
and hence perform the same interpolation as in section 3.2 on both sides from �xln; see
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a.

b.

Fig. 4. Handling of discontinuity roughly resolved by coarse grid by methods utilizing two types
of quadrature approximation: CVFEM style (a) and TPFA style (b).

Figure 3. After integrating the results from the auxiliary problems, pln is eliminated.
As the problem is local the continuity equation implies that the flux between the two
cells will be the same in all cross sections along Zln. This means that for the linear
problem the permeability computed in such a way will be equal to the harmonic mean
and hence this choice of quadrature will mimic the TPFA. This can be more formally
written in a way similar to (3.5),
(3.6)

FTPFA
q‖ (�xln, pl, pn) =

(
|�xln − �xl|
|Zln|

[
F‖

(
∇pH(�xln),

�xln + �xl
2

)]−1

+
|�xln − �xn|

|Zln|
[
F‖

(
∇pH(�xln),

�xln + �xn
2

)]−1
)−1

,

where ‖ indicates that this is a component parallel to the flow and the right-hand side
is the harmonic mean.

The TPFA-based approximation also introduced earlier in [8] differs significantly
from older publications that consider control volume multiscale methods and only
use a one point approximation, such as [6]. The error introduced by using different
quadrature approximations is estimated in Remark 5.12. The practical applicability of
choices of quadrature points is considered in the numerical experiments in section 7.2.

4. Assumptions. In this paper we will limit ourselves to 2D problems. More-
over, in order to carry out proofs in this paper some assumptions to both the coarse
and the fine problem should be introduced.

4.1. Fine scale assumptions.
1. On the fine scale it is assumed that porous geometry is known and periodic

with period ε within large subdomains.
2. The pore structure is assumed to be aligned with the coarse grid, in the sense

that flow normal to the coarse edges is only driven by the corresponding
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normal component of the coarse pressure gradient. For Darcy’s law this
means that the permeability tensor K in (2.5) is diagonal in the coordinate
system of the grid (for Cartesian grids).

3. Furthermore we introduce some simplifications to (2.1b):

• There are no volumetric forces; �f = �0.
• The velocities are small so that the nonlinear term �vε ·∇�vε is negligible.
In most of the paper we assume it is exactly zero.

Remark 4.1. The simplifications concerning (2.1b) introduced in assumption 3
will be used in proofs in section 5. Section 6, however will weaken them and present the
sketches of the proofs for weakly nonlinear fine scale problem and discuss applicability
of the framework to fully nonlinear flow.

4.2. Coarse scale assumptions. The convergence proof for the coarse pressure
assumes that the solution p lies in the space

(4.1) p ∈ H(2)
0 (Ω) ≡ H1

0(Ω) ∩H2(Ω),

where Ω is the coarse domain of the problem. According to Cai, Mandel, and Mc-
Cormick [12] sufficient requirements on the problem to possess property (4.1) are

1. the components of permeability tensor Kii are continuous;
2. the source term f ∈ L2(Ω);
3. the domain Ω is convex.

Requirement 1 relies on the fine scale. In order to fulfill it we define the the flux
function F (∇p, �x) described in (2.4) to be a solution to the fine scale problem on a
square domain βε around �x defined as

(4.2) βε =
[
�x1 − ε

2
, �x1 +

ε

2

]
×
[
�x2 − ε

2
, �x2 +

ε

2

]
.

Perturbations in �x on a scale much smaller than ε will result in small perturbations
of the local fine scale domain configuration and hence the solution, that for the linear
case means continuous permeability.

Further on in the paper we will need a slightly different definition of local fine
scale domain.

Definition 4.2. The fine cell domain β is the fluid part of βε defined by (4.2)
scaled to the unit square.

5. An a priori error estimate. In this subsection we will estimate the H1

norm of the difference in pressure between the HMM solution and the real solution.
We start by explaining the error contributors and later prove the estimate for each of
them separately.

By repeated application of the triangle inequality, the difference between the true
averaged solution p and the fully discrete coarse solution obtained from HMM, pH,h

MS ,
can be expressed as in [5],∥∥∥p0 − pH,h

MS

∥∥∥
H1

≤
∥∥∥p0 − p0,0MS

∥∥∥
H1

(5.1)

+
∥∥∥p0,0MS − p0,hMS

∥∥∥
H1

(5.2)

+
∥∥∥p0,hMS − pH,h

MS

∥∥∥
H1

(5.3)

≤ C

(
η +

(
h

ε

)α

+H

)
.(5.4)
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The auxiliary terms in (5.1)–(5.3) have the following meaning:
• p0: The exact solution of the homogenized problem when ε→ 0;
• p0,0MS : The solution by the multiscale method when both scales are solved
exactly;

• p0,hMS : The solution by the multiscale method when the coarse scale is solved
exactly, but the fine scale is solved on the h-size grid;

• pH,h
MS : The solution by the fully discrete multiscale method (with H and h

grids).
With this in mind we identify the terms in (5.1)–(5.3) in the following way.

(5.1) Modeling error. The error from substituting the correct cell problem with an
approximate one.

(5.2) Propagation of fine scale error. The error due to solving cell problem numer-
ically on a grid with cell sizes h/ε.

(5.3) Coarse scale error. The error due to solving the coarse problem numerically
on a grid with cell size H and using quadrature approximation for the flux
term.

Remark 5.1 (nonlinear modeling error Cη). In (5.4) the modeling error (5.1) is
estimated to be proportional to η which is a measure of nonlinearity, that is a more
general statement than is proven in this section. In this section the fine scale problem
is assumed to be linear and hence η = 0. This is proven in Theorem 5.6.

For a weakly nonlinear flow, η describes the deviation of the flux from linear (6.1).
More general estimates, for the case when η > 0, are discussed in section 6.1.

Remark 5.2 (different ways of treating the propagation of fine scale error). In
most previous works, in which analysis of HMMs is carried out (e.g., [4, 5]), the split-
ting into error terms was done differently. Namely, in the chain of triangle inequalities
the fine scale discretization error was introduced after the coarse scale error. In the
analysis phase this leads to analyzing ‖pH,0

MS − pH,h
MS‖H1 rather than ‖p0,0MS − p0,hMS‖H1

in our case. While both approaches are valid the one used in this paper allows proofs
to be carried out in a continuous setting that can be more convenient, for example,
for nonlinearly driven problems.

Equation (5.4) is the summary of the error terms following the estimates formu-
lated in the rest of the section as theorems.

5.1. Modeling error. In this subsection we prove that for linear problem on
the fine scale, our HMM represents a method of numerical upscaling consistent with
homogenization solutions. The proof is split into several lemmas and it is summarized
in Theorem 5.6.

5.1.1. Equivalence on the fine scale. We start by proving the equivalence of
cell problem formulations in our multiscale method and in homogenization

Lemma 5.3. The velocity solution �u of the homogenization cell problem given by
(2.7c) is equivalent to the solution of the fine scale problem in the HMM (3.4) with
the following scaling

(5.5) �ui =
μ

δp1
�vi,

where δp1 is defined as pressure drop between the boundary conditions (3.4c), (3.4d)
δp1 = p̃n − p̃l.

Proof. The weak formulation of (2.7c) can be written in a weak form [33, Chap-
ter 9].
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Problem 5.4. Find �u ∈ H1
per,div0 such that for all �w ∈ H1

per,div0

(5.6)

∫
β

∇�ui : ∇�w =

∫
β

�f · �w,

where for the considered case the force �f = �ei. Index div0 means that it is a subspace
of divergence free functions.

The formulation (5.6) gives the unique solution for velocity �ui for (2.7c). The
absence of pressure in (5.6) implies that the pressure is an auxiliary variable in the
Stokes equations and does not influence �ui.

If �f = ∇ψ is a potential vector field then (5.6) can be further rewritten, using
the properties of �w,

(5.7)

∫
β

∇�ui : ∇�w =

∫
β

∇ψ · �w =

∫
∂β

ψ�n · �w −
∫
β

ψ∇ · �w =

∫
∂β

ψ�n · �w,

that also implies that ψ can be replaced by any other function that has the same
values on the boundary.

A potential corresponding to the force in our case is ψ = xi + c, where xi is the
ith coordinate and c is an arbitrary constant. To achieve our goal we choose c such
that ψ = p̃l/δp1 on ∂βl implying the right boundary condition ψ = p̃l/δp1 + 1 on
∂Dl. The boundary conditions on the remaining sides of the domain can be set to
ψ = xi + c or even simply forced to be periodic since it will not change the behavior
of the right-hand side integral in (5.7).

After those modifications the differences between HMM fine scale problem and
homogenization cell problem are the viscosity factor μ in front of �vε and the factor in
the boundary conditions δp1. Due to linearity the two solutions are equivalent with
the scaling given by (5.5).

5.1.2. Equivalence in data estimation. Second, we should prove that for
the linear case the data estimation operator �F (�x,∇p) is equivalent to the averaging
done in homogenization to compute the flux density in (2.7a) and (2.7b). By the
assumptions in section 4.1 the flow is driven only by a difference in the pressure and
hence in (2.7a) �f = 0.

We start by proving an auxiliary lemma interpreting equation (2.7b).
Lemma 5.5. The integration in (2.7b) to compute Kii is equivalent to integration

of the ith velocity component across the cell perpendicular to �ei,

(5.8) Kii =

∫
β

∇�ui : ∇�uidx =

∫
βi(xi)

�ui · �nids,

where βi(xi) is a plane perpendicular to �ei at point with coordinate xi.
Proof. Choosing the test function in Problem (5.4) as �ui gives a simplified ex-

pression for Kii,

Kii =

∫
β

∇�ui : ∇�uidx =

∫
β

�ei · �uidx.(5.9)

Periodic boundary conditions provide mass conservation along ei meaning that the
integral flux in the direction of ei over each perpendicular cross section is constant
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with respect to the normal spatial direction. Thus∫
β

�ei · �uidx =

∫ 1

0

∫
βi(x0

i )

�ui(xi) · �nidsdxi

=

∫ 1

0

1dxi

∫
βi(xi)

�ui(xi) · �nids =

∫
βi(xi)

�ui(xi) · �nids

that is by (5.9) the coefficient Kii, concluding the lemma.
The equivalence in data estimation is summarized in the following theorem.
Theorem 5.6. The homogenized solution is equivalent to the HMM problem when

both the fine scale problem and the coarse scale problem are solved exactly and hence

(5.10)
∥∥∥p0 − p0,0MS

∥∥∥
H1

= 0.

Proof. To show the equivalence let us compare the data estimation expressions
obtained by the HMM and homogenization.

The expression for the parallel component of the flux density �v in the HMM as it
is described in section 3.2.4 takes the form

�vHMM
i =

1

ε

∫
βi

�vεi · �ni =
δp1
με

∫
βi

�ui · �ni = − ε

με

∂p

∂xi

∫
βi

�ui · �ni

= −Kii

μ

∂p

∂xi
− Kij

μ

∂p

∂xj
= �vHom

i .(5.11)

To carry out the chain of inequalities to achieve (5.11) we have used (5.5) from Lemma
5.3, the definition from (3.4d), the assumption that permeability is aligned with the
grid, and the homogenized equation (2.7a).

The equality in (5.11) implies that for the linear case the HMM solved exactly
coincides with the homogenization solution, meaning that the solutions are also the
same and hence proving (5.10).

5.2. Propagation of the fine scale error. The fine scale error (5.2) in our
approximation is the combination of two multiplicative parts:

• the actual error induced by the approximate solution of the fine scale equa-
tions by a numerical method;

• the propagation of this error to the coarse solution.
We will consider here these two building blocks.

5.2.1. Fine scale error from finite element solution of the Stokes prob-
lem. The analysis of Taylor–Hood elements (see [24, Chapter II, 4.2] or [35]) gives
the following estimate of the fine scale error,

(5.12) ‖�vεi0 − �vεih‖L2(β) ≤ Ci

(
h

ε

)α

,

where �vεi0 is exact solution to the Stokes problem and �vεih is a numerical solution with
Taylor–Hood elements on a grid with size h/ε. We note that the size h/ε is relative to
the coarse grid, in the actual simulation the cell problem is scaled to the unit square
and, hence, the estimate is of order h instead.

In (5.12) α depends on the fine cell geometry, i.e., the largest internal angles
1 ≤ α ≤ 2, where α = 2 on convex domains and decreases with increase of internal
angles over π [35]. For the cases of interest in this paper, where the grains are assumed
to be polygons which are close to discs and hence have angles ϕ � π, the parameter
α is close to 2.



98 Included papers

348 S. ALYAEV, E. KEILEGAVLEN, AND J. M. NORDBOTTEN

5.2.2. Propagation of the fine scale error. The approximation of the fine
scale velocity from (5.12) is integrated as it is described in section 5.1 to form the
parameter field of the coarse scale problem. From (5.12) together with (5.9) and the
Sobolev embedding theorem it follows that at each point in space

|Kii −Kh
ii| ≤

∣∣∣∣�ei ·
∫
β

(�vεi0 − �vεih) dx

∣∣∣∣ ≤ ‖�vεi0 − �vεih‖L1(β)
≤ Ci

(
h

ε

)α

.

Taking the 2-norm of the matrix K we end up with

(5.13) max
Ω

‖K −Kh‖2 ≤ C

(
h

ε

)α

.

Prior to proving the theorem providing the estimate let us introduce an important
lemma that shows how the perturbation in data influences the error in the solution
to an elliptic PDE in the weak form. Up till now we have been using a formulation
of the PDE in the integral conservation form (Problem 3.1). However, for simplicity
of proofs, it is more convenient to use the weak formulation of our problem, since the
two formulations are equivalent when f ∈ L2.

Lemma 5.7. Consider a PDE in the weak form

(5.14) aκ(p, v) ≡
∫
Ω

κ∇p · ∇vdx =

∫
Ω

fvdx.

Given two continuous parameter sets for the problem κ = A and κ = Ã, such that
both lead to an elliptic problem with the ellipticity constant γ,

(5.15) aκ(v, v) ≥ γ ‖v‖2H1(Ω) .

If these parameter sets further satisfy

(5.16) max
Ω

‖A− Ã‖2 ≤ λ

then the corresponding solutions p and p̃ can be bounded in the sense

(5.17) ‖p− p̃‖H1 ≤ Cλ ‖∇p̃‖L2
,

where C is independent of A and Ã.
The proof of the lemma follows from [21, Lemma 1.8] The result of the lemma

can be interpreted as the following.
Corollary 5.8. If two problems of the form (5.14) with the restrictions (5.15)

have solutions bounded in H1 norm

(5.18) p, p̃ ∈ H1

and the parameter fields are lying close in the sense of (5.16), then the solutions of
those problems are close in the H1 norm

(5.19) ‖p− p̃‖H1 ≤ Cλ.

Proof. The result follows from Lemma 5.7 by using the boundedness assumption
(5.17).
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The following theorem gives the error estimate due to propagation of the fine
scale error to the coarse scale.

Theorem 5.9. The propagation of the fine scale error onto the coarse scale is
bounded as

(5.20)
∥∥∥p0,0MS − p0,hMS

∥∥∥
H1

≤ C

(
h

ε

)α

.

Proof. Since both p0,0MS and p0,0MS are solutions to continuous problems the proof
can be carried out in the set up of the weak formulation. Moreover the solutions are
in H1 by assumptions of the paper (see section 4.2). Applying Corollary 5.8 with
λ = C(hε )

α gives the result of the theorem.

5.3. Coarse scale error from finite volume approximation. In order to
prove the estimate on the coarse scale we will follow the proof in [12], and introduce
the quadrature approximation whenever needed. For convenience of notation let us
omit unused indexes

(5.21) pξ,hMS ≡ pξ;

let us also introduce the notation for the equation coefficient to replace the fraction

(5.22) Aξ =
Kξ

μ
.

Since the flow is assumed to be linear, the flux achieved from the fine scale com-
putation will correspond to the Darcy relation (2.5) with an appropriate permeability
field as is shown in section 5.1, and the solution approaches of the method on the two
scales decouples. Moreover, this permeability and hence the parameter field A are
essentially smooth.

The CVFEM is defined as follows [12].
Problem 5.10. Find p̃H ∈ SH

0 (the space of piecewise-linear finite elements),
such that for all grid cells τH the equality below is satisfied:

(5.23) −
∫
∂τH

(A∇p̃H) · �nds =
∫
τH

fdx,

where A is a continuous parameter field on the coarse scale. In other words, p̃H is a
finite element solution to the problem where no quadrature is introduced.

Let us also define a linear operator B : SH
0 + H(2)

0 → Rn associated with the
left-hand side of the equation above:

bln(v) = −
∫
γln

(A∇v) · �nlnds,(5.24)

Bv =

(∑
n∈ωl

blnv

)
l∈I

=

(
−
∫
∂τl

(A∇v) · �nds
)

l∈I

,(5.25)

where γln is the boundary between control volumes around l and n (see Figure 2),
ωl is the set of vertices adjacent to l, and I is the index set for all vertices in the
finite element space. We will also consider the continuous problem analogous to
Problem 3.1,

(5.26) −
∫
∂V

(A∇p0) · �nds =
∫
V

fdx,

where V is any Lipshitz subdomain of Ω.
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Finally, we will consider the discrete problem

(5.27) −
∫
∂τH

(AH∇pH) · �nds =
∫
τH

fdx,

where AH is chosen, such that the quadrature rule is satisfied,

(5.28) Fq‖(∇qH)
∣∣
ln

=

∫
γln

(AH∇qH) · �nds,

where Fq‖(∇qH) is the discrete approximation to the flux function made by our mul-
tiscale method and qH ∈ SH

0 . We choose AH to be a sufficiently smooth function that
satisfies (5.28). If we want it to be continuous it can be chosen from the second order
polynomials on the edges and interpolated appropriately inside the domain.

Lemma 5.11. There exists an AH sufficiently smooth and strictly positive definite
such that (5.28) is satisfied, which is sufficiently close to the given A

(5.29) max
x∈Ω

∥∥AH −A
∥∥
2
≤ CH.

Proof. We give an algorithm to construct such an AH . First let us define a
quadrature value of A on every edge that we denote by Aq,

(5.30) |γln|�nln ·Aln
q �ek = �Fq‖(�ek)

∣∣∣
ln
,

where unit vector �ek replaces the pressure gradient and superscript ln indicates the
edge between control volume l and n in the grid. From here we follow three steps to
construct AH on entities of the grid.

1. On the vertices of the control volume grid we set

AH(x) = min
∀i1i2,x∈γi1i2

(
Ai1i2

q

)
.

2. On the edges of the control volume grid AH is approximated by a polynomial
that satisfies step 1 and respects the quadrature rule (5.28) in terms of (5.30),

(5.31)

∫
γln

�n ·AH�ekds = |γln|�nln · Aq�ek = �Fq‖(�ek)
∣∣∣
ln
.

3. Elsewhere AH is interpolated smoothly, e.g., by a harmonic function respect-
ing steps 1 and 2.

The minima of AH defined by the steps above are guaranteed to be located in the
vertices of the control volume grid and the positive definiteness of KH is guaranteed
by positive definiteness of Aq that follows from properties of fine scale.

Due to continuity, the derivative is bounded and hence AH approximates Aq that
is extended to a piecewise constant around quadrature points as

(5.32) max
∥∥Aq −AH

∥∥
2
≤ CH

by construction. For the quadrature choices of this paper, a piecewise constant ap-
proximation of Aq also gives max ‖A−Aq‖2 ≤ CH (see Remark 5.12 below), hence
proving the lemma.

Remark 5.12 (specific choices of quadrature rules). If the permeability function
A is in W 1∞ or, in other words, has its derivative’s variation limited in the weak sense
then for a finite volume approximation given by (3.5) we have

(5.33)
∥∥A−AFE

q

∥∥
2
≤ CH,

since Aq along the edge is equal to its value in the midpoint.
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For the case of TPFA for which it is expressed in terms of the harmonic mean
(3.6) the result is obtained by use of the triangle inequality once more. In the worst
scenario

∥∥A−ATPFA
q

∥∥
2
≤ CH +max(‖A(�xln)−A(�xl)‖2 , ‖A(�xln)−A(�xn)‖2) ≤ 2CH.

(5.34)

The latter result (5.34) gives the same asymptotic rate as (5.33), but has a worse
constant. It should be noted that in applications, the assumption on continuity of the
permeability is too strong; in practice material discontinuities that are approximately
resolved by the coarse grid are as common. In such cases the TPFA quadrature
produces more accurate results as illustrated by a numerical example in section 7.2.

With results for the quadrature approximation at hand we can proceed to es-
timating the norm of the coarse scale error. We construct finite elements for our
CVFEM as triangles with degrees of freedom corresponding to potential lying on the
mesh corners as was discussed in section 3.2.1. For the case when the control volumes
are rectangles the triangles would be right angled and there will be no flow along the
hypotenuse due to orthogonality (the length of the dual grid’s side is equal to 0; see
Figure 2).

We want to estimate the error in the discrete seminorm

(5.35) |p|1,Ω̄H =

√√√√∑
l,n

(p(xl)− p(xn))2
|γln|
|Zln| ,

where γln and Zln are illustrated on Figure 2.
The goal is to achieve a bound for the error between the correct solution of the

problem p0 and the CVFE solution on the H-sized grid using quadrature integration
pH . Using the triangle inequality a norm of the error can be split,

(5.36)
∥∥p0 − pH

∥∥
H1 ≤ ∥∥p0 − p̃H

∥∥
H1 +

∥∥p̃H − pH
∥∥
H1 ,

where
∥∥p0 − p̃H

∥∥
H1 is the error due to the finite element approximation and∥∥p̃H − pH

∥∥
H1 is the error due to the quadrature approximation of A by AH . In

the paper by Cai, Mandel, and McCormick [12] the estimate for the first term is given
in the sense of the seminorm from (5.35) in Theorem 1 from [12]:

(5.37)
∣∣p0 − p̃H

∣∣
1,Ω̄H ≤ CH.

We need to estimate the second term |p̃H − pH |1,Ω̄H . The estimate is proved in the
following lemma.

Lemma 5.13. The seminorm due to quadrature approximation on the coarse scale
is limited by the coarse grid resolution H,

(5.38) |eq|1,Ω̄H ≡ ∣∣p̃H − pH
∣∣
1,Ω̄H ≤ CH.

Proof. In [12] it is proved that under our assumptions on the permeability tensor
(orientation along the grid and continuity/smoothness) the operator B is uniformly
elliptic on our finite element function space SH

0 ; see Lemma 2 in [12], or formally

(5.39)
∑
l∈I

v(xl)(Bv)l ≥ γ |v|21,Ω̃H
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for all v in SH
0 . Let us use this inequality to do the following estimate,

γ
∣∣p̃H − pH

∣∣2
1,Ω̄H ≤

∑
l∈I

eq(xl)(Be
q)l(5.40)

= −
∑
l∈I

eq(xl)

∫
∂τl

(A∇p̃H −A∇pH) · �nlds

= −
∑
l∈I

eq(xl)

(∫
∂τl

((AH −A)∇pH) · �nlds

)
,(5.41)

where we have combined (5.23) and (5.27) for all control volumes in the grid. By
the properties of quadrature derived in Lemma 5.11 we have a bound of the form
(5.29) for the difference between the correct and approximate permeability. Using the
inequality (5.29) and the Cauchy–Schwarz inequality leads to

−
∑
l∈I

eq(xl)

(∫
∂τl

((AH −A)∇pH) · �nlds

)

≤ −CH
∑
l∈I

eq(xl)

∫
∂τl

(∇pH) · �nlds

= CH
∑
l∈I

eq(xl)
∑
n∈ωl

∫
γln

(∇pH) · �nlds

= CH
∑

{l,n}∈ω

(eq(xn)− eq(xl))

∫
γln

(∇pH) · �nlds

≤ CH |eq|1,Ω̄H

⎛
⎝ ∑

{l,n}∈ω

(∫
γln

(∇pH) · �nlds

)2 |Zln|
|γln|

⎞
⎠

1
2

.

Division by |eq| results in the inequality

(5.42) |eq|1,Ω̄H ≤ CH

⎡
⎣ ∑
{l,n}∈ω

(∫
γln

(∇pH) · �nlds

)2 |Zln|
|γln|

⎤
⎦

1
2

.

We need to ensure that the expression in the brackets in (5.42) is bounded. Since the
properties of AH from Lemma 5.11 are no worse than the properties of the original
A we can formulate a continuous problem similar to (3.1) replacing A by AH in the
data estimation function

(5.43) −
∫
∂τ

(AH∇σH) · �nds =
∫
τ

fdx,

and σH will be the unique solution to the problem. Moreover functions pHδx (for which
data estimation is fixed to H but the grid is further refined to δx and pHH ≡ pH by
our definition) will converge to this solution σH with refinement of δx,

(5.44) pHδx → σH as δx→ 0

as proven in [12, Theorem 1].
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The exact solution to the approximate problem, σH , lies in the same space as pH

as its parameter field is no worse, meaning that it converges to p with refinements as
AH goes to A by Lemma 5.7:

(5.45) σH → p.

From (5.44) and (5.45) we conclude that pH converges to p which means that it
is also bounded in H1 norm; and hence the right-hand side in (5.42) is bounded by
CH , proving (5.38).

Corollary 5.14. The full coarse error is limited in the seminorm,

(5.46) |ec|1,Ω̄H ≡ ∣∣p0 − pH
∣∣
1,Ω̄H ≤ CH.

Proof. The result follows directly from the theorem above and Theorem 1 from
[12].

To bring the results back to the norms we started out with, i.e., H1, we first use
interpolation from finite element space of piecewise constants for fluxes. Applying our
assumption that there is no flow in the direction tangent to control volume boundaries
for piecewise linear pressures we get

‖∇v‖2L2
=

∫
Ω

(∇v)2dx

=
∑
l,n∈ω

∫
γln

(∇v)2dx

=
∑
l,n∈ω

1

2
|γln||Zln|

[(
v(xn)− v(xl)

|Zln|
)2

+

(
v(xγln1)− v(xγln2)

|γln|
)2
]

=
∑
l,n∈ω

1

2

|γln|
|Zln| (v(xn)− v(xl))

2
;

the sizes |Zln| and |γln| and points xl and xn are depicted on Figure 2, xγln1 and
xγln2 are the endpoints of γln, ω is the set of FE edges defining neighboring degrees of
freedom. This expression is half of the square of our discrete norm introduced in (5.35).
Since the solution to the continuous problem has continuous flux the integration in
the derivation above is not exact and by the mean value theorem gives a value in some
point in-between xl and xn so finally we have

‖∇v‖L2
≤
√√√√∑

l,n∈ω

1

2
|γln||Zln|

(
[v(xn)− v(xl)] + CH |Zln|

|Zln|
)2

≤
√√√√∑

l,n∈ω

1

2
|γln||Zln|

(
[v(xn)− v(xl)] + CH2

|Zln|
)2

≤
√√√√∑

l,n∈ω

1

2

|γln|
|Zln|

[
(v(xn)− v(xl))

2
+ CH4

]

≤ C|v|1,Ω̄H + CH.

The second part is to go the H1 norm from the seminorm which can be accom-
plished whenever we have a finite domain with zero Dirichlet boundary condition on
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a part of the boundary using Friedrich’s inequality (see, e.g., [9, page 30])

(5.47)
∥∥p0 − pH

∥∥
H1 ≤ C

∣∣p0 − pH
∣∣
L2

≤ C|p0 − pH |1,Ω̄H + CH ≤ CH

by corollary 5.14 and the derivation above. This fact can be written as a theorem.
Theorem 5.15. The coarse scale error is limited

(5.48)
∥∥∥p0,hMS − pH,h

MS

∥∥∥
H1

≤ CH.

6. Remarks on estimates for nonlinear flows. Due to the overall ellipticity
of the problem, the results obtained in section 5 can be extended to weakly nonlinear
flow in the sense where nonlinear terms are sufficiently small compared to the linear
terms. In this regime, the resulting analysis retains the same structure, but becomes
more involved as the propagation of fine-scale nonlinearities to the coarse scale needs
careful attention. Since no new mathematical ideas are required, we choose to not
present the rigorous proof, but only comment on the main aspects in section 6.1.

For nonlinear Navier–Stokes flow on the fine scale it is possible to show consis-
tency of our method with the rigorously derived Dupuit–Forchheimer–Ergun law (see,
e.g., [26, section 3.2.2]) which we show in section 6.2. However the error analysis for
the multiscale discretization in the case of fully nonlinear flow is out of the scope of
this paper, as it requires analysis for nonlinear control volume methods on the coarse
scale.

6.1. Remark on an estimate for weakly nonlinear flows. We refer to
weakly nonlinear problems in the sense that

• the solution on the fine scale is bounded by

(6.1)

∣∣∣∣ μδp1�vεi − �ui

∣∣∣∣ ≤ η

replacing (5.5) in the context of Lemma 5.3;
• the resulting problem maintains ellipticity properties as given in (5.39) and
(5.15):

B̃v =

(
−
∫
∂τl

�F (∇v) · �nlds

)
i∈I

,(6.2)

∑
l∈I

v(xl)(B̃v)l ≥ γ |v|21,Ω̃H .(6.3)

The nonlinearity constant η will influence the constant C in (5.4) and make the
modeling error term in it (5.1) nonzero.

6.1.1. Changes in the proofs from section 5. Because of the ellipticity as-
sumption (5.39) the structure used for estimates (5.2), (5.3) (Lemmas 5.13 and 5.7)
will still be applicable. However, the proofs for several lemmas will be more technical,
as linearizations must be introduced in several places.

As a representative example, in Lemma 5.13 in (5.40) before doing a linear split-
ting, the expression must be linearized to account for (6.1). This results in an addi-
tional factor of (1 + η) in the right-hand side of (5.46). However, as we assume η to
be small, the factor can be treated as part of the constant C.
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6.1.2. The modeling error for the case of weak nonlinearity. The devia-
tion η due to nonlinearity introduced in (6.1) results in the following nonzero estimate
for the modeling error,

(6.4)
∥∥∥p0 − p0,0MS

∥∥∥
H1

≤ Cη.

Here we summarize how it is derived.
The changes in the modeling error are caused by replacing Lemma 5.3 by assump-

tion (6.1). The consequence is that in Theorem 5.6 using the nonlinearity bound in
(5.11) will result in

(6.5) max|�vHom
i − �vHMM

i | ≤ Cη

replacing (6.1). This implies that in the worst case, if we linearize the problem in the
HMM, the difference in data will be of order η and hence by the lemma analogous to
5.7 from the appendix the estimate for the modeling error takes the form of (6.4).

Remark 6.1. Even though for the nonlinear problem the estimate (6.4) becomes
weaker than (5.1), it is important to remember that our benchmark solution obtained
by homogenization is an approximation when ε → 0. For problems with finite ε,
the nonlinear behavior may be better captured by the HMM approach than by the
homogenized solution.

6.2. Consistency with Dupuit–Forchheimer–Ergun law of fully non-
linear flow. In this section we highlight an additional result of our analysis with
respect to fully nonlinear flow. In particular, the consistency of the method in terms
of the homogenization result stated in Theorem 2.1 carries over to the homogenization
result stated in Theorem 2.2. We directly infer that the method presented herein is
consistent with the Dupuit–Forchheimer–Ergun law.

Here, refer back to the key components of the method and the homogenization
result, recalling that the consistency of the method is preserved.

1. The only coarse scale equation in the system (2.8) (where fine scale is not
present) is (2.8c). Coarse scale conservation for control volumes (3.1) is ba-

sically its conservative form with �F = �v.
2. As is shown in section 5.1.1 the pressure boundary conditions for our fine scale

local problem are equivalent to imposing a pressure gradient as in (2.8a).
3. The fine scale part of DFE law ((2.8a) and (2.8b)) coincides with our fine

scale cell problem (3.4).

4. Our data estimation operator �F coincides with integration of flow over the
fine scale domain given by (2.8f) as is shown in section 5.1.2.

The verification steps provided above are not sufficient to prove convergence for
fully nonlinear case. While the full analysis of convergence for the fully nonlinear case
is out of scope of this paper, we provide a numerical verification of convergence in
section 7.3.

7. Numerical examples. In this section we present numerical examples that
validate the properties of the CVHMMs discussed in this paper. In sections 7.1 and
7.2 we first emphasize the novelties presented in the paper, namely, the error estimate
and different quadrature approximations. Thereafter we provide examples that illus-
trate capabilities of the method for cases where the theory was not fully developed.
We extend theoretical results further in section 7.3 by an example illustrating con-
vergence of the nonlinear solution to itself, supporting the consistency of the method
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for nonlinear flows as discussed in section 6.2. After that, in section 7.4 we present
a typical configuration of a heterogeneous domain for which nonlinear flows arise in
applications. In the final example given in section 7.5, we explore how the presented
method could be applied to nonsymmetric porous structures that lead to an effec-
tive anisotropic permeability field with nonzero off-diagonal components. In this last
example the consistency of the coarse discretization is broken.

7.1. Comparison of error contributions. This numerical example verifies
the rates of convergence proven in the error estimate (5.4). As this paper focuses
mainly on the linear regime the results presented in this example only consider Stokes
flow. For this case the theory in section 5 indicates the dependency of the error on
the coarse and the fine scale grid resolutions (H and h) resulting from Theorems 5.15
and 5.9.

For our test we choose a simple problem on the unit square domain with zero
Dirichlet boundary conditions and a forcing function with discontinuity, namely,

(7.1) f =

⎧⎪⎨
⎪⎩

π2 sin(πx) sin(πy), 0 ≤ x ≤ 1

2
, 0 ≤ y ≤ 1,

4 sin(πy) +
1

2
(−4x2 + 4x) sin(πy)π2,

1

2
≤ x ≤ 1, 0 ≤ y ≤ 1.

The pore structure is chosen to be homogeneous and isotropic; it is formed by circular
grains with relative radius 0.4 forming a square arrangement. In the multiscale method
the grains are approximated by polygons as on Figures 1(a)–(b).

We aim to compare our method to an analytical solution for the problem. As
we are not aware of analytical solutions to the Stokes problem on this pore geome-
try, we use data estimation aap = −F‖(1) produced by our method on a very fine
grid as a reference. With this approximation the problem will have a semianalytical
homogenization solution of the form

(7.2)

⎧⎪⎨
⎪⎩

1

2aap
sin(πx) sin(πy), 0 ≤ x ≤ 1

2
, 0 ≤ y ≤ 1,

1

2aap
(−4x2 + 4x) sin(πy),

1

2
≤ x ≤ 1, 0 ≤ y ≤ 1.

The discrete L2 norms and H1 seminorms of error between the solution provided
by the method and semianalytical solution (7.2) are plotted on Figure 5. The coarse
unit square domain is initially a discretized regular grid with H = 0.25 and the fine
scale cell problem has an unstructured triangulation as shown on Figure 1(b); h and
H refinements are then performed uniformly on both scales. We first take a look at
convergence rates. The rates of convergence proven in section 5 all concern the H1

norm.
Figure 5(c) indicate that the numerical solution converges in the H1 norm with

rate H2. This rate is higher than the predicted linear convergence in the estimate
(5.4). The observed convergence rate in L2 is also H2 with respect to the coarse
scale refinement. The fact that the convergence rates in both H1 and L2 exceed the
theoretical bound is typical for control volume methods on smooth problems (see,
e.g., [23]).

The error due to propagation of the fine scale error can be studied from Fig-
ures 5(b) and 5(d). The cutoff on the rightmost point of the plots is a result of
approximation of refinements reaching the resolution on which aap is approximated.
The figures indicate that for considered porous media the rate of convergence is ap-
proximately h2. This means that, as was noted in section 5.2.1 for our domain, α ≈ 2.
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a. b.

c. d.

Fig. 5. Discrete error norms for solutions with different levels of refinements plotted against
coarse (a), (c) and fine (b), (d) grid sizes. All refinements are uniform and split the edges in half.

0=p1=p

TPFA 
quadrature 

CVFEM
quadrature

Fig. 6. The structure of the domain with discontinuity with locations of quadrature points.

The rate due to propagation of the fine scale error influences the errors in the H1 and
L2 norms equivalently.

We conclude this example with emphasizing that no matter how fine either of the
resolutions h or H is, the error may be governed by the other scale. The plateau on
the upper plots on Figures 5 gives a good illustration. This fact is also important
for single scale methods for which an effective parameter field is given: no matter
how fine the resolution of the grid is, the real error may likely be dominated by the
determination of the effective parameter.

7.2. Domain with a jump. In this example we address the issue discussed
at the end of Remark 5.12. The industry standard for reservoir simulation is finite
volume methods and the data that are provided by geologists contain grids for which
the material discontinuities are resolved as closely as possible by the finite volume
grid.

In this example we want to compare the two quadrature approximations intro-
duced in section 3.3. As was mentioned in Remark 5.12, although TPFA style quadra-
ture has a worse constant in the proof, it provides qualitative advantages when the
discontinuity is resolved by the grid. To compare the two approaches we introduce
an illustrative example that implements the situation depicted on Figure 4. As it is
shown on Figure 6, the domain is chosen to be a stripe 1×2ε with Dirichlet boundary
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Fig. 7. Relative error in flux compared to a problem with resolved discontinuity.

conditions on left-right and periodic on top-bottom. Exactly in the middle of the
domain a zigzag-shaped discontinuity is located; see Figure 6. The structure to the
left of the discontinuity has a sparser pattern of the grains and hence higher perme-
ability (around a factor of 20 contrast). Although our example is artificial, porous
media with a contact zone between high- and low-permeable regions are common both
in geological settings and in artificial porous media such as fuel cells and sanitation
tissues.

Figure 7 presents the comparison of relative error in flux between the two strate-
gies to choose quadrature on a relatively sparse grid compared to a solution that
resolves the configuration of the quadrature. The domain initially has four degrees
of freedom distributed evenly along the 1× 2ε strip that is doubled with each refine-
ment. The figure illustrates that although CVFEM-style approximation converges
to the solution with the expected rate before having stagnation near the asymptote,
TPFA-type quadrature achieves that asymptotic accuracy already for the coarsest
grid and maintains it. The errors for both methods will fall below the asymptotic
accuracy when the structure of the discontinuity is resolved.

The reason for the poor approximation properties of CVFEM for coarse grids is
that it uses a flux approximation that is close to an arithmetic mean around the dis-
continuity for the given setup and is not stable with respect to perturbations in general
(see Figure 4(a)). This leads to overestimation of the flux for low grid resolutions,
as opposed to TPFA that provides a harmonic mean, hence underestimating slightly
the true behavior. The kink towards zero in the error for CVFEM-type method is
due to change of sign in the approximation. Overestimation for the arithmetic means
changes to underestimation because the cell problem located in the discontinuity re-
gion returns an underestimated value of permeability of about 21% emphasizing again
the sensitivity to the small perturbation of the quadrature point location even for ide-
alized cases as on Figure 6. For flows across discontinuities, the correct effective
property in the limit is the harmonic mean (see, e.g., [2]) that is one of the reasons
for TPFA-type methods becoming standard in reservoir simulation.

This example emphasizes that while the error of CVFEM-style method for a
grid with a resolved discontinuity converges with a theoretically expected rate of H ,
the TPFA-style quadrature resolves the macroscopic discontinuity, and its error is
proportional to “thickness” of discontinuity 2ε.

7.3. Convergence of nonlinear flow to itself. In section 6.2 the consistency
between the proposed CVHMM and nonlinear homogenization was shown. In this
example we provide numerical indication that verifies convergence of the method for
the nonlinear case.

In absence of analytical solutions for Dupuit–Forchheimer–Ergun flows, in this
example we test all solutions against a numerical solution computed on very fine grids
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a. b.

c. d.

Fig. 8. Discrete error norms for nonlinear solutions with different levels of refinements plotted
against coarse (a), (c) and fine (b), (d) grid sizes.

on both scales. The problem setup is analogous to section 7.1. The difference is that
on the fine scale a fully nonlinear cell problem is used with μ = 0.004 (Problem 3.2)
and the starting grid is one level coarser than the grid used for the linear case (see
Figure 1(b)). With these parameters the discrepancy between the solution to the full
nonlinearity coarse scale flux as compared to the linearized flow is up to 20%.

The discrete error norms of solutions to the nonlinear problem compared to a
reference solution on detailed coarse and fine grids is presented on Figure 8. Compar-
ing convergence plots the for nonlinear problem (Figure 8) to those verifying linear
convergence (Figure 5) illustrates that the nonlinear problem converges with the same
rates with respect to both fine and coarse scale refinements. As it was observed in
section 7.1 for the linear case, the errors are of order (hε )

2 and H2, respectively, for
both norms. This gives a good indication of the robustness of the method in the
nonlinear regime for which analytical results are not obtained.

7.4. Features of nonlinear flow in heterogeneous medium. One of the
strong points of our method remains its flexibility with respect to the choice of the
fine scale problem. While the focus of this paper is analysis of convergence of the
CVHMM for the linear case, it is important to point out its applicability outside
convergence theory.

This numerical example shows all the potential of our method and indicates prob-
lems for which nonlinearities play a crucial role. We consider a nonlinear flow problem
(induced by full Problem 3.2 with μ = 0.04) on a heterogeneous domain composed
of regions made out of cells illustrated on Figures 1(b) and 1(c) combined in an al-
tering frame manner as shown on the bottom of Figure 9(a). The part composed
of grid cells of Figure 1(b)-type gives an anisotropic region which is approximately
4 times less permeable than the isotropic region composed of the Figure 1(c)-type
cells. The boundary conditions are no-flow for all outer boundaries of the domain
except for one sink that is represented by the zero Dirichlet boundary condition lo-
cated in the left middle on the side of the low-permeable region. The flow is driven by
the load function that is nonzero in one grid point on the opposing boundary in the
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Fig. 9. Pressure solution to nonlinear problem plotted over the domain schematics (light indi-
cate heterogeneous low-permeable areas) (a), corresponding flow solution (b), and special distribution
of nonlinear effects (c).

high-permeable region, simulating a source well. To handle discontinuities correctly
TPFA-type quadrature is used for sampling.

The pressure and the flow solutions to the described nonlinear problem are de-
picted on Figures 9(a) and 9(b), respectively. As expected most of the flow is driven
along the high-permeable frame part and there are pressure buildups near the source
and the sink. The latter one is larger due to lower permeability.

Another purpose of this example is to identify regions where nonlinearity is most
crucial for a heterogeneous domain. Figure 9 shows the the modulus of difference
between linear and nonlinear solutions in different parts of the domain. It is no
surprise that the nonlinearity is biggest for parts with highest flow velocity; that is,
first of all, point sources and sinks. In the rest of the domain nonlinear effects are
generally larger in high-permeable areas. Moreover there is noticeable focusing effects
on the outer corners of the low-permeable region in the center.

7.5. Application to nonsymmetric porous structures. It is well known
that for general porous structures and, as a result, for general permeability fields two
point methods including the methodology described in the current paper, are not
consistent and therefore converge to the wrong solution (see, e.g., [3]). However, for
the majority of geological applications the anisotropy is aligned with the grid to the
extent that the consistency error is acceptable. Therefore TPFA remains standard in
industrial reservoir simulation (such as the Eclipse software by Schlumberger). TPFA
leads to linear systems that are M-matrices, which in turn guarantees monotonicity
of the fluid potential and a physically reasonable solution. For the cases when the
structure is not aligned with the grid there exist several methods to overcome those
constraints including perturbing the grid so it is K-orthogonal and a TPVA is valid
(see, e.g., [1]), modifying positions of collocation points in two-point flux scheme
forming a nonlinear problem (see, e.g., [30]) or using a multipoint flux approximation
(see, e.g., [2]). While the methods described above are out of the scope of this paper,
here we present an example indicating that for randomly generated grain structure
(as on Figure 10(a)) the errors decrease to a certain point before being limited by the
consistency error of the coarse grid.

For this example we consider a coarse linear problem of the type

(7.3) −∇ · A∇p = f

solved on the unit square, for which A is computed from solving homogenization cell
problems numerically for the cell from Figure 10(a) on a refined grid. The f is than
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a. b. c.

Fig. 10. An example of randomly generated anisotropic porous structure (a) and discrete error
norms for solutions for domain composed of those for different levels of refinements plotted against
coarse (b) and fine (c) grid sizes.

computed from (7.3) by substituting

(7.4) p = (0.5− |x− 0.5|) (0.5− |y − 0.5|) .
The comparison of the numerical results for different grid resolutions to the solution
(7.4) in discrete norms is presented on Figure 10. Here, as earlier, we start out with
H = 0.25 on the coarse scale and grid depicted on Figure 10(a) and then perform
uniform refinements.

Figure 10(b) shows expected rate of convergence for the first refinements of the
coarse grid, after which the error due to lack of consistency dominates. In this example
fine scale grid refinement does not provide any improvement as the error due to off-
diagonal components, that is not accounted for, dominates over the propagation of
fine scale error (see Figure 10(c)).

This last example provides an alternative view of our method. The TPFA dis-
cretization chosen for the coarse grid is considered sufficiently accurate for a broad
range of industrial applications. We may thus choose to consider the consistency error
as a sufficient tolerance for the multiscale algorithm from a practical viewpoint. This
view allows us to interpret that for the current example, even the coarsest fine scale
solver is sufficient to obtain the accuracy needed in practical applications.

8. Conclusions. In this paper we have presented a heterogeneous multiscale
method for modeling flow in porous media taking explicitly into account pore scale
equations. The method presumes only the continuity equation on the coarse scale
and the pressure-flow relationship is numerically derived by solving problems on fine
scale geometry locally. The presented implementation of the method permits both
Stokes and steady state Navier–Stokes equations on the fine scale. Thus both linear
and non-linear coarse scale pressure-flow relations can be modeled by this approach.
Two possible choices of quadrature points for the reconstruction of the coarse scale
flux were presented. Those choices result in HMMs that generalize the CVFEM and
finite difference method with TPVA. HMMs with the latter choice of quadrature had
not been analyzed in previous works.

The particular focus of this paper has been the convergence analysis of the pre-
sented HMM. For methods in which scales differ significantly, a reconstruction of the
full fine scale solution is not important. By a comparison with the homogenization
solution of the Stokes problem, we proved an a priori error estimate for the coarse
scale pressure in the case of linear flow. The estimate is done in the H1 norm that also
implies the estimate on the coarse flux. It is shown that the error can be split into
three parts: a modeling error which is zero when the flow is linear, a term proportional
to the size of the coarse grid, and a term that is dependent on the fine scale geometry,
grid size, and the size of the fine scale problems. We also discussed the extension of
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the proof to the weakly nonlinear case, for which the modeling error is no longer zero
as well as consistent with a more complicated Dupuit–Forchheimer–Ergun law for the
fully nonlinear case.

Numerical results provided in the paper verify the estimate and emphasize the
importance of appropriate accuracy on both the coarse and fine scales. They also
indicate similar convergence behavior for nonlinear problem. We also provide an
example comparing different choices of quadrature on domains with coarse disconti-
nuity. Moreover for heterogeneous domain with discontinuity we identify some typical
regions for which nonlinearities have marked influence.
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