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Abstract

Most experiments about in-situ rheology of polymer flow in porous media presented in
literature is executed on linear cores and hence, performed during steady state conditions where
the pressure drop is constant over the entire core. In field applications, the differential pressure
is under an unsteady state pressure regime where the flow velocities decrease with increasing
radial distance from the well. The conditions experienced during field application is better
replicated by performing experiments in radial cores, thus radial flow [1]. By executing polymer
flooding in radial cores, a better estimation of the in-situ polymer rheology can be obtained and
further, a better estimation of the injectivity. Furthermore, due to the viscoelastic behavior of
synthetic polymers and the elongational flow caused by the porous media, the viscosity
measurements obtained in viscometers deviates from the apparent in-situ polymer rheology.
This consequently causes great uncertainties related to the performance of a polymer flood,

which establishes the need to study in-situ polymer rheology.

The thesis is a simulation study carried out at the Centre for Integrated Petroleum Research
(CIPR) and the objective was to estimate the in-situ polymer rheology by history matching
experimental differential pressure and further study the influence of polymer rheology on
injectivity. The base of the following simulation study was experimental data obtained by
performing both waterflooding and polymer flooding in a radial Bentheimer disk. The
estimation of the in-situ polymer rheology was obtained by both manual and automatic history
matching.

Two simulators were used, STARS by CMG and MRST by SINTEF with an Ensemble Kalman
Filter (EnKF) module developed by the University of Bergen. A sensitivity analysis performed
in STARS investigated how altering various parameters and keywords in the script influenced
the stabilized differential pressure and the results verified the script used for history matching
manually in STARS. The results obtained by history matching in both simulators was consistent

and only displayed minor deviations between the estimated output rheology.

The results displayed a dominant shear thickening behavior when subjected to high injection
rates and is attributed to the viscoelastic nature of synthetic polymers. This is consistent with
literature on both linear and radial cores. Both shear thickening and shear thinning were
observed at lowered injection rates and although shear thinning is known to be observed in
viscometers, the apparent shear thinning behavior in porous media is more widely discussed in

literature. Furthermore, the in-situ polymer rheology appeared rate-dependent and the effect



was attributed to the viscoelastic nature of synthetic polymers which causes the apparent
viscosity to depend on previous shear degradation. The degree of shear thickening and the
estimated in-situ polymer rheology influences the injectivity and consequently the economics
of the flooding project. An overestimated shear thickening, which is reported to be obtained in
linear cores [1], consequently leads to an underestimated injectivity and an possible rejection
of polymer flooding as an adequate EOR application. By estimating the in-situ rheology under

similar pretenses as field conditions, this could possibly be avoided.






Nomenclature

Variables

A

a

dpP
dP/dr
dP/dx
dP/dt
dv/dr
Ea

Ep

Er

Ev
Evol

> o

NDeb
Np

Nx

area

radius of injection well
differential pressure

pressure drop over radius r
pressure drop over distance x

pressure drop over time, t

the rate of deformation, shear rate

areal sweep efficiency

microscopic displacement efficiency

expected recovery factor

vertical sweep efficiency

volumetric displacement efficiency

force

fractional flow

modulus of a solid body
thickness of the core
injectivity

power law constant

absolute permeability
effective permeability

relative permeability
endpoint relative permeability
mobility ratio

endpoint mobility ratio
number average weight
average molecular weight
standard oil originally in place
Deborah number

oil produced

power law exponent

amount of substance x

Vi

[m?]

[m]
[kPa]
[Pa/m]
[Pa/m]
[Pa/s]
[s7]

[-]

[-]

[-]

[-]

[-]

[N], [kgms™]
[-]

[Pa]

[m], [em]
[m®/Pa-s]
[-]

[m?], [D]
[m?]

[-]

[-]

[-]

[-]

[Da]
[Da]
[m?]

[-]

[m®]

[-]

[mole]



Py
Pu

I'w

Rr
Rre
RZ

u(r)

n(y)

Yeff

mass
pressure

external boundary pressure
internal bottomhole flowing pressure
injection rate

well radius

radius of the core

radial position

resistance factor

residual resistance factor
Root-mean-square

Skin factor

saturation

Darcy velocity

Darcy velocity as a function of radius
dimensionless time

volume

velocity

bulk volume

pore volume

total pore volume

pore volume occupied by fluid i
mole fraction of substance i
dimensionless position

constant related to pore geometry
difference

apparent viscosity

apparent viscosity

strain

effective shear rate

shear rate

time constant

mobility of fluid i

endpoint mobility

Vii

[ka]

[Pa], [bar]
[Pa]

[Pa]
[m3/s]

[m]

[m]

[m]

[m?/Pa-s]
[m?/Pa-s]



- o © T

TE

Tr

Subscripts

max

pa
pol

res

tot

vol

wp

viscosity [mPas], [cP]

porosity [-]
density [kg/m?]
retention level [ug/g]
retention [1b/AF]
shear stress [Pa]
characteristic period of elongation [s]
relaxation time [s]

Areal

Absolute

bulk

Microscopic

Effective

Gas

Component

maximum shear thickening
Qil

Pore Volume

polymer

relative

residual

Recovery

total

Vertical

volumetric

water

Brine mobility after displacing all mobile polymer
zero shear rate

infinite shear rate

Abbreviations

viii



2D
3D

BT
CMG
CIPR
EnKF
EOR
HPAM
IPV
IOR
NSC
MATLAB
MBE
MRST
MWD
0OIP
PAM
PDI
ppm
STARS
STOOIP
UiB

Two-dimensional

Three-dimensional

Breakthrough

Computer Modelling Group

Center for Integrated Petroleum Research
Ensemble Kalman Filter

Enhanced oil recovery

Hydrolyzed polyacrylamide

Inaccessible pore volume

Improved oil recovery

Norwegian Continental Shelf

Matrix laboratory

material balance error

MATLAB Reservoir Simulation Toolbox
molecular weight distribution

Original oil in place

Polyacrylamide

Polydispersity index

Parts per million (mass)

Steam, Thermal and Advanced Process Reservoir Simulator

Standard oil originally in place

University of Bergen



STARS KEYWORDS

ADMAXT
ADRT
ADSTABLE
adt

AVISC

cpt

CMM
DTMAX
PORFT
RRFT
SHEARTAB

maximum adsorption capacity
residual adsorption level

table of adsorption

adsorption

viscosity

composition, mole fraction
molecular weight

maximum time step allowed
accessible pore volume
residual resistance factor

Darcy velocity vs viscosity

[Iomol/ft3], [gmol/cm?]
[Iomol/ft3], [gmol/cm?]
[molfrac] vs [gmol/cm?]
[Ibmol/ft3], [gmol/cm?]
[cP]

[molfrac]

[kg/gmol]

[day], [min]

[frac]

[-]

[cm/min] vs [cP]



Xi



Table of Contents

ACKNOWLEDGEMENT ..coiiiitiiitiinenitnsenesesessssssssssssssssssssesssassssssssssssssssssessssesassssassssassssssssessasesassssasssss |
) I [}
NOMENCLATURE ..ot otiittittnntsitsisnssssessssessssasssssssssssssssassesassssasssssssssssassssssesassssassssssesessssesassssassssasssenes Vi
TABLE OF CONTENTS ...ttt sssssse st st s s s s se s s se st s ssas s s as e s sse s saese st s snn e sannesanness Xl
LIST OF FIGURES ......uttitiitinieenintssnssssssesessesassssssssssssssssssesassssassssassssssssessssesassssassssssssessesesassssassssasasonns XV
I 3 I L 1 = I S XX
L INTRODUCTION. . .ciiitiistiintiistiisstesesntsssstssssssssssesesassssssssssssssssasessssssasssssssssssssesassssasssssssssssssesassssassssanssosns 1
2 I =0 N 4
2.1 PETROPHYSICAL PROPERTIES 2.1.1 POROSITY ...tttiitiiitieeiteesiteeeiteesiteeesseestesasseesnsesassesssessssessssesensessnsessnsessnne 6
N e a1 1L T Lo 1 L 6
2.1.2.1 ADSOIULE PEFMEADTTITY ......eouiieiieieieeeieee ettt et 6
2.1.2.2 Relative PermeEability.........cccvevierieiieceiese ettt ettt ettt et ettt teetenaes 9

2.3 SATURATION. ... .eeeteeeuteeateesteeaiteesteeaseeasteeaseesasesasseesnseeaseesasesansessssesaseesssesassessssesassessnsesassessnsesensesensesensesanes 9
2.2 FLUID PROPERTIES ..uuttesteestteesteesiteesiteesatessseesateessseesssessssessssessnsessssesssessssesssessssesssessssesssseesssessssesssessnsees 10
2.2. L VISCOSILY ..ttt sttt ettt sttt ekt at ettt ete st b e st e b et et ebe st et s ae bt ue st 10
A Y/ 1) o |13 > €[ T 11

2. 2.3 FIOW FEOIMES ...ttt sttt sttt sttt sttt st be st et st et et e te st et s te st et saennene 14

I O T Y 16
UL HPAM L.ttt h e bt a et E e bbbt e h et et b e b eheeh e e aeea e et et e besheebesheeneeneen 17
3.1.1 MOIECUIAK SEFUCLUIE ...ttt ettt ettt ettt e et et e et e te e teeseeaseeasesrseeneenseeans 17
3.1.2 Molecular weight and molecular weight diStribUtioN............cccoevvevvecieeeeeeeeee e 18

K L {0 T I 1 ) 2SR 19
3.2.1 Newtonian and non-Newtonian fIuidS ............ccvevveiiereeiece e 19
I VA [-Toda =] =T o 1 2 USSP 22

.3 POLYMER STABILITY .ttiittiittesteerrtesteesreesiseesteesssesssseessessssesssessssessssesssessssesssseessessssessssesssessssesssessssees 26
3.3.1 Mechanical degradation..........ccoceveruirireieeieieiese sttt ettt ettt sttt te e s e sseeseessessessensensenseas 26
I O o T=T 4 TTor= | o [=To [ = To - LA o] o 27

3.4 POLYMER RETENTION ...vteuteutetetestessessesseessessessessessessessesssessensessessessessesssessensessensessessessesssessessensessessessesssensens 28
3.4.1 Consequences Of POIYMEr FELENTION..........c.oceieieieeeeeeee ettt s 29

LD INJECTIVITY ettt ettt s ettt ettt st e st e st e e bt en e en e satesaeesseesaeenseemsesaeesse e st eenbeenbeensesntesneesaeesaeesseenseensenns 31

4 PREVIOUS LABORATORY STUDIES ...ttt sass s s s ss s ss s st s ssasssssassne s 34
5 SIMULATION MODELS....ciiortiiiinntiiisnneniisnnisssssessisssesismssssisstssssssssssssssssssssssssssssssssssssssssssssssssassses 38
B.LSTARS BY CIMG ...ttt sttt ettt st bbbt e bt et ea b et e ke sbeebeeaeeaten b e st e nbesbeebesaeenseneens 38
5.1.1 STARS — COIE MOUEN ....c.vveeeeieeeee sttt ettt ettt et s e sseese e s ensessensensenneas 39
5.1.2 STARS — WatEITlOOUING ......eeueeeiee sttt ettt sttt eseense e saeas 40
5.1.3 STARS — POIYMEN flOOUING .....cvveieiesiietieieee ettt st et e e ssensessenneas 40
5.1.4 Sensitivity analysis iN STARS ...ttt ettt sttt e st be i 42
5.1.4.1 The effeCt OF Qrid SIZE ..c.eouiieieieieieeec ettt sttt et e be b e s e s e e eseeseesessensensens 42

5.1.4.2 The effect Of time StEPS (DTIMAX) .....eiuiiuiriiiieteietet ettt st sttt et aesbe b et et et eaeeneebesbestenbens 44

5.1.4.3 The effect of ViSCOSItY (SHEARTAB) ..ottt sttt et naen 44

5.1.4.4 The effect of molecular Weight (CIMIM) .....c.oouiieieieieece sttt st seese b sresaens 46

5.1.4.5 The effect of adsorption (ADSTABLE) .......oiiiieieieeee ettt sttt st s b et ebe e sae st naens 49

xii



5.1.4.6 The effect of reversible and irreversible adsorption (ADRT) ......cccieiririenerierieieeeeee e ee e sre e saens 51

5.1.4.7 The effect of the maximum adsorption capacity (ADMAXT) ..c.ccveeeiiirierierieieieeeesresressesseeeeere e sresresaens 52

5.1.4.8 The effect of accessible pore VOIUME (PORFT) ....c.coiiiiiiiieieieieiceese ettt st neens 53

5.1.4.9 The effect of the residual resistance factor (RRFT) .....cccciviverieieieeeisiseset ettt sre e 54

5.1.4.10 Summary of the SENSItIVITY ANAIYSIS.......cciiiiiirieieieeee et ere e resresaens 56

D 2 VI R ST ettt h e bbbt et e s a e e h e bt e he e bt e bt eateeh b e eh e e bt e bt e beeabesabesheesheente e bt enteeas 57
5.2.1 MRST - WaterfloOQiNgG......ceeveieiiieciieieieee ettt ettt ettt te et e ta et e ssesessessesneas 57
5.2.2 MRST — POIYMEF FlOOTING .....cuvieriiiiirieeteeese ettt 61

6 EXPERIMENTAL DATA oo eiintttiitttiiieteisssessiseesssssstessssssesssssssesssssssessssasessessssesssssssesessanessessaneses 64
5.1 VWATERFLOODING ....tutteutesttesttenteesteeteetesuteeteasteateeabesatesatesatesheesaeeseeasesueeeatasst e bt enbeeabesabesabesaeesaeenseenseenseans 66
5.2 POLYMER FLOODING......ccuttrttertterteetteteetesmeeeseesseesseessesesesanesseesheesatesstesstemesaseesseeseeanesasesanessnesseesseenseensesneeans 68

7 RESULTS AND DISCUSSION ..ciiciitiiiineiiiisnniiissseiisssssssissssissssesisssssssmsssssssssssssssesssssssssssssssssssssss 72
7.1 WATERFLOODING ....tutteuteritesitesteeste et et sseesseessee st earesenesanesaeesheesaee st emseeseeaseeabee b e e neeasesasesmnesmeesaeenseenneenseans 72
7.1.1 STARS — WaLerflOOTiNG ... ..ccuerieeerieieiirieieeeese ettt sttt sttt 73
7.1.1.1 Analytically determined Permeability .........cccoeieeueirieiniee ettt 73

7.1.1.2 HOMOQGENOUS PEFMEADTIILY ....eueveiiieiirietiet ettt ettt 77

7.1.1.3 Heterogeneous PEIMEADITITY . .......ccceueirieiieieeee ettt ettt be e bt ebe e seenens 79

T L0 4 INJECEIVITY ettt ettt ettt ettt a ettt b e st e st et e st e e e et ek e e s b e s et ese s ese e ek eneebeneeteseseeseneebenessanens 87

7.1.2 MRST - WaterfloOaiNg......c.ceverieeirieieieeieieeeese ettt sttt 88

7.2 POLYMER FLOODING......ccutttttestterteeteeteetesutesteesseenseessesssesisesseesseesseenseenstssesaseenseesseensessesssesseesseesseensesnsessesans 94
7.2.1 STARS — POIYMEr FlOOQING ...ttt 94
7.2.1.1 STARS - Individual history matches for polymer flooding of different rates ..........c.coceeveveveveneernienienene 95

7.2.1.2 The complete rheology obtained from the manual simulations in STARS ........cccoevreeneneieneereeeeneens 100

7.2.1.3 The deviating behavior of g=8ml/min(2) and IMI/MIN .........ccoorirriineieeere e 105

7.2.1.4 The effect of the rate-independent permeability field ...........ccooeiriiineinc e 107

T.2.0.5 INJECHIVITY ettt ettt b et bbb bt a b e e bt b et b st sa b e neeb et et e e nnenen 109

7.2.2 MRST — POIYMEr fIOOUING ...cvveeeieeeieceeseet ettt ettt e st ra e e eneeans 111
T.2.2.1 STARS VS IMRST ..ottt ettt ettt h et bbbt et e s bt et e s bt et e s bt e b e sbe e besbeenbeebeebesbeenbesasentenns 111

7.2.2.2 The deviating behavior of g=8mI/min(2) and IMI/MIN .......cooiiiiiiiie e 117

7.2.2.3 The effect of rate-independent permeability field ..o 119

T.2.2.3 INJECHIVITY .ottt b et bbb et eb et b et e bt e b e st st e bt saebeneeb et et enenbebens 121

7.3 THE EFFECT OF POLYMER RHEOLOGY ON INJECTIVITY uttettrteriieritesieesteenteenteeeesseesteesbeenbeesesnesasesmeesmeesees 122
7.4 SUMMARY OF THE RESULTS ..utttettetertteuteutentesestesresseesesssesessesaessesseeseessensensesetanesseenesssensensensensessessesseeneenne 127

LSO @ ] N[O H ] 0 131
O FURTHER WORK ..ottt ssse s s ssse s sssse s sesas s sas s sss e sesne sesansssss s snsesessesasanssnsnssnnns 134
10 REFERENGCES.. ...ttt sssssse s sse s ssss s s sas e s s as s s s sas s s ssssas e s sessns e s s sane s sessnnessssnnnenss 136
N N e N D 141
A.LSTARS — WATERFLOODING ....vtettettetteuteeueesteenteetesstesasesseesseesseesseensesmstaseessesssesssessesssesssesseesseessesnsesnsenne 141
A.1.1 Analytically determined permeability ...........cceveviererieieieeeee e 141
A.1.2 Heterogenous PErmMeEability ...........ccooeiieieieieeee ettt 143
A.1.3 CoNnStant PEIrMEADIIITY .........ccveieiesieesieieee ettt ettt ettt e taese et e e ssensensennens 145

A2 MRST — WATERFLOODING ....c.uteitterttetteuteeutesteenteeteeutesusesssesteesueesseastsastausesseasseeasessesasesssesseesseensesnsesnsenns 147
A.2.1 Heterogenous PErMEADTILY ........cccocveerieeieeieiee ettt ettt se s tessenneas 147
A.2.2 CoNStANt PEIMEADTIITY ......eouiieieieeee ettt sttt e e aesae s 152
A.3STARS — POLYMER FLOODING ...cutttteteruteueetentestestessesseeseessessesessessesseeseessensensesseasessesseessensensessessessesneensens 155
A4 MRST — POLYMER FLOODING ...uttittetieuteeutenteenteeteatesasesssesseesseesseesesastausesseasseensessesasesssesseesseensesnsesnsenns 164
A4 L MRST — HiStOrY MALCHES. ... ceeeeieieiieieseeteee ettt ettt et e ettt e e asessnsensennens 164

xiii



B.

A.4.2STARSVS. MRST ....cvvvireriirnnen

A.5 THE EFFECT OF POLYMER RHEOLOGY ON INJECTIVITY ..uttiitiiieieeiieesieesteesseesseesseesseesssessssesssessssesssesss

APPENDIX B — STARS DATA-FILE

B.1 WATERFLOODING ....vvvveeeeiiiniieeieeeeiennns

B.2 POLYMER FLOODING ...c.uttiutestteteeteeteeetestesitesieesseesseesseeseesmessneesseesseessesssesanessnesseesseenseenseensseneesseessesnsesnsens

Xiv



List of Figures

FIGURE (2.1). SWEEP EFFICIENCY SCHEMATIC. THE PICTURE IS TAKEN FROM SKAUGE AND SKARESTAD, 2014, . 95

LB ettt bbbkt ekttt R bt e n bt ne e 5
FIGURE (2.2). ILLUSTRATION OF DARCY’S LAW IN A LINEAR MODEL. ....eittiuieterieeuieierienieseestesseeneeseneesseseessesnesneensens 7
FIGURE (2.3). RADIAL FLOW IN A CYLINDRICAL MODEL. THE FIGURE TAKEN FROM LIEN, 2011, P.44 [13]. ............. 7
FIGURE (2.4). ILLUSTRATION OF SIMPLE SHEAR FLOW. TAKEN FROM SORBIE, 1991, P.38 [7]. .c.ccoeveiriiriririeenn 10

FIGURE (2.5). THE EFFECT OF ENDPOINT MOBILITY RATIO ON THE DISPLACEMENT EFFICIENCY. Ep - MICROSCOPIC
DISPLACEMENT EFFICIENCY, Tp— DIMENSIONLESS TIME, Sy — WATER SATURATION, Xp — DIMENSIONLESS
POSITION AND Fy — THE FRACTIONAL FLOW OF WATER. THE FIGURE IS FROM AN MODIFIED COMBINATION OF
SKAUGE AND SKARESTAD, 2014, P.92 [8]. ....eeveieieieitieierieeteetietesteste e sve et veessesesses e ssesressaennesnens

FIGURE (2.6). VISCOUS FINGERING AT A M = 17. THE PICTURE IS TAKEN FROM LAKE, 2014, P. 224 [9]. .............. 13
FIGURE (2.7). THE IMPROVEMENT OF AREAL SWEEP CAUSED BY POLYMER FLOODING, M°<1. THE PICTURE IS
TAKEN FROM SORBIE, 1991, P. 248 [7]. coveesieriietieeeettesteeste et et stte st steesteesaeeaeeae et e sna e st e teeteesteessesnnesnnennes 13
FIGURE (3.1). THE PRIMARY CHAIN OF POLYACRYLAMIDE AND HPAM. THE FIGURE IS TAKEN FROM SORBIE, 1991,
P. 20 [ 7] ceeeteeeee ettt sttt sttt n ke a e Rt ket en e ket e Rt ke Ae st e ke ebentebeshe Rt ebeste st ebesteneetenaeneetens 17
FIGURE (3.2). HOW THE SALINITY OF THE SOLUTION AFFECTS THE POLYMER. THE FIGURE IS TAKEN FROM SORBIE,
L = [ TSRS 18
FIGURE (3.3). THE DIFFERENT RHEOLOGICAL BEHAVIOR OF POLYMERIC FLUIDS. THE FIGURE IS MODIFIED AND
FROM SORBIE, 1991, P. 52 [7].ueeiterteeitieite et ette st et eteeteste st e st e ste e teesveensessaesseesseenseessesssesssesenesseenseensennennns 20
FIGURE (3.4). APPARENT VISCOSITY VERSUS SHEAR RATE. THE FIGURE IS FROM SORBIE, 1991, P. 56 [7].............. 21
FIGURE (3.5). THE COMPLETE RHEOLOGICAL BEHAVIOR OF A SYNTHETIC POLYMER. THE PICTURE IS MODIFIED AND
THE ORIGINAL IS TAKEN FROM SKAUGE ET AL., 2016, P.2 [1]. cveeeveeeesee ettt ettt 23
FIGURE (3.6). DIAGRAM OF POLYMER RETENTION MECHANISMS IN POROUS MEDIA. PICTURE IS TAKEN FROM
SORBIE, 1991, P. 129 [7] et eteeteeieieriesie st st ettt sttt st e et e e st st e stesae e s e e e e s tess e besaeeseeseensensesensesaesseeneennenes 28
FIGURE (5.1). THE CORE MODEL USED FOR THE SENSITIVITY ANALYSIS AND THE CORE SCALE HISTORY MATCHING
VIEWED IN AREAL 1= 2D VIEW. ..ottt ettt sttt ettt et st sbe e b e b e b e s b e s s e saaesaeeneee 39
FIGURE (5.2). THE CORE MODEL USED FOR SENSITIVITY ANALYSIS AND HISTORY MATCHING ON CORE SCALE,
VIEWED IN AREAL I-K 2D VIEW. ...ttt sttt sttt et et st sbe e b b et et esstesaaesmeeneee 40
FIGURE (5.3). THE EFFECT OF GRID SIZE ON DIFFERENTIAL PRESSURE. ..c.vtiuietteeeeneeiesiesteseessesseessessessessesssssessesseenes 43
FIGURE (5.4). THE EFFECT OF DTMAX ON THE DIFFERENTIAL PRESSURE IN BLOCK 76,1, 1....ccccvveviieieeieniecinnee, 44
FIGURE (5.5). SENSITIVITY OF SHEARTAB. ..ottt sttt st s 45
FIGURE (5.6). THE EFFECT OF THE APPARENT VISCOSITY ON THE DIFFERENTIAL PRESSURE. ......cccvevteeveeieneresenenees 45
FIGURE (5.7). THE EFFECT OF SCALING MOLECULAR WEIGHT (CMM) ON DIFFERENTIAL PRESSURE.......ccccceveenene. 47
FIGURE (5.8). THE EFFECT OF SCALING BOTH CMM AND CPT ON THE DIFFERENTIAL PRESSURE........cccvvvevereeeneenes 48
FIGURE (5.9). THE EFFECT OF ADSTABLE (ADT) ON THE DIFFERENTIAL PRESSURE IN BLOCK 76,1,1................... 50
FIGURE (5.10). THE EFFECT OF REVERSIBLE AND IRREVERSIBLE ADSORPTION, ADRT. ....ccccvvieieieiie e 51
FIGURE (5.11). THE EFFECT OF ADMAXT ON DIFFERENTIAL PRESSURE IN BLOCK 76,1, 1. ...cccvieieiieieeienie s 52
FIGURE (5.12). THE EFFECT OF PORFT ON DIFFERENTIAL PRESSURE. ...evtvuieteeeeereeeessesressessesseessessessensessessessesssenes 53
FIGURE (5.13). THE EFFECT OF RRFT ON THE DIFFERENTIAL PRESSURE. ....cc.veiveitieiteeteeteesesseesseesseesessesssessnesees 54
FIGURE (5.14). ILLUSTRATION OF THE CORE MODEL USED IN MRST . ...ceiiiiiiiirienieesieneeeeteeee e 58
FIGURE (5.15). A SECTION OF THE CODE USED IN MRST. ..ottt sttt s 58
FIGURE (5.16). ANOTHER SECTION OF THE CODE. THE RANGE OF THE VARIABLES......cceoetriieerienieesieseeesie e 59

FIGURE (5.17). OUTPUT PRESSURE CURVE FROM MRST. DIFFERENTIAL PRESSURE VERSUS RADIUS. RED DOTS —
EXPERIMENTAL POINTS, BLACK LINE — INITIAL K DISTRIBUTION AND THE GREEN LINE — AFTER ENKF IS RAN.

...................................................................................................................................................................... 60
FIGURE (5.18). THE OUTPUT DISTRIBUTION CHART FROM MRST. TOP LEFT HAND-SIDE AND DOWNWARDS: K1, K3

AND R3. TOP RIGHT-HAND SIDE AND DOWNWARDS: K2 AND Ri. .veeitvteiieenieienieesieesseesseeessesseeessessesssssesssnes 60
FIGURE (5.19). SECTION OF THE CODE. THE RANGE OF THE PARAMETERS USED IN IN_SITU_RHEOLOGY................. 62

XV



FIGURE (5.20). THE OUTPUT MRST PLOT OF THE APPARENT VISCOSITY VS. DARCY VELOCITY....ooevvrreirririeneenenns 62
FIGURE (6.1). CORE USED IN EXPERIMENT. c..cuteutitetettsteeetestentesesteseesesteseemestestesesteneesessensesessensenesbensesessensesessensenenne 64
FIGURE (6.2). EXPERIMENTAL SET-UP
FIGURE (6.3). THE CORRECTED PRESSURES FROM TABLE (6.2). DIFFERENTIAL PRESSURE, DP(MBAR), VERSUS

RADIUS (CM).vtteutetetesteeteeteeseesaessessesseasasseessessessessesseasesseassessessessesseasesssassessessessessessessesssessensessessessessesssessenses 67
FIGURE (6.4). THE CORRECTED PRESSURES FROM TABLE (6.4). DIFFERENTIAL PRESSURE, DP (MBAR), VERSUS THE
INCREASING RADIUS (CIM)..teutettateteutstentetestestettstesteststeseesesteseesesbestesesbeseesesbeseesesbenseseebensesesbeneesesbensesessensesenne 69
FIGURE (6.5). RESISTANCE FACTOR, Rg, VERSUS DARCY VELOCITY (CM/MIN)....cvevieriirreriiereneeiesiessesreseeeseesnessenns 70
FIGURE (7.1). WATERFLOODING. ABSOLUTE PRESSURE VERSUS RADIUS FOR EACH INJECTION RATE.......cccccervnene. 73
FIGURE (7.2). ABSOLUTE PRESSURE VERSUS RADIUS FOR THE WATERFLOODING PERFORMED EXPERIMENTALLY.. 74
FIGURE (7.3). ANALYTICAL DETERMINED PERMEABILITY FOR EACH INJECTION RATE ..cvevviveieriereiereereneeseeressenenns 75
FIGURE (7.4). HISTORY MATCH FOR Q=5ML/MIN WITH AN AVERAGE ANALYTICAL DETERMINED PERMEABILITY,
KE2,368 D ettt ettt et ket Re ket e Rt E et e Rt ket neebe b e Rt e be et e Rt e ket eneebe e eneee 76
FIGURE (7.5). HISTORY MATCH FOR Q=30ML/MIN WITH AN AVERAGE ANALYTICAL DETERMINED PERMEABILITY,
KE2,36 D ettt ettt sttt ettt ettt et Rtk eaeRe et e e e Rt R e e e Re et et e Re ek et eReete s e Reebe s eneeteneeneee 77
FIGURE (7.6). DP (MBAR) VERSUS RADIUS (CM) FOR Q=10ML/MIN WATERFLOODING WITH VARIOUS HOMOGENOUS
PERMEABILITY .ttutetteteteutetesteststestestetestesestesseseesessesessesseseasesseseesessessesessesessessensesessensesessensesessensesessensesessensasens 78
FIGURE (7.7). HISTORY MATCH OF THE WATERFLOODING WITH Q = 5ML/MIN. DISTANCE FROM WELL(CM) VERSUS
PRESSURE DROP, DP (IMBAR)....cutiteuteterteutrterteutstestestetestesesbestesesbestesesbesteseebesteseebesaentebesaeseebeseeneebesteneesesaeneasens 80

FIGURE (7.8). HISTORY MATCH OF A WATERFLOODING WITH Q = 10ML/MIN. RADIUS VERSUS PRESSURE DROP..... 81
FIGURE (7.9). HISTORY MATCH OF A WATER INJECTION, Q = 5ML/MIN WITH THE PERMEABILITY FIELD HISTORY

MATCHED FOR QTLOMLIMIN. 1. euteeetiieteie e ettt e ettt e ettt e e ettt e e sttt e s sabe e e s eatesesaaeeesssbeeesestesessneaessssseressseesssnnrnees 84
FIGURE (7.10). HISTORY MATCH OF A WATER INJECTION WITH Q = 20ML/MIN WITH THE PERMEABILITY FIELD
HISTORY MATCHED FOR QZLOML/MIN. .veuieuieiieiiiestestesiteeeetesteiestesteseesseeaensensessessesseeseensensensessessessesseensensen 85

FIGURE (7.11). THE INJECTIVITY OF THE SIMULATED WATERFLOODING IN STARS. STARS* - THE INJECTIVITY
CALCULATED FROM THE SIMULATED DIFFERENTIAL PRESSURE DROP HISTORY MATCHED FOR EACH INJECTION
RATE WHEN USING THEIR OWN CORRESPONDING PERMEABILITY AND STARS - THE CALCULATED INJECTIVITY
WHEN USING THE HISTORY MATCHED PERMEABILITY OF Q=10ML/MIN FOR EACH INJECTION RATE................ 87

FIGURE (7.12). AUTOMATICALLY HISTORY MATCH FOUND IN MRST, FOR WATERFLOODING WHERE Q=10ML/MIN.
RED DOTS IS THE EXPERIMENTAL PRESSURE POINT, THE BLACK LINE IS THE “INITIAL K-DISTRIBUTION” AND

THE GREEN LINE IS THE PRESSURE MATCH FOUND AFTER ENKF RUN. ....cociiieiiiiieieiinieieese e 88
FIGURE (7.13). DISTRIBUTION CHART FOR Q=LOML/MIN. ...ceruieeieeieeieieiesieseeseeeseeneetessessessessesseessensessensesssssessesssenes 89
FIGURE (7.14). AUTOMATIC HISTORY MATCH OF A WATERFLOODING WITH Q=20ML/MIN, WHEN USING THE

HISTORY MATCHED PERMEABILITY FIELD FROM QZLOML/MIN. ..eoveuietirieietinieieiesteeetesieseeeesaeeesesseneesesseneesens 91

FIGURE (7.15). THE INJECTIVITY OF THE SIMULATED WATERFLOODING IN MRST. MRST* - THE INJECTIVITY
CALCULATED FROM THE SIMULATED DIFFERENTIAL PRESSURE DROP HISTORY MATCHED FOR EACH INJECTION
RATE WHEN USING THEIR OWN CORRESPONDING PERMEABILITY AND MRST — THE CALCULATED INJECTIVITY

WHEN USING THE HISTORY MATCHED PERMEABILITY FIELD OF Q=10ML/MIN FOR EACH RATE. ......cceeerenenn. 92
FIGURE (7.16). HISTORY MATCH OF A POLYMER FLOODING, Q=20ML/MIN......cccveieeiieeiieriereeneesteeseeesieesesenesenesees 95
FIGURE (7.17). VISCOSITY OUTPUT DATA FROM STARS AND THE CALCULATED Rr FROM THE EXPERIMENTAL

DATA FOR QT20MLIMIN. c..uttiieiteeee e ceteee ettt eeee e e sttt e e ettt e e seaae e e s sabeeessbtesesaaaaeessabeeesebtesesenaaeeessbesesssaesesnaneas 95
FIGURE (7.18). HISTORY MATCH OF A POLYMER FLOODING, Q=8ML/MIN......cceeitriirieirienieinieneeiesieneee e 96
FIGURE (7.19). VISCOSITY OUTPUT DATA FROM STARS AND THE CALCULATED Rr FROM THE EXPERIMENTAL

DATA FOR QT8MLIMIN. ..cttiieittiee e eeteee e ettt e seaeeessabeeeesateeesesaeeessbaeessasaesesassaeessabesessastesesansaeesssbesessstesesanenes 97
FIGURE (7.20). HISTORY MATCH OF A POLYMER FLOODING, Q=3ML/MIN......cctetriirienirienieiisieneeesieneeesieseeesteneeeees 98
FIGURE (7.21). THE VISCOSITY OUTPUT DATA FROM STARS AND THE CALCULATED Rr FROM THE EXPERIMENTAL

DATA, FOR QT3ML/MIN..cttiieiteiee i eteeeeeetteeeeeaeeessteeeeesteeesesaeesssabatessassesesasaaeesssbeseseastesesaneaessssbesessnstesesaneneas 99
FIGURE (7.22). THE COMPLETE MANUALLY DETERMINED RHEOLOGY OF THE SYNTHETIC POLYMER. ......ccccouue.. 100
FIGURE (7.23). THE RHEOLOGY MANUALLY DETERMINED FOR Q= 20, 16, 12 AND 10ML/MIN. .....cccerereruenrencnenn 101
FIGURE (7.24). THE APPARENT VISCOSITY MANUALLY DETERMINED FOR Q=8,5, 3ML/MIN AND 8ML/MIN(2)....... 102
FIGURE (7.25). THE ONSET OF SHEAR THICKENING, MANUALLY SIMULATED IN STARS. ..ottt 103

XVi



FIGURE (7.26). THE DIFFERENCE BETWEEN THE SIMULATED APPARENT VISCOSITY OF Q=8ML/MIN AND 8ML/MIN(2).

FIGURE (7.28). THE SIMULATED RHEOLOGY CURVE FOR Q=LIML/MIN. «.ccutrteuiriiieniriinieiniinieeniesie e 107

FIGURE (7.29). THE APPARENT VISCOSITY FOR Q=20ML/MIN WHEN USING THE PERMEABILITY FOUND FOR
Q=10ML/MIN AND THE APPARENT VISCOSITY FOR Q=20ML/MIN WHEN USING THE PERMEABILITY FOUND FOR
Q=20MLIMIN, MARKED WITH . ...etetiiirietiitnieretntettesteseestesese s esese et sneb e sesse st ene st sessese s en st nesnestssenenesesnenes 108

FIGURE (7.30). THE APPARENT VISCOSITY FOR Q=5ML/MIN WHEN USING THE PERMEABILITY FIELD FOUND FOR
Q=10ML/MIN AND THE APPARENT VISCOSITY SIMULATED FOR 5ML/MIN WHEN USING THE PERMEABILITY

FOUND FOR Q=10ML/MIN, MARKED WITH . ...cctitetriirieirtenieiesteseenestesteeste st e steseesestessenestesaesestesessesseneesenes 108
FIGURE (7.31). THE CALCULATED INJECTIVITY OF THE WATERFLOODING AND THE POLYMER FLOODING,
PERFORMED IN STARS. ... ettt ettt ettt et st s he e s bt e s bt e bt et e eatesbeesbe e bt e beeabesabesatesaeesaas 109
FIGURE (7.32). THE CALCULATED INJECTIVITY FOR THE POLYMER FLOODING BASED ON THE SIMULATED
DIFFERENTIAL PRESSURE IN THE INJECTION WELL, PERFORMED IN STARS. ....cccoviiiriieerereesie e 110
FIGURE (7.33). THE COMPLETE RHEOLOGY CURVE OBTAINED FROM MRST...
FIGURE (7.34). STARS VS MRST RHEOLOGY, QZ20ML/MIN. ....uvievieeiesteenteeieetessesaeseeeseeesseesseessesssesssssssessesssens 112
FIGURE (7.35). STARS VS MRST RHEOLOGY, Q=8MLIMIN. ..c..euteueriiienirieieieriiteteiesiesteteste st sie st st seese b e e 113
FIGURE (7.36). STARS VS MRST RHEOLOGY, Q=3ML/MIN. c..viitieerieeiesteesteeieetesaesaeseeesreesseesseessesssesssesssessesssens 113
FIGURE (7.37). THE INJECTIONS RATES WHICH DEMONSTRATE BOTH SHEAR THICKENING AND SHEAR THINNING IN
1 TSP 114
FIGURE (7.38). THE ONSET OF SHEAR THICKENING FOUND IN MRST ......ooiiiiieieeie et 115
FIGURE (7.39). THE ONSET OF SHEAR THICKENING, STARS VS MRST ....ccteiiiieirinietrenietese e e 116
FIGURE (7.40). ILLUSTRATION OF HOW THE ONSET OF SHEAR THICKENING OCCURS CLOSER TO THE INJECTION WELL
WITH DECREASING INJECTION RATES. ....utiteuteterteneeresteneetesseseesessessesessansesessansesessensesessensesessensesessensenessessenseses 116
FIGURE (7.41). THE DIFFERENCE BETWEEN THE SIMULATED APPARENT VISCOSITY OF Q=8ML/MIN AND 8ML/MIN(2)
IN VIR S T ettt et e et e et s at e s ae e st e e bt e s beenbe e et e satesatesaeeseensesntesaeesaeenseanbeensenn 117
FIGURE (7.42). STARS VS MRST RHEOLOGY, Q=LML/MIN. c..viitieeiietiestieteeieetestesteseeeseeesseesseensesnsesssessaesseessens 118

FIGURE (7.43). THE APPARENT VISCOSITY FOR Q=20ML/MIN WHEN USING THE PERMEABILITY HISTORY MATCHED
FOR Q=10ML/MIN AND THE APPARENT VISCOSITY FOR Q=20ML/MIN WHEN USING THE PERMEABILITY
DETERMINED FOR Q=20ML/MIN, MARKED WITH *, PERFORMED IN MRST . .....oiiiiiiiiiiii e 119

FIGURE (7.44). THE APPARENT VISCOSITY FOR Q=5ML/MIN WHEN USING THE PERMEABILITY HISTORY MATCHED
FOR Q=10ML/MIN AND THE APPARENT VISCOSITY FOR Q=5ML/MIN WHEN USING THE PERMEABILITY

DETERMINED FOR Q=5ML/MIN, MARKED WITH*, PERFORMED IN MRST .....ccccvvimiiiniiiineniecsenee e 119
FIGURE (7.45). THE CALCULATED INJECTIVITY FOR POLYMER FLOODING BASED ON THE SIMULATED DIFFERENTIAL
PRESSURE IN THE INJECTION WELL, INBOTH STARS AND MRST. ..ottt 121
FIGURE (7.46). THE INPUT APPARENT VISCOSITIES AND CORRESPONDING DARCY VELOCITIES IN SHEARTAB IN
ST ARS. e b et b et a ket h ke Eeh ek e Rtk Eea ekt h e Rt b h e st b e s e en e b e s b e st ebe s e et ebene et ebe s 123
FIGURE (7.47). THE OUTPUT APPARENT VISCOSITY DATA FROM THE EXAMINATION OF THE POLYMER RHEOLOGY
INFLUENCE ON INJECTIVITY ..euttutettrtemtetertenteuestessetestetesessessenesbessesessestenessesbenesbesbe st ebesbentesesbeneesesbenessessensenesns 124
FIGURE (7.48). THE INJECTIVITY OBTAINED BY NON-NEWTONIAN POLYMER RHEOLOGY AND NEWTONIAN, VISCOUS
FLUID. 11tttetetetestetetestetesesteseesestesaeseetesaeseetessesessessesestesseseatanseseetesseseatesseseabesseseabesese et ensesestensesesteneesessensesenss 125
FIGURE (A.1). HISTORY MATCH FOR Q=10ML/MIN WITH AN AVERAGE ANALYTICAL DETERMINED PERMEABILITY,
KIE2,3BD. ..ttt bbb bR b bRt b bRt h bbb et h b et b e b e e bt bt ae e 141
FIGURE (A.2). HISTORY MATCH FOR Q=15ML/MIN WITH AN AVERAGE ANALYTICAL DETERMINED PERMEABILITY,
KE2,30D. ..ttt ettt ettt b e R b e bRt R e b e Rt R e b et Rt e s s et b et seete e sente s eneee 141
FIGURE (A.3). HISTORY MATCH FOR Q=20ML/MIN WITH AN AVERAGE ANALYTICAL DETERMINED PERMEABILITY,
KIE2,3BD. ..ttt et bR bRt h bRt h bt he et et h e b et b b e e bt bt aeeee 142
FIGURE (A.4). HISTORY MATCH FOR Q=40ML/MIN WITH AN AVERAGE ANALYTICAL DETERMINED PERMEABILITY.
KT2,3BD. ..ttt a ekt b bRt h bR bbbt b et he b et b b e e bt be e aees 142
FIGURE (A.5). HISTORY MATCH OF WATERFLOODING WITH Q=15ML/MIN. w.ccutiuieiiieniinienieeeteeeieee e 143

XVii



FIGURE (A.6). HISTORY MATCH OF WATERFLOODING WITH Q=20ML/MIN. «....ovurveierecrereercseseesssesessessesessesseseneas 143

FIGURE (A.7). HISTORY MATCH OF WATERFLOODING WITH Q=30ML/MIN. ...cevtrteuiruinieniniinieiniesienenie st 144

FIGURE (A.8). HISTORY MATCH OF WATERFLOODING WITH Q=40ML/MIN. .cvevtrireiiiererirenneeiniereneneneeeeseereneneenenes 144

FIGURE (A.9). HISTORY MATCH OF A WATERFLOODING WITH Q=15ML/MIN WITH THE PERMEABILITY FIELD FROM
HISTORY MATCH OF QTLOMLIMIN....cvetiuirietieinretetrtetetsiet ettt sttt saes et sre s s sseseesreb e st e e besesseseneeneneneas 145

FIGURE (A.10). HISTORY MATCH OF A WATER INJECTION WITH Q=30ML/MIN WITH THE PERMEABILITY FIELD
FOUND FROM THE HISTORY MATCH OF Q=LOML/MIN. ...ccutitiieiinieieienteneeitsie sttt sttt st 145

FIGURE (A.11). HISTORY MATCH OF A WATERFLOODING WITH Q=40ML/MIN WITH THE PERMEABILITY FIELD FOUND
FROM THE HISTORY MATCH OF QTLOML/MIN. c.vveuiietieiieteerietee ettt s sesne st be st sesessesesesnenenens 146

FIGURE (A.12). HISTORY MATCH, WATERFLOODING, Q=5ML/MIN. DIFFERENTIAL PRESSURE (MBAR) VERSUS
RADIUS (M) c1ttettetteteiestesieste st st ee e steste e steseesaeenee s etessessesaesseeneeneenes

FIGURE (A.13). DISTRIBUTION CHART FOR WATERFLOODING, Q=5ML/MIN
FIGURE (A.14). HISTORY MATCH, WATERFLOODING, Q=15ML/MIN. DIFFERENTIAL PRESSURE (MBAR) VERSUS

RADIUS(IM). c1tttttentetestetete sttt st st et st s st s b et e bt b st e bt s ke st e bt e b et e bt e b et eb e e b e e eb e e b e s b e bt e b e e e bt e b et ebe e b et ebeebenae st nbe e enene 148
FIGURE (A.15). DISTRIBUTION CHART FOR WATERFLOODING, Q=15ML/MIN. ...ccveiriirienieiirieieiesie e 148
FIGURE (A.16). HISTORY MATCH, WATERFLOODING, Q=20ML/MIN. DIFFERENTIAL PRESSURE (MBAR) VERSUS

RADIUS(M). c1ttrtentetertet et sttt st st st st ae bbb st bt s b e st eae s b et e bt s b et ebeeb et eb e e be st e bt e b et e bt e b e e ebeebe e ebesbenaeneebe b enene 149

FIGURE (A.17). DISTRIBUTION CHART FOR WATERFLOODING, Q=20ML/MIN
FIGURE (A.18). HISTORY MATCH FOR WATERFLOODING, Q=30ML/MIN. DIFFERENTIAL PRESSURE(MBAR) VERSUS

2y T (U 1] () TP 150
FIGURE (A.19). DISTRIBUTION CHART FOR WATERFLOODING, Q=30ML/MIN....ccertererrirrererereeeeieneeseeseeseeeseeeenees 150
FIGURE (A.20). HISTORY MATCH FOR WATERFLOODING, Q=40ML/MIN. DIFFERENTIAL PRESSURE(MBAR) VERSUS

2y T 1O 1] () TSP 151
FIGURE (A.21). DISTRIBUTION CHART FOR WATERFLOODING, Q=40ML/MIN....ccerterrerrirrerererieeeeeneesieseeseeeeeeeneas 151
FIGURE (A.22). HISTORY MATCH OF A WATERFLOODING WITH Q=5ML/MIN WHEN USING THE HISTORY MATCHED

PERMEABILITY FIELD FOUND FOR QZLOML/MIN. ...cutitiieiieteieiteteniettsteseentsteseeestesaesestessenestesaesessesaesessensesenns 152
FIGURE (A.23). HISTORY MATCH OF A WATERFLOODING WITH Q=15ML/MIN WHEN USING THE HISTORY MATCHED

PERMEABILITY FOUND FOR Q=LOMLIMIN. ...uieutiiisieiteeteritenietestesteseestesseeseesessessesaessesseessensensensessessessesssensens 152
FIGURE (A.24). HISTORY MATCH OF A WATERFLOODING WITH Q=20ML/MIN WHEN USING THE HISTORY MATCHED

PERMEABILITY FIELD FOUND FOR QZLOML/MIN. ...cutitiieuieieieeeetesiesesteseenestestesestesaesestessesessesaesessesassessensesenns 153
FIGURE (A.25). HISTORY MATCH OF A WATERFLOODING WITH Q=30ML/MIN WHEN USING THE HISTORY MATCHED

PERMEABILITY FIELD FOUND FOR QZLOML/MIN. ....utitiieuieteieeietesieststeseeiestesseestesaesestessesessesaesessesaesessensesenns 153
FIGURE (A.26). HISTORY MATCH OF A WATERFLOODING WITH Q=40ML/MIN WHEN USING THE HISTORY MATCHED

PERMEABILITY FIELD FOUND FOR Q=LOML/MIN...c.ueittetereteireiesiesteseestesseeseesessessessessessesseessessensessessessessseneens 154
FIGURE (A.27). HISTORY MATCH FOR POLYMER FLOODING, Q=1O6ML/MIN.......ccoeevrerieirereeenieenieereeresesesseesseeseens 155
FIGURE (A.28). VISCOSITY OUTPUT DATA FROM STARS AND THE CALCULATED Rg FROM THE EXPERIMENTAL

DATA FOR QTLOMLIMIN. .ttt sttt sttt sttt s b ettt se b st bt s b st e st s b e e e bt s b et e bt s b e e e bt sbe e esesbe e eneee

FIGURE (A.29). HISTORY MATCH FOR POLYMER FLOODING, Q=12ML/MIN
FIGURE (A.30). VISCOSITY OUTPUT DATA FROM STARS AND THE CALCULATED Rg FROM THE EXPERIMENTAL
DATA FOR QTL2MLIMIN. .ttt sttt sttt sttt sttt sttt s b et e b e st s be st e st s b e e e bt s b e e e bt s b e e e bt sbe e e bt sbe e eneee 156
FIGURE (A.31). HISTORY MATCH FOR POLYMER FLOODING, Q=1OML/MIN......ccccvrvrerreiieiteenieenteereeereseresseeseeeseens 157
FIGURE (A.32). VISCOSITY OUTPUT DATA FROM STARS AND THE CALCULATED Rg FROM THE EXPERIMENTAL
DATA FOR Q=10ML/MIN
FIGURE (A.33). HISTORY MATCH FOR POLYMER FLOODING, Q=8ML/MIN(2). ..
FIGURE (A.34). VISCOSITY OUTPUT DATA FROM STARS AND THE CALCULATED Rr FROM THE EXPERIMENTAL

DATA FOR QT8MLMIN(2). c.vveuverveiistesieeteetetestessesteseestesseessessessessessessessesssessessessesseasessessesssessessessessessesssnseens 158
FIGURE (A.35). HISTORY MATCH FOR POLYMER FLOODING, Q=5ML/MIN.....coutiieiaieniinienieeeeeeeeeie et 159
FIGURE (A.36). VISCOSITY OUTPUT DATA FROM STARS AND THE CALCULATED Rr FROM THE EXPERIMENTAL

DATASET FOR QT5MLIMIN. 1.vtiiiiettieeiteiee ettt e ettt e e sttt e s s ettt e e seaaeeessbaeessssbesesassaeessabesesssstesesassessesasenesssnbenessnnns 159
FIGURE (A.37). HISTORY MATCH OF POLYMER FLOODING, Q=5ML/MIN WHEN USING THE HISTORY MATCHED RATE

DEPENDENT PERMEABILITY FIELD FOUND FOR THE CORRESPONDING RATE. ....ccverteuerteieiesiereeresieseenesseneenenne 160

XViii



FIGURE (A.38). THE VISCOSITY OUTPUT DATA FROM STARS WHEN USING THE HISTORY MATCHED RATE-
DEPENDENT PERMEABILITY FIELD FOUND FOR 5ML/MIN AND THE CALCULATED Rr FROM THE EXPERIMENTAL

DATA FOR QTBIMLIMIN . ...vttiuiettetesieteetestetestesteseeteste e stesaesestassesestesaeseetasseseabassesessessesestassesessassesessessesessansesenns 160
FIGURE (A.39). HISTORY MATCH, POLYMER FLOODING Q=L1ML/MIN...c.cetirierireiieiriinieeeiesieneeiesienesiesie e sseneene s 161
FIGURE (A.40). THE VISCOSITY OUTPUT DATA FROM STARS AND THE CALCULATED Rr FROM THE EXPERIMENTAL

DATASET FOR QTLMLIMIN. 1..veutitiieuietesieeeetestestetestesestesaesestassesessessesestassesessessessssessesessansesessenssesessensessssensesenns 161
FIGURE (A.41). HISTORY MATCH, POLYMER FLOODING, Q=0,5ML/MIN. ...cc.ectririeririnieieisienieesieneee st ee 162
FIGURE (A.42). THE VISCOSITY OUTPUT DATA FROM STARS AND THE CALCULATED Rr FROM THE EXPERIMENTAL

DATASET FROM Q=0,5MLIMIN. 1.veeetiiitiieeteeiteeeeteeeteeeeteeeteeeeteeeteseeteeebesesseeenteseesasensesensesensesessseensesesseeensens 162
FIGURE (A.43). HISTORY MATCH, QE20ML/MIN. ....ceterertietesteetieeeessesestestesseeseessessessessessesssassesssssessessessessessessessses 164
FIGURE (A.44). THE APPARENT VISCOSITY, Q=20ML/MIN. ...erviuieuirtiienentinientntentetsie sttt sttt ese e e 164
FIGURE (A.45). DISTRIBUTION CHART, Q=20ML/MIN. ...evictiitierieeeerierestesteseeeseeseesessessessesesessessessessessessessessesseenees 165
FIGURE (A.46). HISTORY MATCH, Q=LOML/MIN. ...cuiieuiriiietirtiteitstenieststtsteseste ettt eb sttt be et ese b e 165
FIGURE (A.47). THE APPARENT VISCOSITY, QELOML/MIN. ..cveevieiierieiertistesteeteeseetessestesteseeeseeseessessessessesssessssessees 166
FIGURE (A.48). DISTRIBUTION CHART, QTLOMLIMIN. ...cviuieuiriinieiintiteninteniesest ettt sttt s 166
FIGURE (A.49). HISTORY MATCH, QEL2ML/MIN....ecutiiieiteerteeteeteeteeetesseesteeteessesssesssesseesseesseesseessesssessesssesssesnsens 167
FIGURE (A.50). THE APPARENT VISCOSITY, Q=L2ML/MIN. ..ctrtiieuiriiieiiriiieerieteteies ettt sttt 167
FIGURE (A.51). DISTRIBUTION CHART, Q=L12ML/MIN. .eeittirtietretieeteeteesteesteeteetesssessaesseeseeesseeseessesssesssessesssesses 168
FIGURE (A.52). HISTORY MATCH, Q=LOML/MIN. ...ccvtieuiriiietirieieiesteniestetesteseste ettt ebe st ebe bbb ene b ene 168
FIGURE (A.53). THE APPARENT VISCOSITY, Q=LOML/MIN. c.eeetiiiieeiieeeesteeteeieeteetesteseeeseeesteeseeaesnsesrsasseenseeneens 169
FIGURE (A.54). DISTRIBUTION CHART, Q=LOMLIMIN. ...ctiuietirtiieierieteitstestest ettt sttt sttt st s 169
FIGURE (A.55). HISTORY MATCH, QE8MLIMIN......ecviiieiteereeeieeteeteeseesseesteesteesesssessaesseesseesseesseessesssesssessesssenssens 170
FIGURE (A.56). THE APPARENT VISCOSITY, QT8MLIMIN. ...ccutrtiuieueriiieniriiieiestestestetesiest et st seebe st s bbb neene e 170
FIGURE (A.57). DISTRIBUTION CHART, QZ8MLIMIN. .. .eeiuiiiiieieeieettieeeesteesteeteetessaessaesaeeseeesseeseensesssesssassesssennses 171
FIGURE (A.58). HISTORY MATCH, Q=8ML/MIN(2). c..euteverueiererieieierienieststesieststeste sttt sttt st st ebe e ee 171
FIGURE (A.59). THE APPARENT VISCOSITY, Q=8ML/MIN(2). .c.veeveeeeieeeestienteeieeteeteseeseesreesseesseeeeessesssesssesseessens 172
FIGURE (A.60). DISTRIBUTION CHART, Q=8ML/MIN(2). «..eueeuertiieiiriiieierieieieeiestet ettt ettt st st 172
FIGURE (A.61). HISTORY MATCH, QE5MLIMIN. .. .eeiiiiiieieeesieeieeteeteeeeesteesteesteetesssessaesseesseesseesseensesssesssansesnsessens 173
FIGURE (A.62). THE APPARENT VISCOSITY, QEBML/MIN. ..viiuieeirieieieniinieseseeeeeeeiessesteseesseeseessessessessesssssesseenees 173
FIGURE (A.63). DISTRIBUTION CHART, QI5MLIMIN. ..eeiitieiieiecieetteeteesteesteeteetesaeseaeseeesreesseeseensesnsesssassaessesssens 174
FIGURE (A.64). HISTORY MATCH , QE3ML/MIN. .cuteuieieriiniereeeteeeeteiessesseseessesseessessessessesssssessesssensessessessessesseenses 174
FIGURE (A.65). THE APPARENT VISCOSITY, QZ3MLIMIN. ..c.vieiieiieeeieteesteesteeieetesressaesaeeseeesseesseensesssesssessesssessses 175
FIGURE (A.66). DISTRIBUTION CHART, Q=3ML/MIN. ..cuvevietereeeeereenietessenseseessesseesessessessesssssessesssensessessessessesseenees 175
FIGURE (A.67). HISTORY MATCH, QEIML/MIN.....oeiieieiesieesteeieeteetteetresteesteeteetesssesssessaesseesseesseessesssesssessesssessens 176
FIGURE (A.68). THE APPARENT VISCOSITY, Q=LML/MIN. .e.eiitieeireeieieniiniesieeteseetetessesteseessesseessessessessessessesseenees 176
FIGURE (A.69). DISTRIBUTION CHART, QZLMLIMIN. ...eeiiuiiitietecteetieteeeteesteeteetesssessaesaeesreesseeseessesnsesssassaensenssens 177
FIGURE (A.70). HISTORY MATCH, Q=0,5ML/MIN. ....ceeiririirririeireeieiestesteseesseseesesessestessessesseessessessessessessesseenses 177
FIGURE (A.71). THE APPARENT VISCOSITY, Q=0,5ML/MIN. ..ecctiiiieiiieeiesieenteeieetesteseeseeeseeesteesseenesavesssessaesseensens 178
FIGURE (A.72). DISTRIBUTION CHART, Q=0,5ML/MIN. ..c.utsireieeireenieienienieseeseeeeseesessesseseessesseessensessessessessesseenses 178
FIGURE (A.73). STARS VS. MRST RHEOLOGY, Q=LOMLIMIN. ..oecuvieeieciieiieieetesteseeseeeseeesteesseeneeasesssessnessaessens 179
FIGURE (A.74). STARS VS. MRST RHEOLOGY, Q=12ML/MIN. ...ueeureieriiniereeeeereeeeiessessesesssesseessensessessessesssessenses 180
FIGURE (A.75). STARS VS. MRST RHEOLOGY, Q=LOML/MIN. ...oicuvieeiiteetieieeieeteseeseeeseeesteesseeaeeevesneeseaesenesees 180
FIGURE (A.76). STARS VS. MRST, Q=5ML/MIN. w.ecuveiiriistiseeetieeeietestesteseesseeseeaessessessesesssesseessessessessessessesseenses 181
FIGURE (A.77). STARS VS. MRST RHEOLOGY, Q=0,5ML/MIN. c..cc.tiitiriirieniintinieeieieseesie st te e seesbe et eeeneas 181

XiX



List of tables

TABLE 5.1. THE EFFECT OF ONLY SCALING CMM IN THE SCRIPT AND THE CORRESPONDING MATERIAL BALANCE

ERROR. 1..vevteteeueeteeteeteeteeseeseessesseaseeseeseeteeseessessesabesseeteessessens et ansesseebeessessessensebesseeteesseasensensanbesseeteereessensensan 47
TABLE 5.2. THE EFFECT OF CHANGING BOTH CMM AND CPT AND THEIR CORRESPONDING MATERIAL BALANCE

ERROR. 1..ttteeteeutestessessestessesseessessessessasseasesseassessessassesssasesseassessessessesseasesseassessensessessessesseessessensensessessessessenssenses 49
TABLE 5.3. THE MATERIAL BALANCE ERROR WHEN CHANGING THE ADSORPTION, ADT. ...ccceeiuieiiierierreerreereenseenens 50
TABLE 5.4. HOW THE VALUE OF ADRT AFFECT THE MATERIAL BALANCE ERROR. ....ecveivievietieriesessessesseesessessensens 51
TABLE 5.5. HOW CHANGING THE VALUE OF ADMAXT AFFECT THE MATERIAL BALANCE ERROR. .....cccceevvveeiueennns 52
TABLE 5.6. HOW THE FRACTION OF INACCESSIBLE PORE VOLUME AFFECT THE MATERIAL BALANCE ERROR. ........ 54
TABLE 6.1, CORE PROPERTIES.....uuttetteittteeteessteasseessseesseessseeassesssessssessssessnsessssessssesssessnsessssessssessssesansessssessssessnne 65
TABLE 6.2. CORRECTED DIFFERENTIAL PRESSURE (MBAR) FOR THE WATERFLOODING OF DIFFERENT RATES

LI LY 1) TR TSRS 66
TABLE 6.3. POLYMER PROPERTIES ....0eeiutteeteesttesiteesuteesseessseesssesssesssessssesssessssessnsessssesansessssessssessssessnsessssessnsessnne 68
TABLE 6.4. CORRECTED DIFFERENTIAL PRESSURE (MBAR) FOR POLYMER FLOODING OF DIFFERENT RATES (ML/MIN)

...................................................................................................................................................................... 69
TABLE 7.1. LOGARITHMIC TRENDLINE FUNCTION FOR EACH INJECTION RATE AND THEIR CORRESPONDING R?-

FUNCTION. 1tttetteutetestesteeteeseeseessessessassessesseessessessassesseasesssassessessassessessesssassessensessesseasesssassessansassessestessssssessansas 74
TABLE 7.2. THE ABSOLUTE PERMEABILITY FOR EACH INJECTION RATE DETERMINED ANALYTICALLY......cc0ceveenee. 75
TABLE 7.3. THE MANUALLY SIMULATED PERMEABILITY FIELDS FOR WATERFLOODING OF DIFFERENT RATES........ 82

TABLE 7.4. SIMULATED PRESSURE DROP BY THE INJECTION WELL IN STARS. DP — WHEN USING THE PERMEABILITY
FITTED FOR Q = 10ML/MIN, DP* - WHEN USING THE PERMEABILITY FITTED FOR EACH INJECTION RATE,

PRESENTED IN TABLE 7.3 ottt iitteeitte ettt eteeestteesteeestteeseeessaessaeeasaeeseseaseeensesassessasanseessseeaseesnsassnseessesenseesnes 86
TABLE 7.5. THE AVERAGE, AUTOMATICALLY SIMULATED PERMEABILITY FIELDS AND THEIR CORRESPONDING
REGIONS FOR WATERFLOODING OF VARYING RATES.....cuiiiiiiiiiiiiiiiii e e 89

TABLE 7.6. THE SIMULATED DIFFERENTIAL PRESSURE BY THE INJECTION WELL, IN MRST DP — WHEN USING THE
PERMEABILITY FITTED FOR Q=10ML/MIN, DP* - WHEN USING THE PERMEABILITY FIELD FOR EACH INJECTION

RATE, PRESENTED IN TABLE 7.5, . tiiottiiti ittt etteete ettt eteete st e s bt e ste e veeveeabeetsesteesteenbeensesasesasesaeesteenseensesnsens 92
TABLE 7.7. THE PERMEABILITY FIELDS USED FURTHER IN THE MANUAL SIMULATIONS PERFORMED IN STARS AND

THE AUTOMATIC SIMULATIONS PERFORMED IN IMRST . ...cootiiiiieciie ettt svae e sne e 93
TABLE 7.8. THE ONSET OF SHEAR THICKENING DETERMINED BY MANUAL SIMULATION IN STARS. ........cccevne. 103
TABLE 7.9. THE ONSET OF SHEAR THICKENING FROM AUTOMATIC SIMULATIONS IN MRST. ....cccoiiiieieciecne, 115
TABLE 7.10. THE INJECTIVITY AND INJECTION RATES OBTAINED BY NON-NEWTONIAN POLYMER RHEOLOGY AND

INEWTONIAN FLUIDS. ..euvttitteeitetentteestesesiseesiseessseessseessseessssesssssssssssssesssssssssesssssssssesssessssessssessosessssessssesssseens 125
TABLE A.1. THE OBTAINED EXTENDED CARREAU PARAMETERS FOR THE POLYMER FLOODING SIMULATED IN

S 1N TSRS 163
TABLE A.2. THE OBTAINED EXTENDED CARREAU PARAMETERS FOR THE POLYMER FLOODING SIMULATED IN

IR S T e ettt ettt ettt et e ettt et et e besbeeteebeetsessessanbesbeebeebeetsessenbenbesbeebeebeebsersenseabeebebeeeeeteersensenes 179
TABLE (A.3). THE EXTENDED CARREAU PARAMETERS USED WHEN EXTENDING THE RHEOLOGY CURVES USED

WHEN EXAMINING INJECTIVITY . cutetteuteuteiertesteseestesseeseesessessessessessessessesssessessessessessessesssensensensessessessessesseensen 182

XX



XXi



1 Introduction

In 2015, the primary global energy consumption only increased by 1 %, which is 0,9 % below
the 10-year average of 1,9 %. Although this, together with the 2009 recession, was the lowest
global growth since 1998, oil still remains the dominant energy source and accounts for almost
one third of the global energy consumption [2]. The high global demand for oil requires a
continuous oil production and to maintain or increase the global oil supply, one need to invest
in enhanced oil recovery (EOR) techniques, as primary and secondary recovery methods result

in a lower production of oil [3].

Reservoirs recovered by pressure depletion will typically only recovery 10 % of the oil volume
available, while waterflooding, which works as a pressure support, can increases the volume of
oil recovered and has a typical recovery factor of 35 % [4]. An further increase of the recovery
factor can be accomplished by application of enhanced oil recovery techniques, as for example:
chemical flooding, CO»-injection or thermal treatment by injection of steam [3]. By applying
EOR techniques it is possible to increase the recovery factor by 5-30 % [5]

Most of the large fields were discovered decades ago and have reached their peak of production
years ago. More recent discovered fields are often smaller and more challenging to both find
and produce [3], which have led to an increased interest and attention in enhanced oil recovery
technology. Chemical flooding involves injection of chemicals and one of the mature methods
is polymer flooding, which has been applied for more than 40 years [5]. Adding polymer to the
injection water leads to an increase in the injected fluid viscosity, which further alters and
decreases the mobility ratio between the displacing and displaced fluid, consequently resulting
in a more stable front and displacement. This is usually applied when the oil viscosity is high

or when the reservoir is heterogeneous [6].

When water is injected in a reservoir, it chooses the path with the least resistance, i.e. the path
with the lowest pressure, which usually is the layer of the highest permeability. If the oil is
highly viscous, fingers of water will form due to the high mobility of the injective water, causing
large areas to be unswept and a large volume of bypassed oil. Increasing the viscosity of the
injected fluid will result in less viscous fingering, a reduced mobility and more stable

displacement, consequently an increased oil production [5].



Synthetic polymers are more frequently applied in enhanced oil recovery processes, compared
to biopolymers [7]. This due to their relatively low cost, good viscosifying property and well-
known characteristic. However, the existing polymer technology has its limitations in term of
retention, degradation and polymer rheology [5]. Synthetic polymers and their viscoelastic
nature causes a great uncertainty in their rheological behavior as it appears to deviate from bulk
measurements and in-situ measurement. The viscoelastic effect causes increased viscosity with
increased velocities. The velocities are highest near the injection-well, causing the synthetic
polymer solution to reach its highest viscosity and consequently affect the injection pressure
and the injectivity of the well. The in-situ rheological behavior at lower flow velocities is a
widely discussed theme as well, and appears not to be completely resolved. Polymer in-situ
behavior, although applied in the field for over 40 years, is an uncertain science and there is

still much to learn.

The objective of this thesis is to estimate the polymer in-situ rheology by performing history
matches and further study polymer injectivity. The thesis consists of 12 chapters in total when
including appendix and references. Chapter 2 presents the general reservoir concepts and
properties, which is essential background information needed to understand the results. Chapter
3 is an introduction to polymer rheology and polymer properties, which provides necessary
information to support the discussion of the results. Chapter 4 is a literature study of previous
laboratory and modelling research. In chapter 5 there is a short review of both reservoir
simulators, as well as a sensitivity analysis performed in STARS. The sensitivity analysis
investigated how changing different parameters and keywords in the script, effected the
stabilized differential pressure. Chapter 6 presents the experimental data used for history
matching and chapter 7 is the results and discussion chapter. This chapter presents the history
matches obtained in both reservoir simulators and the corresponding permeability and polymer
rheology used to obtain these matches. The results obtained from both simulators was very
consistent when compared to each other, and only demonstrated minor deviations. The chapter
also includes a short discussion of how polymer rheology affects the injectivity. Chapter 8 and

9 is the conclusion and further recommended work.






2 Theory

Pressure depletion is the primary oil recovery method and uses the natural energy of the
reservoir as a drive to produce oil. This recovery method has a low oil recovery due to
development of solution gas caused by a rapid decrease in the reservoir pressure. A secondary
oil recovery method is therefore applied. Waterflooding, which is low cost and high efficiency,
helps maintain the reservoir pressure hence preventing solution gas from developing and

increasing the oil recovery [6].
The expected recovery factor, Eg, is defined as:

Np (2.1)
Eg :W:ED'EVOI =Ep-Es-Ey

where:
Oil produced, Np

Standard oil originally in place (STOOIP), N

volume oil displaced

The microscopic displacement efficiency, Ep = e ———

_ volume oil contacted

The volumetric displacement efficiency, Evol =

volume oil in place

_ Area contacted by water

The areal sweep efficiency, Ea=

Total area
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The vertical sweep efficiency, Ey = ——— - 22 TTeA P22 Y PO 13].

Total cross—section area



————>1
l o Unsﬂgfff = //’//
ot == % /;//
~ Swept zone ot
i o
Y o > e

l

Figure (2.1). Sweep efficiency schematic. The picture is taken from Skauge and Skarestad, 2014, p. 95 [8].

Waterflooding, compared to pressure depletion results in a better recovery, but large volumes
of oil is still left behind due to capillary forces, an unfavorable mobility ratio between water
and oil or reservoir heterogeneities causes large areas left unswept, illustrated in Figure (2.1).
Therefore, it is often necessary to perform a tertiary recovery method to enhance the oil
recovery [6]. Enhanced oil recovery (EOR) is defined as oil recovery by injection of materials
that normally is not present in the reservoir and is a subcategory of the broader term, IOR,

which refers to any practice that improves the oil recovery [9].

The main objective of EOR methods is to increase the volumetric (macroscopic) sweep
efficiency and enhance the displacement (microscopic) efficiency, which results in a lower
residual oil saturation and a higher oil recovery [6]. Polymer flooding is a mature EOR method
and is known to increase the macroscopic sweep efficiency by increasing the viscosity of the
injected fluid and consequently alter and improve the mobility ratio between displacing and
displaced fluid. This apparent increase in viscosity is attributed to the viscoelastic behavior of
synthetic polymers and in recent times there has some discussion whether this viscoelastic

effect also can improve the microscopic efficiency [10].

For a better understanding of the mechanisms behind EOR, it is necessary to view the

fundamental petrophysical and the fluid properties governing the recovery process.



2.1 Petrophysical properties
2.1.1 Porosity

Porosity is a dimensionless parameter and defined as the rock’s capacity to store fluids in the
void of the rock, unoccupied by grain or cement. The total void in a rock sample is referred to
as the absolute porosity, eans, and is defined as the total pore volume in the rock sample, Vpa,
divided by the bulk volume, Vy [6]:

Voa (2.2)

Pabs = V_b

The absolute porosity relates to the connectivity of the pores in the rock sample and consists of
two contributions, @eff and @res. The effective porosity, @esf, describes the connective pores that
can maintain a fluid flow, while @res, the residual porosity, represents the pores that are isolated
from the rest of the network and are not connected [11].

Pabs = Peff T Pres (2.3)

The effective porosity will depend on several factors; type of rock, grain size, packing and
contents of clay mineral and sedimentation [6], which also are factors that controls the

permeability [12].

2.1.2 Permeability
2.1.2.1 Absolute permeability

The permeability of a porous media, as a reservoir rock, is a parameter that describes how easily
a fluid can flow through a rock sample with interconnected pores [12]. Absolute permeability,
by definition, is a rock property, given that the rock sample is completely saturated and only
one fluid is flowing through the media. Darcy’s law for a linear, horizontal, steady-state flow

of an incompressible fluid defines the absolute permeability [6]:

K dP (2.4)

= —A——
1 udx



Where A is the cross-sectional area of the media, K is the absolute permeability, p is the
viscosity of the fluid and dp/dx is the pressure gradient. The right-hand term is negative as it
represents the negative pressure gradient in the direction of the flow, as illustrated in figure

(2.2). Permeability is often represented with the unit darcy (D) or millidarcy (mD) [6].

. dp

dx
Figure (2.2). Illustration of Darcy’s law in a linear model.

In this thesis, the experimental polymer floods were performed in a radial geometry and Darcy’s

law will therefore be modified to some extent. Figure (2.3) illustrates the fluid flow in the radial
model.

Figure (2.3). Radial flow in a cylindrical model. The figure taken from Lien, 2011, p.44 [13].



The pressure drop between the reservoir pressure, Py, and the well pressure, Pw, drives a radial
flow from the center, located at the radius rw, to the reservoir, located at the radius re. In some
distance r, between rn<r<re, there is a horizontal fluid flow, Q, flowing towards the production
well through the cross-section A = 2nrh. By inserting these variables into equation (2.4) and

integrating, we get Darcy’s law for radial flow, equation (2.7):

KA dP 2rhK dP (2.5)
= —-— — rr—
n dx 1 dr

"w dr 2mhK [fw (2.6)

oo ("
r r M Py
_ e 1y (2.7)
b=h+ 27ThK1n(r)

Where:

P, — the outlet pressure

P,, - the pressure at the injection well
u - the viscosity

Q - the injection rate

h - the thickness of the core

K is the absolute permeability

rw - the radius of the injection well

r - the location of some pressure point at a distance r from the center of the disk.

The equation is used to calculate permeability at different radiuses between the innermost
radius, rw, and the outermost radius, re, from the measured pressure drop during a waterflood
in a radial disk [13].



2.1.2.2 Relative permeability

In the case of more than one fluid present in the rock sample, each fluid will have its own
effective permeability, ki, which describes how the fluids flow relative to each other [6]. The
relationship between the effective permeability to the fluid i, and the absolute permeability to
the porous media, is defined as the relative permeability, ki, by following equation:

ki (2.8)

koo =L
Tt K

This parameter will depend on both the porous media and the saturations, S;, to the phases

present in the porous media [14].

2.3 Saturation

The pore volume in a rock sample or reservoir, Vp, will be occupied by volumes of water, oil
and gas, denoted respectively; Vw, Vo, Vg or in more general terms, by the fluid i, with volume
Vi. From this, one can define the saturation of the fluid, Si, which describes the fraction of the

pore volume that is occupied by the phase i [6].

(2.9)
Where
Sw+Se+S,=1 (2.10)

During production, several factors causes entrapment of reservoir fluids and the fraction of oil

that is not produced and left behind in the reservoir is referred to as residual oil saturation, Ser

[6].



2.2 Fluid properties

2.2.1 Viscosity

Viscosity, W, defines a fluids internal resistance to flow and indicates the thickness of the fluid.
By dividing a fluid into layers, illustrated in Figure (2.4), it is possible to define the shear stress,

1, working between two layers of a fluid as:

F (2.11)
=2

Where F is the force and A is the area.

Area —,
= A Force = F

= -

Valocity =
. _— — -
Fluid “layers™.__| This "layar” has
r velocity =W

“Layer velocily = 0

Figure (2.4). Hllustration of simple shear flow. Taken from Sorbie, 1991, p.38 [7].

It is found experimentally that the velocity gradient between the fluid layers are linear in many

cases and for a large class of fluids the force is found to be:

p oAV (2.12)
r

Where A is the area, r is the distance between the lower and upper surface and V is the velocity

of the upper surface. V/r is the velocity gradient.

av 2.13
e (213)

Where (dV/dr) is the rate of deformation and is known as the shear rate.
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Based on these relations, one can define viscosity by Newton’s relation:

N (Z_Ir/) oy (2.14)

Where 7 is the shear stress and ¥ is the shear rate [7]. The unit for viscosity used in this thesis
is centipoise, which is equivalent to [6]:

1000 cP=1Pa-s=1~
m

2.2.2 Mobility ratio

The mobility of a fluid i, A, is the ratio between the effective permeability to the fluid to the

fluid viscosity:

ki (2.15)

The mobility ratio is the ratio between the mobility of the displacing fluid and the mobility of
the displaced fluid. In case of a waterflood, the mobility ratio will be defined as [15]:

~

Av _ Krw o (2.16)
/10 :uW kT‘O

The endpoint mobility, M°, given by equation (2.17), has a significant effect on the shape of
the fraction flow curve and has an important role in the displacement efficiency during a

waterflood as it describes the stability of the displacement. This is illustrated in Figure (2.5) [8].

o = w _ Krw o (217)
Ao ko Hw
Ay 1 (2.18)

fW:AW+/1p=1+1/M

Where fy is the fractional flow of water.
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Figure (2.5). The effect of endpoint mobility ratio on the displacement efficiency. Ep - microscopic
displacement efficiency, tp — dimensionless time, Sy, — water saturation, Xp — dimensionless position and f,, — the
fractional flow of water. The figure is from an modified combination of Skauge and Skarestad, 2014, p.92 [8].

The left side of Figure (2.5) illustrates a high endpoint mobility ratio (M°> 1) and the fractional
flow curve is said to be spreading, which results in an early water breakthrough (BT) and
consequently shows a long tail production of oil due to viscous instabilities [8]. This is well
known for displacement processes where the fluid displacing has a lower viscosity than the
fluid being displaced, as the displacement process between water and viscous oil [7]. The front
of the displacement becomes unstable leading to development of viscous fingers penetrating
the fluid that is being displaced. The viscous instabilities starts when the end point mobility
ratio is greater than unity and the effect becomes more pronounced as the value of M? increases
[16]. This is not a favorable displacement as it results in a lower production of oil, an increased
production of the injected fluid and a poor areal sweep efficiency, illustrated in Figure (2.6). In
heterogeneous reservoirs, the effect is more pronounced due to high permeable channels [7].

The endpoint mobility ratio can become more favorable by decreasing the viscosity of oil,
increasing the viscosity of water or by reducing the relative permeability to water, seen from
equation (2.17) [8]. By adding polymer to the injective fluid, the water viscosity increases and

alters both the mobility ratio and the fractional flow curve.
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Producar

Fluid 2

Fluid 1

Injector
Figure (2.6). Viscous fingering at a M® = 17. The picture is taken from Lake, 2014, p. 224 [9].

The middle of Figure (2.5) shows the situation that arises when the mobility ratio is equal to
unity and the corresponding sharpening and spreading, S-shaped fractional flow curve. An S-
shaped curve generates several Sw-values for the same position which is a nonphysical
phenomenon and is eliminated by invoking formation of shocks [8]. Furthermore, the right-
hand side of Figure (2.5) illustrates that an endpoint mobility ratio less than unity results in a
more favorable, piston-like displacement and the fraction flow curve is defined as a sharpening
wave. The viscous instabilities are not present thus leading to a later water breakthrough, a

smaller tail production and an increased sweep efficiency, illustrated in Figure (2.7) [8].

PIYHER  FOOMkG
OIVES & FRNOURAELE
HOBSLITY RATID

- IMBECTOR

Figure (2.7). The improvement of areal sweep caused by polymer flooding, M°<1. The picture is taken from
Sorbie, 1991, p. 248 [7].

A previous study at CIPR by Skauge et al. (2012) reported that waterflooding of heavy oil at
non-waterwet state developed fingers in the early part of the waterflooding and that the fingers

13



varied with mobility ratio. Higher oil viscosities resulted in shaper fingers and a continuous
water injection led to fusing of established fingers to development of channels [17].
Furthermore, Skauge et al. (2014) investigated how a modest change in mobility ratio caused
by a tertiary polymer injection impacts the oil recovery and stated that even the lowest oil
viscosities showed initial viscous fingering. The water fingers collapsed into wider channels
and pockets of unswept oil was left behind after the waterflooding. They further stated that

polymer flooding was remarkably efficient, even at high adverse mobility ratios [18].

Altering the mobility ratio from unfavorable to a more desirable value by adding polymer to
the injected fluid and the mechanisms behind this apparent increase in the solution viscosity is

further discussed in the upcoming chapters.

2.2.3 Flow regimes

Flow regimes can be divided into three categories; the transient period, semi-steady state and
steady state. Due to the objectives of this thesis, only the first and the third category will be
discussed.

The transient period corresponds to the pressure change that occurs in the reservoir when the
production starts. As the production begins, the pressure in the well drops and causes pressure
disturbances throughout the reservoir. By definition, the transient period is the transition where
the pressure disturbances that starts in the well-bore region reaches the outer boundary of the
reservoir. This will be a function of both time and radial position.

dp (2.19)
= fD

Where p is the pressure, t is the time and r is the radial position.
As the pressure disturbances reaches the outer rim, the pressure will either fall as there are no
injection of water to maintain the pressure and it reaches a semi-steady state or water will be

injected to maintain the pressure and the reservoir reaches a steady state. In a steady state the
pressure will be independent of time and radial position [14]:

dp
dt

. (2.20)
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3 Polymers

Polymer flooding is classified as an EOR method and involves adding polymer to the injection
water to increase the viscosity of water as well as reducing the relative permeability to water.
The result of this is a more favorable mobility ratio between oil and water, which in turn leads
to improved volumetric sweep efficiency and accelerates the oil recovery [6]. The aim of
polymer flooding is not to target the irreducible oil saturation ca, but to decrease the saturation
of the remaining oil in the reservoir by producing the oil bypassed by the waterflood due to
reservoir heterogeneities or unfavorable mobility ratios [7]. In general, a polymer flood will
only be economical if the water mobility is high, the reservoir heterogeneities is high or a
combination of both [9]. On the Norwegian continental shelf, most oils are light which make
reservoir heterogeneities the target of polymer flooding [8].

The most commonly used polymers is the synthetic polymer hydrolyzed polyacrylamide,
HPAM, and the biopolymer produced in microbial processes, Xanthan [8]. In this thesis, the
polymer will be a synthetic polymer, biopolymers are therefore not further discussed. The

following chapters gives a short introduction to synthetic polymers and their properties.
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3.1 HPAM

3.1.1 Molecular structure

The chemical structure and the molecular conformation for a polymer is the basis for several
physical properties of a polymer and is therefore important to consider. Flow behavior,
adsorption, retention, thermal and shear stability, which will be discussed later in this chapter,

are all linked back to the molecular structure of the polymer.

HPAM is a synthetic randomly coiled, straight-chained polymer constituted of acrylamide
monomers that are hydrolyzed to some degree, as illustrated in Figure (3.1) [7]. The polymer is
partially hydrolyzed to prevent adsorption by converting some of the amide groups to carboxyl
groups and consequently giving the backbones of the polymer a negative charge [19]. The
degree of hydrolysis, which is the fraction of amide groups hydrolyzed, affects the solubility,
salinity sensitivity, retention and viscosity [16]. If the degree of hydrolysis is too small, the
polymer will not be soluble in water, but if the degree of hydrolysis is too high, the polymers
properties will be too sensitive to salinity and hardness. The normal degree of hydrolysis lies
between 30 to 35% [9].

CH?_?H Polyacrylamide (PAM)

=0

NH,

Partially

’_ ] hydrolysed )
o e (1AM and i
?=0 =0 o sal
NH, OH
CH,—CH CH,~CH
b—o t—o
" é

Figure (3.1). The primary chain of polyacrylamide and HPAM. The figure is taken from Sorbie, 1991, p. 20 [7].

HPAM is a polyelectrolyte, which causes it to interact with ions when in polymer solution.
Because of its flexibility and lack of a rigid structure, it responds sharply to the ionic strength
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of the solution and this causes the hydrodynamic size of the polymer to change, as illustrated
in Figure (3.2) [7].

(i) LOW SALT (i) HIGH SALT

B
N~ A

w

Figure (3.2). How the salinity of the solution affects the polymer. The figure is taken from Sorbie, 1991, p. 21
[71.

As the figure schematically illustrates, on the left-hand side, the solution has a low salinity and
the negative charged groups on the backbone of the polymer repulse each other and causes the
polymer to stretch, which increases the solutions viscosity. At higher salinities, illustrated on
the right hand side, the polymer coil itself because of shielded, decreased repulsive forces and
the viscosity of the solution decreases [19].

3.1.2 Molecular weight and molecular weight distribution

Synthetic polymers can be produced by polymerization of acrylamide monomers or
copolymerization and depending on the extent of the polymerization, the average molecular
weights rage from 0,5 to 30 million Daltons. For EOR application the weight average molecular
weight, My, is normally between 1 to 10 million Daltons. All polymerization products results
in a wide molecular weight distribution (MWD) and thereby a broad polydispersity index (PDI)
[16]. Due to the broad distribution of species of different molecular weight and the difficulty
to obtain them, the product specifications of synthetic polymers is usually given as an average

molecular weight based on weight average or number average, My [7].
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3.2 Rheology

Rheology is the study of the deformation and flow of matter [20]. Polymers, because of their
rheological properties in dilute solutions, are of interest for EOR applications [16]. The
relationship between shear stress, 1, and shear rate, y, divides fluids in two rheological groups;

Newtonian and non-Newtonian [21].

3.2.1 Newtonian and non-Newtonian fluids

A Newtonian fluid follows a linear relationship between shear stress and shear rate, given
previously by equation (2.14), where the proportionality constant is the solution viscosity, W,
which is independent of the shear rate. This is typical behavior for water, gases or polymers at
low shear rates [8].

A non-Newtonian fluid has a shear rate dependent viscosity and consequently follows a non-
linear relationship:

T=- (2—]:) =n(y ¢4

Where n(y) is the apparent viscosity and is shear rate dependent [7].

Based on equation (2.14) and (3.1), it is clear that the viscosity can either be constant
(Newtonian) or shear rate dependent (non-Newtonian), which results in several types of
relationships between shear stress and shear rate, illustrated in Figure (3.3). This applies for a
laminar flow through a capillary, referred to as a simple shear flow or the bulk rheology of the

polymer.

A Newtonian fluid follows a linear slope and the steepness of the slope indicates how viscous
the fluid is.
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Figure (3.3). The different rheological behavior of polymeric fluids. The figure is modified and from Sorbie,
1991, p. 52 [7].

Dilitant fluids are shear thickening, meaning that the apparent viscosity increases with
increasing shear rate. Pseudoplastic fluids are shear thinning, meaning that the apparent
viscosity of the fluid decreases as the shear rate increases. This usually applies for dilute
polymer solutions [7]. The shear thinning effect is caused by the polymer molecules aligning
with the shear field, which reduces the internal friction and the interactions between the

polymers. This can be expressed by the power law model:
n(y) = Ky (3.2)

Where K is the power law constant and n is a power law exponent indicating the behavior
regime of the polymer [16]. If n = 1, the fluid is Newtonian and the power law constant is the
constant viscosity. If n < 1, the fluid will be shear thinning. As previously mentioned, dilute
polymer solutions are known to be Newtonian at low shear rates. Based on this, the power law
model is not suitable for low and high shear rates, as it only describes the shear thinning region
[7]. The Carreau model describes the complete rheological behavior of a shear thinning fluid,

illustrated in Figure (3.4):
N = Ne + (00 — M) [1 + (AN)?] 7D/ (3:3)

Where A is a time constant and n is the same as the power law constant [7].

At low rates, the fluid behaves Newtonian, as the apparent viscosity is constant. This region is
classified as the lower Newtonian plateau and the viscosity in this region is denoted 7, the zero

shear rate viscosity.
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Figure (3.4). Apparent viscosity versus shear rate. The figure is from Sorbie, 1991, p. 56 [7].

As the shear rate increases, the fluid enters the shear thinning region. The critical shear rate, yc,
is the shear rate at the onset of shear thinning. At higher shear rates, there is a new transition
to a new Newtonian plateau, known as the upper Newtonian region with a viscosity denoted as
N, infinite shear rate viscosity. The infinite shear rate viscosity usually equals the solutions

viscosity and in the case of water as the solute, it will be equal to 1cP [16].

Synthetic polymer solutions are known to show a pseudoplastic behavior in viscometers, but
their rheological behavior in a porous media, known as in-situ rheology, will differ from their
bulk rheology due to the more complex structures in the media and the presence of both shear
and extensional stress [22]. The effect of the shear thickening behavior at higher flow rates in
a porous media has been referred to as both “pseudodilatant” and “viscoelastic” and can be
explained by the viscoelastic nature of synthetic polymers and the extensional flow caused by
the media [23].
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3.2.2 Viscoelasticity

Polymer fluids are known to be viscoelastic, which means that their behavior lies in between
the elastic behavior of a solid and the viscous behavior of a liquid. Similar as how the viscosity
was defined by equation (2.14), as the ratio of shear stress to shear rate, the modulus, G, of a

solid body, can be described by the rate of shear stress to strain, y:

T =Gy (3.4)

Viscosity is a characteristic of a liquid and reflects the relative motion of the molecules. When
a liquid is subjected to stress, it flows and energy will be dissipated by friction. Elasticity is a
characteristic of a solid and reflects storage of energy. When subjected to strain, the solid
deforms as the molecules adapt to a non-equilibrium distribution of conformations. A polymer
chain will stretch or align with flow direction as long as the strain is applied. When the
molecules are left by themselves, they will relax and their relative motion through the
surrounding fluid will dissipate stored energy. Relaxation time describes the time it takes for a
polymer to go from a non-equilibrium state to an equilibrium state [24].

In a porous media, there are several contractions and expansions due to the variations in pore
size and geometry [7]. Synthetic polymers have a flexible coil formation in solutions and when
flowing through a porous media from pore to pore, it will deform, and the molecules will
elongate and align with the direction of the flow. If the average flow time from one constriction
(pore throat) to another is large enough relative for the polymer to relax back to its equilibrium
state, it remains pseudoplastic and shear thinning. At high flow rates the transient time between
the constrictions will be in the same order as the polymers relaxation time, causing the polymer

to stay elongated and increasing the solutions apparent viscosity [19].

By extending Figure (3.4), the complete rheological behavior for a synthetic polymer in a
porous media is illustrated in Figure (3.5):
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Figure (3.5). The complete rheological behavior of a synthetic polymer. The picture is modified and the original
is taken from Skauge et al., 2016, p.2 [1].

Figure (3.5) illustrates the five distinct regions of the rheology behavior to a synthetic polymer.
Shortly summarized:

1. The lower Newtonian plateau. Viscosity is independent of shear rate.

2. Shear-thinning region.

3. The upper Newtonian plateau.

4. Shear thickening due to extensional flow

5

Viscosity decreases due to mechanical degradation, which is elaborated later [1].

The onset of viscoelastic behavior, i.e. shear thickening, is defined by the dimensionless

Deborah number:

L (3.5)

Where 7, is the relaxation time for a polymer molecule and 7 is the characteristic period for
elongation and contraction as the polymer flows through a series of contractions and

expansions, y is the effective shear rate [25].
A large Deborah number results in a viscoelastic behavior due to the low characteristic period

value, while a small Deborah number results in a Newtonian behavior, as the characteristic

period is longer and not the same magnitude as the relaxation time of the polymer [26].
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As neither of the previously mentioned equations, Power law model and Carreau, includes both
shear thinning and shear thickening, it is necessary to introduce a third equation, developed by
Delshad et al in 2008, referred to as the extended Carreau equation:

N(¥) =Moo + (Mo = Ne)[1 + A1/ + oy [1 — exp(=(A7,7)"2 )] (3.6)

Where n(y) is the apparent viscosity, 71, is the infinite shear rate viscosity and is usually 1cP,
1o is the zero shear rate viscosity, A, A2, n and nz is polymer specific empirical constants, 7.«
an empirical constant, t,. is the relaxation time for the polymer molecule and yetf is the effective
shear rate. o is generally equal to 2. The left hand side of the equation represents the shear
thinning behavior, while the right hand side represents the shear thickening behavior [25].

Due to the available information and the values listed above, this thesis uses a modified version

of the extended Carreau equation:
(V) = Neo + (o = Neo)[1 + (A17)°1™7D/2 + fnan[1 = exp(=(27)™ 1] (3.7)

Where most of the parameters are the same as listed above, but with a small change where 7.«
is maximum shear thickening viscosity and A2 includes the polymers relaxation time [27].
Although this equation considers both the shear thinning and shear thickening behavior of a
viscoelastic fluid, it does not include the possible mechanical degradation which might occur

at high shear rates, illustrated by region 5 in Figure (3.5).

The effective shear rate, y, is proportional to the flow rate, Q, and based on a capillary bundle

model it can be determined as following:

4u (3.8)
8¢K

y=a

;

a is a constant related to pore geometry and type of porous media, ¢ is the porosity of the rock,
K is the permeability and u is the Darcy velocity. For a bundle of capillaries o = 1, while for

consolidated sand it varies between 1,4 to 14 [6].

In a radial geometry, the Darcy velocity is defined as:



0 (3.9
"~ 2mrh

u(r) =%

Where Q is the injection rate, A is the cross-sectional area, and h is the thickness of the radial
core. The thickness of the core is constant, while the Darcy velocity depends on the distance
from well, r. As the fluid flow propagates towards the outer boundary of the disk, the velocity

decreases as the r increases [1].
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3.3 Polymer stability

The most important property of a polymer is that when added in small concentrations, it will
increase the solutions viscosity significantly by several orders of magnitude. For a polymer to
be useful during a flooding, it needs to be stable at reservoir conditions. Polymers degrade at
certain conditions and it is therefore essential to know its stability [16]. Polymer degradation
can be divided into three categories: chemical degradation, mechanical degradation and
biological degradation. Biological degradation may occur for both synthetic and biopolymers,
but as the problem is more common for biopolymers [7], this will not be further discussed as
the polymer used in this thesis is synthetic. Due to the objective of this thesis the focus will be

on mechanical degradation and chemical degradation.

3.3.1 Mechanical degradation

Mechanical degradation refers to the process that breaks down the polymer molecule as result
of high flow rates. This applies for regions near the well-bore where there are high mechanical
stresses on the macromolecule. Little mechanical degradation occurs within the reservoir as the

velocity of the flow rapidly falls off with increased distance from the well [9].

By definition, mechanical stability refers to the molecules ability to withstand high stress.
Mechanical degradation breaks the large macromolecules apart into smaller fragments and
reduces the average molecular weight and thereby the solution viscosity [7]. The main factor
effecting mechanical degradation is the flexibility and structure of the molecule, which make

synthetic polymers more susceptible to mechanical degradation [16].

The mechanical degradation of synthetic polymers occurs at high flow rates, longer flow
distances or in low permeability media due to small average pore throat diameter and increased
stress. Large molecules may experience a higher rate of chain rupture due to their resistance to
flow and thereby experiencing larger shear stress [19].

Seright (1983) found that mechanical degradation has a characteristic “entrance pressure drop”
when synthetic polymer solutions is injected into a porous media. The magnitude of the
entrance pressure drop indicated the degree of mechanical degradation. The greater the pressure
drop, the more degradation [28]. The polymers tendency to mechanical degrade can be reduced

by partially pre-shearing the polymer solution before injection [9].
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3.3.2 Chemical degradation

Chemical degradation refers to the breakdown of polymer molecules due to short-term attacks
by contaminants, like oxygen, or long-term attacks on the backbone of the molecule through

extended hydrolysis.

The presence of oxygen leads to oxidative degradation of synthetic polymers and the
degradation rate increases with increasing temperature. As the concentration of oxygen
increases the viscosity of the solution decreases [19]. The contamination attack of oxygen can
be minimized by reducing the content of oxygen in the brine by adding oxidative scavengers,
but this is not typically applied in field operations [16].

The thermal stability of polymers need to be considered. At some temperature, the polymers
will thermally crack, but since the reservoir temperature usually is below this limit, it is not a
concern. As the polymers residence time in a reservoir is long, even slow reactions need to be
considered. At exceedingly high and extremely low pH, combined with high temperatures,
synthetic polymers will experience a further degree of hydrolysis, which destroys the already
selected extent of hydrolysis and causes an increased sensitivity to the brine hardness and a

decrease in the solutions viscosity [9].

The effect of monovalent ions, referred to as synthetic polymers sensitivity to salinity have been
discussed previously. Shortly summarized monovalent ions causes a decrease in viscosity due
to reduced repulsions between the carboxylate groups and thereby a reduction in the
hydrodynamic volume. The hardness of the brine refers to the presence of multivalent ions and
the effect is more complex [19]. At low reservoir temperatures, the synthetic polymer solution
is stable in the presence of multivalent ions, but at elevated temperatures the presence of
multivalent ions causes a stability problem. As the degree of hydrolysis increases, the solubility
of the polymer decreases as the multivalent ions screens the negative charges of the backbone

more effectively [16]. This can cause precipitation [19].
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3.4 Polymer retention

As previously mentioned, partially hydrolyzing a synthetic polymer reduces the degree of
adsorption, but it does not eliminate the issue. All polymers traveling through a permeable
media experience polymer retention to some degree, depending on the polymers average
molecular weight, flow rate, temperature, the rock composition, permeability, brine salinity and
hardness. Polymer retention primarily occur due to adsorption on the surface of solid, referred
to as polymer adsorption, but it can also occur due to mechanical entrapment in small pores or
be caused by a sudden increases in flow rates after a steady-state polymer injection, referred to
as hydrodynamic retention, but this mechanism appears to be reversible and less severe [16].

The two latter mechanisms of retention is related and all three are illustrated in Figure (3.6) [7].

Polymer adsorption, which is the primary retention mechanism, is due to the interaction
between the solid surface and the polymer molecules. The interactions binds the polymer
molecules to the surface and removes them from the bulk solution [19], causing the
concentration and thereby the viscosity of the polymer solution to decrease. The larger the

surface area, the higher levels of adsorption will occur [7].

o Mechanically entrapped
polymer in narrov Ders
1hroats

Flow paths through
the paraus madium

. Hydrodynamically
=== \rapped polymer
in staghant 2omes

Adsorbed polymer

Figure (3.6). Diagram of polymer retention mechanisms in porous media. Picture is taken from Sorbie, 1991, p.
129 [7].

Mechanical entrapment only occurs in a porous media and can be viewed as a filtration
mechanism. The constrictions in the porous media can be small relative to the large polymer
molecules and thereby preventing them to pass and mechanically traps the polymer molecules.

As the polymer solution often has an unknown size distribution and the molecular weight is
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given as an average of the wide range of average sizes, no general relationship has been
developed between polymer mechanical entrapment and the medias broad pore size distribution
[16].

Hydrodynamic retention only occurs in porous media as well. Maerker (1973) found that
synthetic polymer (and biopolymer) solutions lose more molecules at higher flow rates by
determining the residual resistance factor after studying several injections with a decreasing
constant pressure drop. He concluded that this happened through interactions between the
polymers and the porous rock and concluded that these interactions was somewhat reversible
[29].

Due to the difficulties of measuring the three retention mechanisms, the loss of polymer during
a flooding is referred to as retention without differentiating between the mechanisms [19].
Retention causes loss of polymer and consequently reduces the mobility control effect and the
efficiency of the polymer flood [9]. One of the key factors determining which type of polymer
that will be used during a polymer flood is the retention due to the economic viability [7]. The

desirable level of polymer retention is below 20 pg/cm?® [9].

3.4.1 Conseqguences of polymer retention

A consequence of polymer retention is the inaccessible pore volume (IPV). The average size of
the polymer molecules is larger than the water molecules and due to mechanically entrapment,
the polymers cannot flow through all the pores contacted by water. The fraction of pores not
contacted by polymer is referred to as inaccessible pore volume and has been observed for all
types of polymers [16]. The inaccessible pore volume becomes more pronounced as the average
molecular weight increases and the characteristic pore size decreases [9].

Polymer retention causes reduction in the permeability of the rock and depends on polymer
type, pore-size distribution and the average polymer size compared to the size of the pores to
the porous media [16]. The permeability reduction causes reduced mobility and increased
viscosity, which results in an offset between bulk rheology measured in viscometers and
viscosity-shear-rate data derived from flow experiments. An indicator of the polymers total
mobility lowering contribution is the resistance factor, Rr, which is the ratio of the injectivity

to brine to the injectivity of a single-phase polymer flow under same conditions. It can also be
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expressed in the terms of the invers ratio of pressure drops during constant flow rate

experiments and is often used to express the apparent viscosity of the polymer [9].

. = 2w _ @Ppotymer (3.10)
F /1p derine
Where
Ay — the mobility to brine

A, —the mobility to polymer

The permanence of the permeability reduction is described by the residual resistance factor,
Rgr, and can be determined by measuring the permeability to brine before and after a polymer
flood. It can be described in terms of the ratio of the initial brine mobility, Aw, to the brine

mobility after displacing all the mobile polymers, Awp [9], [16].

A 3.11
Rrp = A_W ( )
wp

At high salinities or hardness the permeability reduction is decreased due to reasons explained
above [16].
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3.5 Injectivity

The injectivity, I, of a well can be thought of as the opportunity to flow a desired volume of
polymer solution into a reservoir each day and is defined as:

-4 (3.12)
AP

Where q is injection rate and AP is injection pressure drop [28], [30]. If combining equation
(3.12) with Darcy’s equation for radial flow, equation (2.7), the injectivity of a one-phase

Newtonian flow through a radial porous media is defined as:

q 2mhK (3.13)

[=—=

4P pin()

where h is the thickness of the radial core, K is the absolute permeability, p is the viscosity of

the fluid, rw is the radius of the well and r is the radius of the core.

Maintaining an adequate injectivity during a polymer flood is a well-known issue, together with
polymer stability and salinity and is important to consider for several reasons [9]. The
economics of a polymer project is directly affected by the possible rate the polymer solution
can be injected, as it controls the propagation of the polymer front and the arrival of the oil bank
[31]. However, the injectivity is constrained by the fracturing pressure of the formation and
high injection rates and consequently high injection pressures, can cause the formation to
fracture near the well. Fracturing and fracture growth, especially in layered reservoirs, has an
significant influence on the oil recovery and sweep efficiency as fracture growth in one layer
can cause the other layers to remain unswept [32]. Furthermore, possible cleanup jobs
performed on an injection well due to polymer or polymer-microgel plugging, which decreases

the injectivity of the well, also influences the economics of the project [31]

Directly from equation (3.12) it is clear that mechanisms that increases the pressure drop
contributes to decreasing the injectivity of the well [30]. Shear thickening is therefore a less
favorable mechanism near the wellbore and shear thinning is a desirable property as the polymer
solution can be injected without the same level of additional pressure drop in the wellbore
region at higher rates. Shear thickening is a desirable property in the rest of the reservoir as it
more effectively displaces the unswept (bypassed) oil from zones of lower permeability and has
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a high apparent viscosity in high permeable zones due to higher velocities. Consequently a
shear thinning behavior would perform weaker in displacing bypassed oil as the apparent
viscosity in the high permeable zones could be lower than the one in low permeability zones,

due to increased velocity in high permeable zones [25].

Increased average polymer molecular weight as well as polymer retention and mechanically
degradation is also known to affect the injectivity of a well [30]. An increased polymer
molecular weight results in a larger molecular coil and higher viscosities, and when adsorbed
or retained, consequently leads to an increased permeability reduction. A lowered permeability
causes an increased pressure drop and thereby reduces the injectivity. Mechanically degradation
breaks the polymer apart thus reducing the viscoelastic effect and the apparent viscosity. A
decreased solution viscosity results in a lower differential pressure and an improved injectivity.
However, mechanical degradation influences the viscosifying extent of the polymer solution
and consequently results in a reduced solution viscosity and a less favorable mobility, which
could further influence the volumetric sweep efficiency [31]. Polymer plugging is also a well-
known cause of reduced injectivity and is due to ineffective polymer hydration or debris in the
polymer solution [33]. If the polymer solution is derived from dry polymer, the powder needs
to be uniformly wetted and hydrated and if not dispersed and mixed properly, lumps of polymer
powder remain in the solution. Depending of the size of these lumps, an external or internal
filter cake will form and reduce the injectivity. Further, large molecular weight species and

microgels will be filtered by the porous media and result in a reduced injectivity [31].

Depending of the cause of the injectivity decline, several measures can be performed to
overcome the reduced injectivity, as reducing the injection rate or reduce the polymer

concentration if the injectivity decline is caused by polymer rheology [31].
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4 Previous laboratory studies

In 1964, Pye reported that water-soluble polymers containing polyacrylamide exhibited an
unusual and interesting property, which was later known as viscoelastic behavior i.e. shear
thickening, and their viscosity measured in formation differed from the values found in a
viscometer. He defined the term resistance factor, R, on the basis of the ratio of the brine
mobility to the polymer solution mobility, under the assumption that the permeability was
constant and there were no permanent permeability loss resulting from the polymer flow. An
increase in resistance factor was observed at high rates and thought to be related to the rock

properties [34].

In the following years, numerous studies were performed to examine polyacrylamide behavior
in porous media and a general agreement of the viscoelastic behavior of synthetic polymers in
porous media was stated. Smith (1970) reported that the polymer solution mobility decreased
with increased flow rate [35], Jennings et al. (1971) found that the complex flow behavior of
viscoelastic fluids could result in large flow resistances at high flow rates in porous media [36]
and Hirasaki and Pope (1974), Chauveteau (1981), and others, reported that the shear thickening
effect could be explained by the coil-stretch transition of macromolecules in elongational parts
of the flow [37], [38]. This confirmed Pye’s theory of how the increase in resistance factor was

related to rock properties.

Comprehensive studies regarding mechanical degradation of synthetic polymer was performed
as well. Maerker (1975) investigated the cause of mechanical degradation in dilute polymer
solutions and reported that mechanical degradation was caused by large viscoelastic normal
stresses generated primarily by elongation flow fields and became more severe with larger
fluxes. This is due to the flexible nature of synthetic polymers [39]. This has also been
confirmed in recent time by Zaitoun et al. (2012), who found that mechanically degradation
occurs mainly when the macromolecule is fully stretched, which happens at high velocities and
near the wellbore where viscous friction is high. They also concluded that acrylamide polymers
are very sensitive for mechanical degradation due to their flexible nature and that hydrolyzed

polyacrylamides sensitivity to degradation increases with molecular weight and salinity [40].

In 1983, Seright reported that polyacrylamide solutions mechanically degrade at high fluxes
when injected into porous medium and this effect could be seen by an entrance pressure drop.

This entrance pressure drop was observed to be equal to zero at low fluxes. He further defined
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the injectivity model and stated that polymer solution injectivity increases at higher injection

rates due to severe mechanical degradation and the following entrance pressure drop [28].

Another topic of discussion in literature is whether synthetic polymers in porous media exhibits
a pseudoplastic (i.e. shear thinning) behavior at low velocities, an apparent Newtonian plateau
at moderate velocities and a pseudodilatant (i.e. shear thickening) at higher velocities, or if it is
only shear thickening at high velocities and is approaching a Newtonian plateau at lower

velocities.

Delshad et al. (2008) developed an apparent viscosity model that accounts for both shear-
thinning and shear-thickening behavior for polymer solutions in porous media, which was
tested by history matching and reported as a good fit and thereby reporting both shear-thinning
and shear-thickening behavior of HPAM solutions in porous media [25]. This is also confirmed
by several authors, including Skauge et al. (2016) who found that radial polymer flow

demonstrates both shear thinning and shear thickening behavior [1].

Seright et al. (2009) examined injectivity characteristics of EOR polymers and observed that at
low to moderate fluxes, HPAM solutions behaved Newtonian, while a pseudodilatant behavior
was observed at moderate to high fluxes. They found no evidence of pseudoplastic behavior
and proposed that this type of behavior was an experimental artifact originating from either less
accurate pressure transducers, forming of an internal or external filter cake due to mirogels or
high molecular weight species preventing the flow to propagate or that the temperature was not
controlled [33]. However, in 2010, Seright et al. stated that shear thinning could be observed in

porous media if:

1. Fresh HPAM solutions was injected in short cores with sufficiently low
permeability. The effect was attributed to high molecular weight species and was
found to be reduced by either exposing the solution for high flux before injection or
pass the solution through rock at low flux.

2. HPAM solutions with a sufficiently low salinity and/or sufficiently high polymer

concentration at moderate to low fluxes.

The shear thinning effect was found to be small compared to the level of shear thickening [41].

The onset of shear thickening behavior is an important topic as well, and Heemskerk [1984]
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reported that the viscoelastic properties of polymer solutions in porous medium became

reflected by a shear thickening behavior beyond a critical shear rate [42].

More recent studies at CIPR, Skauge et al. (2016), found that the onset of shear thickening
increases with injection rate in radial flow. Further, higher rates experience a longer shear
thickening region and reaches an apparent Newtonian plateau further away from the injection
well compared to lower rates [1]. The onset of extensional flow (shear thickening) has also been
correlated to rock properties by Zamani et al. (2015) who found the onset of shear thickening
to depend on rock type, its tortuosity and permeability, as well as the polymer properties. They
attributed the variating onset to the polymer memory effect and stated that the onset in one
single rock sample will vary at different points in the porous media thus vary for various
injection rates [27]. Skauge et al. (2015) further suggested that the slope of shear thickening
might be an inherent rock property and related to permeability, pore size distribution and
tortuosity as the slope of shear thickening appeared to be independent of polymer molecular

weight and brine salinity [43].

36



37



5 Simulation models

In this thesis two simulation tools were used for history matching; STARS by Computer
Modelling Group and MRST (MATLAB) by SINTEF. STARS was used to perform the manual
history matching, while MRST was utilized for automatic history matching using EnKF. The
following subchapters will have a short introduction of both, together with the core model used

in each simulator and a sensitivity analysis performed in STARS.

5.1 STARS by CMG

Stars is a product of Computer Modeling Group Ltd. (CMG) and is an advanced process
reservoir simulator, which includes chemical flooding, dual porosity and permeability, flexible
grids and more. It uses a wide range of grid and porosity models in both field and laboratory
scale and the grid systems can be either Cartesian, of variable depth/thickness or cylindrical.

The latter is used in this thesis.

Here, STARS is used to history match flooding experiments, both for waterflooding and
polymer flooding on laboratory scale. The results from the simulations in STARS was utilized
by the feature “Results 3D”, which lets you view the changes in the grids when a property
changes with time [44]. In this thesis, the focus was on both the pressure and the apparent
viscosity. To ensure that the flooding has gone through the whole disk, it was necessary to
observe the viscosity development with time in “Results 3D”. To plot the pressure against the
radius of the disk, the output pressure data was extracted and matched towards the experimental
pressure data. Since STARS calculates the absolute pressure and not the pressure drop over the
disk, the atmospheric pressure was subtracted from the pressure output of the simulations, taken
from the feature “graph viewer”. As the output pressure in STARS is given in kPa and the
experimental data is given in mbar, was the differential pressure from STARS converted from

kPa to mbar.

In the following subchapters, there will be a review of STARS and the focused variables used
when manually history matching waterflooding and polymer flooding, as well as a sensitivity

analysis.
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5.1.1 STARS — Core model

The core model used in STARS is based on the core used in the experiment, shown in chapter
6, and is a radial disk with a thickness of 3,11cm and a radius of 15cm. The properties of the
rock are presented in Table 6.1. The disk consists of one grid in J and K-direction and is divided
into 148 grids in I-direction. 147 grids have a grid size of 0,1cm, while the last grid (nr.148)
represents the outer boundary and has a grid size of 0,3cm and a very high permeability and
porosity. The permeability of the 147 grids is considered to be isotropic. The radius of the
injection well is 0,3cm and the producer is located in a radial path, 15cm away from the injection

well.
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Figure (5.1). The core model used for the sensitivity analysis and the core scale history matching viewed in areal
1-J 2D view.
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Figure (5.2). The core model used for sensitivity analysis and history matching on core scale, viewed in areal |-
K 2D view.

5.1.2 STARS - Waterflooding

As previously mentioned, the experiments used for history matching is performed on a radial
disk. This is specified in the script by the keyword GRID and RADIAL. The main objective of
simulating a waterflood is to determine the absolute permeability of the core and it is the only
tuning parameter when history matching a waterflood, as it is the only free variable in the Darcy
equation for radial flow. This is specified by the keyword PERMI, when assumed that the
permeability isotropic, i.e. the same in J, K and I direction.

5.1.3 STARS - Polymer flooding

Similar to the history matching of waterflooding, there is only one tuning parameter in history
matching of a polymer flood. As the permeability is determined from the waterflood, the
viscosity of the polymer is the only free variable in Darcy’s equation for radial flow, hence the
only tuning parameter. In STARS, the viscosity is specified by the keywords AVISC and
SHEARTAB. However, there are several keywords which need to be considered when

simulating a polymer flooding, due to the polymer properties described in chapter 3.
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ADRT
ADSTABLE
ADMAXT
AVISC
CMM
DTMAX
PORFT
RRFT
SHEARTAB

ADRT is the residual adsorption level. This parameter is ranging from completely reversible (0)
to completely irreversible (the value of ADMAXT). ADMAXT represents the maximum
adsorption capacity of the rock and must be a positive value. When ADMAXT equals 0, there is
no adsorption. ADSTABLE is a table of adsorption (adt) versus composition (cpt) and denotes
the composition dependence. The absorption (adt) is the adsorbed moles per unit of pore
volume at composition cpt and cpt is the mole fraction of the phase from which the adsorbing
components composition dependence will be taken. adt and cpt has to increase by more than

1e-10 [44]. In this thesis, cpt refers to the mole fraction of polymer in water.

PORFT is the accessible pore volume and has an allowed range from 0, meaning that there is
no fraction of available pore volume, to 1, meaning that every pore is available. RRFT is the
residual resistance factor for the adsorbing component, which must be greater or equal to the
default, which is 1.

CMM assigns molecular weights and consequently affects the mole fraction of the polymer, cpt.
SHEARTAB specifies the non-Newtonian viscosity in a table with Darcy velocity versus
viscosity and has a maximum allowed number of 40 table rows. AVISC is the viscosity and
when BVISC equals 0, the viscosity is temperature independent. DTMAX is the maximum time
step allowed and has a range to 10%° days. [44]. The unit of each parameter is listed in the

nomenclature.
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5.1.4 Sensitivity analysis in STARS

The following sensitivity analysis is executed to verify the script used in the history matches
executed manually in STARS. This is performed to measure the sensitivity of the parameters
and their influence on the simulation results. As the history matches performed in this thesis is
based on differential pressure, the sensitivity analysis will examine how the following
parameters and keywords, which were introduced in chapter 3 and 5.1.3, influence the
differential pressure; molecular weight, viscosity, residual resistance factor, adsorption,
reversible and irreversible adsorption, inaccessible pore volume, time steps and grid size. The
parameters effect on viscosity will not be examined as the viscosity is defined in the shear tab

and is a set value.

The base case used for the following sensitivity analysis is a history match of a polymer
flooding with an injection rate of 10ml/min. The differential pressure data used for history
matching and this sensitivity analysis is presented in Table 6.4. The core model used was

described previously in chapter 5.1.1.

The sensitivity analysis is performed in lab scale, in grid block 76,1,1, which is located 7,6cm
out in the porous media. Each simulation is run long enough to ensure that the properties and

the pressure is stabilized.

5.1.4.1 The effect of grid size

When chemicals used in EOR propagates through a porous medium, they are influenced by the
tortuous paths and the heterogeneities of the media [44]. This can cause smearing of the spatial
gradients of saturation or concentration and a less piston-like displacement due to distribution
of the polymer over a larger area. The effect can be reduced by lowering time steps and/or
increasing the grid resolution by decreasing the grid size and thereby creating a sharper front
[45].

As the permeability in the simulations performed in chapter 7 is divided into three regions,
changing the grid size consequently would result in an altered permeability field which would
affect the value of the output differential pressure. Due to this effect, the sensitivity analysis of
the grid size was performed with a homogenous permeability equal to 2360mD, to avoid an

altered permeability and a thereby an altered pressure response.
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The sensitivity analysis is performed in block 76,1,1, given that the grid size = 0,1cm. When
increasing the grid size, the block number will be changed together with the pressure response,
and will therefore not level off at the exact same value. The deviation between the values is not

considered significant and is = 0,5mbar.

The effect of grid size
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Figure (5.3). The effect of grid size on differential pressure.

Figure (5.3) illustrates how the pressure stabilizes slower with increasing grid size. A grid size
> 0,5 deviates slightly from the grid sizes of lower values, but not significantly. Due to the
measurements of the core, a homogenous grid size is easier to work with when defining the
model and the permeability in the script. As grid size = 0,1 and 0,01 shows no noticeable
difference in differential pressure response and achieves an adequate grid resolution to prevent
smearing of the front, a grid size of 0,1 is considered sufficient when history matching and does

not influence the stabilized differential pressure value.
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5.1.4.2 The effect of time steps (DTMAX)

DTMAXT is the maximum allowed time step, which on lab scale is measured in minutes. The
DTMAX values tested was: 0,01, 0,1, 1 and 10.

dP, block 76,1,1

Pt

dP(mbar)

DTMAX=0,1

DTMAX=1

DTMAX=10

20 40 60 80 100 120 140

Time(min)

Figure (5.4). The effect of DTMAX on the differential pressure in block 76,1,1.

Figure (5.4) demonstrates how an increase in DTMAX causes a slower stabilization of the
differential pressure. DTMAX=10 illustrates numerical dispersion, but the effect appears to
diminish when DTMAX < 1. The simulations performed in chapter 7 is carried out with
DTMAX=0,01, however DTMAX=0,1 would be considered sufficient as there is no noticeable
difference in the stabilization of the differential pressure values between DTMAX=0,01 and

0,1.

5.1.4.3 The effect of viscosity (SHEARTAB)

The viscosity, which is the most important property when determining the efficiency of a
polymer flood, is the only parameter that is being altered during the differential pressure history
matches of polymer flooding. As the main objective of this thesis is to estimate the in-situ
polymer rheology, it is therefore a critical value to consider during the sensitivity analysis. It is
important that the keyword SHEARTAB follow the values stated in the script and that the
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differential pressure response follows accordingly. Simulations was run with shear tabs which

had an increase of +50% and decrease of -50% of the base case shear tab apparent viscosity,

shown in the figures below.

Apparent Viscosity(cP)
1S5

dP{mbar)
= = [ (=] w w =3 =
(93] (=] (%3] (=] w [a=] (%3] (=] Ln

(=]

0,01

20

Apparent viscosity vs darcy velocity

01

Darcy velocity(cm/min)

Figure (5.5). Sensitivity of SHEARTAB.
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Figure (5.6). The effect of the apparent viscosity on the differential pressure.

45



Figure (5.5) and Figure (5.6) illustrates how an increased apparent viscosity of +50% of the
base case leads to an increase in differential pressure by 50%, as expected as the viscosity is

proportional to the differential pressure by Darcy’s equation of radial flow.

5.1.4.4 The effect of molecular weight (CMM)

The molecular weight of the polymer is given as 18 million Daltons and is used to calculate
both the mole fraction and the adsorption. Adsorption is considered as the primary retention

mechanism and was calculated by (5.1), taken from [7], p. 128.

' = x2,7194pg Ib/AF (5.1)

Where I'n is the retention in mass of polymer per unit volume of rock, x = the adsorption level
in mass polymer pr unit mass of solid, I" and pr is the bulk formation density, assumed to be
equal to 2,65g/cm?®. Lb/AF is pound per acre feet and was converted to g/cm? [7]. The unit used

in STARS is mol/cm?® and the retention value was therefore divided by molecular weight.

Consequently, when using a molecular weight equal to 18 million Dalton, the adsorption level
(adt) resulted in a value below the allowed range. By scaling the molecular weight and thereby
scaling the mole fraction and the adsorption level, a more satisfying value was obtained.
However, the effect of scaling the molecular weight, mole fraction and adsorption should be

examined.

46



The effect of CMM
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Figure (5.7). The effect of scaling molecular weight (CMM) on differential pressure.

By only changing CMM in the script, it appears that scaling the molecular weight from the
original value of 18 million Daltons, which equals 18000kg/mole, to 18kg/mole, has no effect
on the differential pressure, illustrated in Figure (5.7). Although this have no effect on the
differential pressure, it does influence the material balance error, MBE, which ideally should
be as low as possible. The material balance error which occurred by only scaling the CMM in

the script is shown in Table 5.1.

Table 5.1. The effect of only scaling CMM in the script and the corresponding material balance error.

CMM (kg/gmole) cpt MBE (%)
18 1,0008:10°® 0,295
180 1,0008-10°° 0,339
1800 1,0008:10°® 0,755
18000 1,0008-10° 3,643

Altering the molecular weight alone and not the corresponding mole fraction will result in an
increased material balance error and has no true meaning as these two are directly related. Thus,

the following will examine the effect of altering both the molecular weight and the
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corresponding mole fraction, cpt. The mole fraction is converted from the polymer solution

concentration (ppm) by following equation:

ny, (5.2)

Concentration (weight %) = £
nW MW

Where np is mole polymer, ny is the mole water, My and M, is the molecular mass of water and

polymer, respectively.

The effect of CMM and cpt
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Figure (5.8). The effect of scaling both CMM and cpt on the differential pressure.

Figure (5.8) is supposed to demonstrate how the scaling of both CMM and cpt effect the
differential pressure, however, the figure demonstrates more the effect of adsorption. When
scaling both the molecular weight and the mole fraction, but not the corresponding adsorption,
the mole fraction becomes closer to the order of the adsorption thus it require more time to
reach a stabilized differential pressure as the front of polymer is highly adsorbed and propagates
slower through the media. This is better illustrated under the discussion of ADMAXT, in

chapter 5.1.4.7. The material balance error occurring when scaling both CMM and cpt is listed

in Table 5.2.
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Table 5.2. The effect of changing both CMM and cpt and their corresponding material balance error.

CMM (kg/gmole) cpt MBE (%0)
18 1,0008-10° 0,295
180 1,0008-1077 16,57
1800 1,0008-10°® 42,25
18000 1,0008-10° 33,37

The material balance error increases with increased molecular weight and corresponding
decreasing mole fraction, shown in Table 5.2. This can be an artifact of the unscaled adsorption,
but since the adsorption cannot be scaled with the molecular weight due to the limit of 1e-10,
it is difficult to determine comprehensiveness of this artifact. However, the discussion has
shown that scaling the molecular weight by a factor of 1000 can be justified as it reduces the

material balance error and does not affect the stabilized differential pressure value.

5.1.4.5 The effect of adsorption (ADSTABLE)

ADSTABLE is the composition dependence which is specified by a table of adsorption. The
composition, cpt, is given in mole fraction and has an allowed range from 0 to 1. The molecular
weight of the polymer is 18MDa and as the adsorption (adt) of the polymer must increase by at
least 1e-10, the molecular weight of the polymer was scaled down from 18-10%g/mole to
18000g/mole as a larger molecular weight consequently resulted in an adsorption below the
allowed value and in a higher material balance error, as explained in the previous subchapter
[44].
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Figure (5.9). The effect of ADSTABLE (adt) on the differential pressure in block 76,1,1.
The figure above illustrates the effect of changing the adsorption in ADSTABLE to - 50% of

the base case and + 50% of the base case adsorption. This appears to have no effect on the

stabilized differential pressure value or the time it uses to reach a stable differential pressure.

Altering adt does not affect the material balance error, listed in Table 5.3.

Table 5.3. The material balance error when changing the adsorption, adt.

adt MBE (%)
+50% of base case 0,295
Base case 0,295
-50% base case 0,295

Shortly summarized: changing the adt has no effect on the time or value of the stabilization of

the differential pressure and does not influence the material balance error.

50



5.1.4.6 The effect of reversible and irreversible adsorption (ADRT)

As the simulations is run as a single injection and not as a sequence, it is expected that changing
the keyword ADRT and thereby the reversibility of the adsorption will show no effect on the
differential pressure. Adsorption causes permeability reductions which can be discovered by a
second water flooding, for example by running a sequence of polymer and water injections and

observing the permeability reductions by an increase in the differential pressure.

dP, block 76,1,1
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Figure (5.10). The effect of reversible and irreversible adsorption, ADRT.
Table 5.4. How the value of ADRT affect the material balance error.
ADRT MBE (%0)
Completely irreversible 0,295
Partially reversible 0,295
Completely reversible 0,295

However, as illustrated in Figure (5.10) and listed in Table 5.4, changing the reversibility of the
adsorption has no influence on the stabilization of the differential pressure nor the material

balance error as the simulation is run as a single injection.
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5.1.4.7 The effect of the maximum adsorption capacity (ADMAXT)

ADMAXT is the maximum adsorption capacity of the rock. When ADMAXT=0, no adsorption

occurs.
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Figure (5.11). The effect of ADMAXT on differential pressure in block 76,1,1.

Figure (5.11) demonstrates how an increased adsorption causes a slower stabilization of the
differential pressure due to the slower propagation through the porous media, caused by the
continuously adsorption and thereby the need of injection more polymer solution.
Consequently, zero adsorption shows a more rapid stabilization of the differential pressure. The

amount of absorption appears to influence the material balance error, shown in Table 5.5.

Table 5.5. How changing the value of ADMAXT affect the material balance error.

ADMAXT MBE (%)
+50% of base case 0,4167
Base case 0,2948
-50% base case 0,158
0 0,0034
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As neither the keyword ADSTABLE or ADRT displayed an influence on the stabilization of
the differential pressure or the material balance error, it appears that the keyword ADMAXT
controls the degree of adsorption. However, it has no influence on the value of the stabilized

pressure, only the time of stabilization and the material balance error is considered as

sufficiently low.

5.1.4.8 The effect of accessible pore volume (PORFT)

The assumption in the history matching performed in chapter 7 is that all pores are accessible,
ergo PORFT=1. PORFT is the fraction of the pores available, meaning that when PORFT=0,9,

10% of the pores are inaccessible.
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Figure (5.12). The effect of PORFT on differential pressure.

The fraction of pore volume available influences the time of stabilization of the differential
pressure and when the fraction of pore volume available decreases, the differential pressure
stabilizes faster, shown in Figure (5.12). As the polymer flow travels to a smaller pore volume
it reaches equilibrium earlier. The value of PORTF only displays minor effects on the material

balance error, which is listed in Table 5.6.
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Table 5.6. How the fraction of inaccessible pore volume affect the material balance error.

PORFT MBE (%)
0,7 0,399
0,8 0,357
0,9 0,323

1 0,295

Shortly summarized: the value of PORFT only influences the time of stabilization.

5.1.4.9 The effect of the residual resistance factor (RRFT)

The residual resistance factor, Rrr, indicates the permanence of the permeability reduction

caused by the polymers. It must be greater or equal to 1 and is defined:

A 5.3
Rrp = A_W (3
wp

where Aw IS the mobility of the water before performing a polymer flood and Awp is the mobility
of the waterflooding after displacing all the mobile polymer retained after the polymer flooding.
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Figure (5.13). The effect of RRFT on the differential pressure.

54



Figure (5.13) illustrates how the the differential pressure increases when the value of the RRFT
increases. This is an expected behavior and is a direct effect of equation (5.3), which also can
be written as:
5.4
APZ_MZQZ/Kz_ﬁ (5.4)
AP1 ,ulQl/K1 Kz

Rpr =

where Ky is the absolute permeability of the rock during the first waterflooding, Kz is the
effective permeability after the polymer flooding determined by a second waterflooding, pw and
Lwp IS the water viscosity in the first and the second waterflooding, respectively, and AP; and
AP; is the differential pressure in the first and second waterflooding, respectively. Equation
(5.4) assumes that pw and pwp have the same value and the injection rate is the same in both

waterfloodings.

Followed by equation (5.4), an increase in RRFT will result in a decrease in the effective
permeability after the polymer flooding, hence an increase in the differential pressure. Doubling
the RRFT value from the base case value equal to 1, consequently results in doubling of the
differential pressure as the permeability has been reduced to half the value of its original base

case value.

The polymer flooding history matches performed in chapter 7 uses a constant permeability field
determined by the waterflooding performed before any polymers had traveled through the
porous media. Since no secondary waterflooding was performed, there is no information of the
possible permeability reduction happening when flooding with a high average molecular weight
polymer solution and the RRFT is therefore equal to 1. However, if any permeability reduction
occurs in the polymer flooding, this is taken to account by the apparent viscosity, as it is the
only tuning parameter. It is therefore possible that the apparent viscosity might be overestimated
to reach an adequate differential pressure, which might be increased due to permeability
reduction. Since no experimental information about this factor was given, it is considered

sufficient to set this keyword equal to 1.
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5.1.4.10 Summary of the sensitivity analysis

The numerical dispersion effect diminished with an increased grid solution obtained by
decreasing the time steps and the grid size. The simulations in chapter 7 is performed with
DTMAX=0,01 and grid size equal to 0,1cm as the grid resolution is sufficiently minimizing the
smearing of the front. The keyword SHEARTAB follows the input data in the script and the
differential pressure follows accordingly. Scaling the molecular weight and the corresponding
mole fraction by a factor of 1000, does not affect the stabilized differential pressure value and
resulted in the smallest material balance error. The keyword ADMAXT seems to control the
adsorption as the keywords adt and ADRT had no effect on the stabilization of the differential

pressure.

The assumption in the simulations in chapter 7 is that the flow is steady-state. Although the
pressure is transient, as it varies with position, it is stable after some time and can therefore be
numerically considered as steady-state. The polymer properties are not changing over time and

are constant when they have stabilized, shown in the sensitivity analysis above.
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5.2 MRST

MATLAB is developed by The MathWorks and stands for matrix laboratory. Some of its
typical uses include modeling, simulation and data analysis [46]. In this thesis, we use
MATLAB Reservoir Simulation Toolbox (MRST) developed by SINTEF, which is an open-
source code that aims to support research on modeling, simulation of flow in porous media and
contains a wide variety of mathematical models. It consists of a core module that gives basic
data structures and since it does not contain flow equations and solvers, it is necessary with
add-on modules [47]. The Ensemble Kalman Filter (EnKF) is a workflow tool and an add-on
module for MRST, which is developed by the University of Bergen (UiB) and the add-on
module utilized in this thesis. EnKF was first introduced in 1994 by Evensen and is an
approximating filtering method which has been widely used for history matching of reservoir
data [48]. The tool operates by continuous iterations which compares output simulation values
with the input experimental data. However, the tool is quite comprehensive and the following

will just be a short summary of the approach used in this thesis.

5.2.1 MRST - Waterflooding

Similar to the simulations performed in STARS, the injection rate and the rock properties are
stated in the script and the only tuning parameter is the permeability. An analysis of the absolute
permeability in the core, performed in chapter 7.1, led to the assumption that the permeability
of the core was heterogenous as a homogenous permeability resulted in poor history matches.
Furthermore, the disk was divided into three regions and the automatically history matching of

waterflooding is thereby governed by five parameters;

- K1— the permeability in region 1
- K2 — the permeability in region 2
- Kz — the Permeability in region 3
- r1 — the outer boundary of region 1

- r3 — the inner boundary of region 3
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A description of the core model used in MRST is shown in Figure (5.14). Region 1 is illustrated
on the left side of the figure as the blue area near the wellbore and stretches from the outer
boundary of the wellbore to the simulated r; value determined by the history matches. r1and r3
is given as a fraction of the radius and their corresponding permeability is K1 and Kz, given in
mD. Region 3 is the light blue area illustrated on the right-hand side of Figure (5.14) and the
rest of the core, the red area, corresponds to region 2.

Figure (5.14). Illustration of the core model used in MRST.

By defining a range for each variable and stating the number of ensemble members, iterations
and the experimental error, the EnKF numerically simulates the best match within the range of

the variables stated in the script. This is better explained by a simple example:

33 - n_ens = 100;

54 — er var = 0.05;

S|l n_iter = 4;

56 — Aim = 'Permeability field':
a7 — n_region = 3;

Figure (5.15). A section of the code used in MRST.
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The input parameters shown in Figure (5.15) is:

n_ens — the number of ensembles performed for each iteration. If equal 100, it means
that for each iteration, it picks 100 values within the specified range. The
recommended value is 100 and the higher the number, the more accurate it is.

- er_var — the experimental error. Describes how trustworthy the experimental data is.
The recommended value is between 5-20% and the higher the value, the more freedom

the code has.

- Aim — this can either be “Permeability field” or “in_situ_rheology” and depends on
the aim for the simulation. For history matching of a waterflood is the aim

“permeability field” and for polymer flooding, the aim is “in_situ_rheology”.

n_region — how many permeability regions the disk is divided into.

[0.02 0.5 100 100 100]:

al — I-Iin_val‘.:es
[0.1 0.99 &00 3000 3CICICI|];

6l — Max walues

Figure (5.16). Another section of the code. The range of the variables.

Waterflooding aims to find the permeability field which results in the best history match. Figure
(5.16) illustrates the range of each parameter in the following order: ry, r3, K1, K2 and Kas. The
top line is minimum value and the bottom line is the maximum value of the range. These might
be changed if the first run does not result in an acceptable history match. The bigger the range,
the more freedom the code has. The experimental pressure data used for the history match is

included in the code as a text file.

After the simulation is finished, MRST gives out three plots; one differential pressure graph,
one distribution chart and one for the iterations performed. As the two first are of importance,

these are illustrated below for a history match performed for g=5ml/min.
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Figure (5.17). Output pressure curve from MRST. Differential pressure versus radius. Red dots — experimental
points, black line — Initial K distribution and the green line — after EnKF is ran.
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Figure (5.18). The output distribution chart from MRST. Top left hand-side and downwards: K1, K3 and r3. Top
right-hand side and downwards: Kz and ri.
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The distribution chart in Figure (5.18) indicates the distribution of the parameters within the
stated range in the script, plotted along the x-axis. The light blue area is the initial values chosen
and the average of these initial values and their corresponding pressure match is the “initial K-
distribution”, shown as a black curve in the differential pressure plot in Figure (5.17). The
purple area demonstrates the new hundred values found after the EnKF run and their frequency
distribution fraction, stated on the y-axis. A further analysis of Figure (5.18) indicates which

parameters are definite, restricted or indefinite:

- Koz can be considered as a definite parameter as it demonstrates a high frequency within
a narrow, defined range.

- Kz can be considered as a restricted parameter as its frequency distribution is over a
larger range and is not as pronounced as Ko.

- rzis an indefinite parameter and carries a large uncertainty as its frequency distribution

stretches over the whole range of initial values.

The output from MRST is the average of the new values, given as K1 newavg, K2 newavg, K3 new avg,
I'tnew avg @Nd 3 new avg and their corresponding differential pressure match is the labeled “After

EnKF”, shown as a green curve in Figure (5.17).

5.2.2 MRST - Polymer flooding

The approach for the polymer flooding resembles the previously described approach for the
waterflooding. The main difference is the aim: “in_situ_rheology”, a specified permeability
field and instead of five parameters, there are now six. The code is using the extended Carreau

equation (5.5) and the six parameters are listed below:
N(¥) =Moo + (0 = Neo)[1 + (A7) 1T 7D/2 4 1y [1 = exp(=(227)"2 7] (5.5)

Where:

- n(y) —the apparent viscosity

- 7o - the infinite shear rate viscosity, equal to 1cP
- 1o — zero shear rate viscosity

- Mmax — Maximum shear thickening viscosity

- Ay — polymer specific empirical constant with an unknown range
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- A, — polymer specific empirical constant that includes the polymer relaxation time.
The range is unknown, although 1,>4,.

- ny- polymer specific empirical constants, should be below 1 and represents the shear
thinning behavior of the polymer

- n, — polymer specific empirical constant, and should be more than 1 and describes
the shear thickening behavior of the polymer. Above 2,5 it is unstable and can lead to

numerical errors [25], [27].

58 - Min values = [20 leg 0.01 20 1e3 1]:
[T00 1e8 0.99% 100 1les 2]:

20 = Hax walues

Figure (5.19). Section of the code. The range of the parameters used in in_situ_rheology.

Figure (5.19) illustrates the range of the parameters in the following order: 1y, A1, 11, Dmax, A2
and n,. The output from MRST is given in four different plots; one differential pressure plot,
one distribution chart, one iteration plot and one plot of the rheological behavior of the polymer
determined for the specific injection rate. As both the differential pressure plot and the
distribution chart was explained in chapter 5.2.1, only the plot of the rheological behavior is

shown in this subchapter.
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Figure (5.20). The output MRST plot of the apparent viscosity vs. Darcy velocity.
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The apparent viscosity curve given by MRST follows equation (5.5). The red curve represents
the viscosity before EnKF and the blue curve represents the apparent viscosity estimated by
EnKF. The y-axis is the apparent viscosity, given in cP, and the x-axis is the Darcy velocity,
given in m/s.
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6 Experimental data

Laboratory studies was performed on a radial Bentheimer rock that had a porosity of ~ 24 %, a
diameter of 30cm and a height of 3,11cm. The permeability of the disk was not stated in the
given experimental dataset, however Bentheimer rocks are known to have a homogenous
permeability and usually equals 2,6D [1]. The core properties of the rock material used in this
study is listed in Table 6.1.

The disk had 11 pressure ports, when including the pressure ports located at the inner boundary
by the injection well and the outer boundary, at the outer rim of the disk. Figure (6.1) illustrates

the disk as well as listing the various locations of the pressure ports drilled in the disk.

@ =3,10cm

@=3,10cm ®=312m

14cm @=312m

2,8om
Holesat  33cm  fromthe center
54om

10,7cm
14.5cm

Figure (6.1). Core used in experiment.

Experimental absolute pressures for both waterflooding and polymer flooding of various rates
was given and the corrected differential pressures for the floodings is listed in subchapter 5.1
and 5.2. The polymer injected was HPAM at a concentration of 1000ppm and an average
molecular weight of 18 million Dalton. Before injecting the polymer, it was pre-filtered at a
rate of 1ml/min through a Swagelok filter (60um) located between the piston cylinder and the
core, illustrated in Figure (6.2).
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Figure (6.2). Experimental set-up.

Table 6.1. Core properties

Radial core model
Diameter D [cm] 30
Radius R [cm] 15
Thickness H [cm] 3,11
Bulk Volume Vo [cm?] 2197,22
Pore Volume Vp [mi] 525,21
Porosity ® [frac.] 0,239
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6.1 Waterflooding

The experiment performed the waterflooding at different, increasing rates:

- 5ml/min

- 10ml/min
- 15ml/min
- 20ml/min
- 30ml/min

- 40ml/min

The corresponding pressure drop at the locations of the pressure ports is presented in Table
6.2. The given experimental pressure data was not back-pressure corrected, thus it was

necessary to subtract the outer boundary pressure from the stated pressure values.

Table 6.2. Corrected differential pressure (mbar) for the waterflooding of different rates (ml/min).

Ko}

dPrw | dPr=1 | dPr=14 | dPr=2 | dPr=2s | dPy=39 | dPr=54 | dPi=76 | APr=107 | dPr=145 | dPr=15

18,77 ' 5,57 4,59 | 4,50 4,25 1,80 1,99 1,26 0,82 0,04
10 | 30,64 | 10,85 8,06 7,18 7,28 4,63 3,97 2,65 1,59 -0,44
15| 44,05 15,63 | 12,51 | 10,83 9,57 5,97 5,78 4,20 2,35 -0,54
20 | 57,71 | 17,43 | 18,14 | 13,77 | 12,40 8,78 7,56 5,06 3,01 0,41
30| 82562881 24,70 20,58 | 19,12 13,49 1131 8,20 4,26 0,20
40 | 100,08 | 39,19 @ 32,82 27,12 2539 19,97 14,83 10,72 5,66 1,27
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DIFFERENTAL PRESSURES, WATER INJECTIONS
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Figure (6.3). The corrected pressures from table (6.2). Differential pressure, dP(mbar), versus
radius (cm).

Both Table 6.2 and Figure (6.3) illustrates that there are some differential pressures below zero
and these are considered as deviations, as they probably are an experimental artifact caused by
the uncertainties of the pressure transducers and the correction of the back-pressure. Lower
injection rates and thus low differential pressures carries a greater uncertainty due to the

uncertainty of the pressure transducer, depending on their set maximum range.
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6.2 Polymer flooding

Polymer flooding is performed in radial disks to better study the in-situ rheology experienced
in field applications as the velocities decreases with increased radial distance from the injection
well and consequently goes through an unsteady pressure regime. Linear cores do not display
this behavior and injection performed in linear cores are at steady state conditions, hence results
in a different rheological behavior and is known to display an severe degree of shear thickening
[1]. By studying radial flow, a better insight to the conditions experienced in field applications

can be obtained.

The polymer flooding was performed by a total of 10 injections rates, where eight of them were
increasing in rate from 0,5ml/min to 20ml/min. After the 20ml/min, the injection rate was

lowered to 8ml/min and lowered again to 1ml/min.

The experimental pressure values were not corrected for the back pressure, and the pressure
measured at the outer boundary of the core was therefore subtracted from the experimental

values. The corrected pressure values used for history matching is shown in Table 6.4

Table 6.3. Polymer properties

Type of polymer | Concentration(ppm) Average Adsorption,
Molecular I'(ng/g)
Weight (Da)
Radial | HPAM 1000 18 million 50
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Table 6.4. Corrected differential pressure (mbar) for polymer flooding of different rates (ml/min)

o} dPrw dPr=1 | dPr=14 | dPr=2 | dPr=28 | dPr=39 | dPr=54 | dPr=76 | dPr=107 | dPr=145 | dPr=15
(ml/min)

0,5 37,49 4,93 3,21 3,37 2,93 1,74 2,34 2,38 2,15 1,73 0
3 217,62 23,48 17,57 19,19 12,95 10,93 9,73 | 10,03 6,89 5,31 0
5 389,92 | 48,95 | 35,70 35,39 25,83 20,35 16,82 | 13,97 9,49 7,02 0
8 672,19 | 110,97 75,74 | 66,06 | 51,17 38,34 30,16 | 22,26 14,07 8,85 0
10 894,53 | 169,26 | 112,11 92,58 72,13 53,18 | 40,78 | 30,26 19,46 12,39 0
12 1087,68 | 223,43 1 148,36 | 114,46 | 88,47 66,05 | 49,83 37,12 23,21 14,24 0
16 1494,75 | 363,01 | 247,39 | 183,88 @ 145,14 | 106,93 81,35 | 57,40 35,38 20,58 0

20 1928,06 | 504,59 | 346,79 | 253,28 | 199,28 | 148,22 | 111,69 | 78,71 47,84 26,62 0
8 541,97 | 119,93 | 90,27 78,39 66,17 51,89 | 40,38 | 27,65 16,16 7,35 0
1 22,47 9,76 7,36 7,42 7,12 3,65 4,06 2,35 1,49 1,35 0

DIFFERENTIAL PRESSURES, POLYMER
INJECTIONS

2000 - @ 0,5ml/min

1800 M 3ml/min
2 1600 Sml/min
g +
= 1400 x 8ml/min
§ 1200 * 10ml/min
E 1000 12ml/min
- x
E 800 + 16ml/min
= X .
= 600 _ =20ml/min
% 400 _: - = 8ml/min(2)

200 W ;‘i.+ + I . # 1ml/min
o ¢eEE B @ & & CL
0 2 4 6 8 10 12 14 16
RADIUS(CM)

Figure (6.4). The corrected pressures from table (6.4). Differential pressure, dP (mbar), versus the increasing

radius (cm).

Since the measured pressure values for the polymer flood is higher than the ones measured

during the waterflood, the values do not experience the same issue with negative pressures at

the rim as the waterflooding. However, the lowest rates with the lowest differential pressures

does, as previously stated, carry a greater uncertainty compared to the higher injection rates.
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The resistance factor, Rr, was reported and is presented in Figure (6.5). These experimental RF
values are calculated by using equation (3.10). Based on the differential pressure values
measured for each injection rate for water, corresponding differential pressure values for the
injection rates used during the polymer flood, were calculated for water and thereby a calculated
RF was stated in the experimental dataset. As these values were calculated based on
experimental differential pressure values and will be referred to as the experimental apparent

viscosity.

RF

100

4 0,5ml/min
M 3ml/min

+ = Sml/min

I X

* 8ml/min
+ = 10ml/min
= 10 - .
& 12ml/min
¢ _ % of I + 16ml/min
§= ! t = 20ml/min
X + = 8ml/min(2)
4 1ml/min

0,001 0,01 0,1 1 10
DARCY VELOCITY(CM/MIN)

Figure (6.5). Resistance factor, Re, versus Darcy velocity (cm/min)

The experimental data shows a general shear thickening trend. The injection rates denoted
8ml/min (2) and 1ml/min was performed after the flooding had reached its highest rate and do
not follow the same distinct trends as the others. This might be due to altered rock permeability
or the uncertainties in the pressure transducer. There will be a closer discussion of these values

in chapter 7.
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7 Results and discussion

7.1 Waterflooding

The main objective of a waterflooding is to establish the absolute permeability of the core. This
is done by running a waterflood of different rates and matching them towards their
corresponding experimental differential pressures. The history matching is based on Darcy’s

equation for radial flow [1]:

P.=P, + [%] In(2) (7.1)
Where:

P: - the pressure at the location r

Pw - the pressure at the injection well

u - the viscosity

Q - the injection rate

h - the thickness of the core

K is the absolute permeability

rw - the radius of the injection well

r is the location of some pressure point at a distance r from the center of the disk.

The only free variable in equation (7.1) is the permeability and is therefore the only tuning
parameter when history matching the waterflood. As the absolute permeability is inverse
proportional to the pressure drop over the core, history matching the differential pressure gives
an indication if the input permeability is too low or too high. If the simulated differential
pressure is too high compared to the experimental differential pressures, it indicates that the

input permeability might be too low and needs to increase to decrease the pressure drop.

Both STARS and MRST was used to simulate waterflooding to establish the permeability field
of the core for further use in the polymer flooding. In the following subchapters, results from
both STARS and MRST will be presented and discussed.
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7.1.1 STARS — Waterflooding

The absolute permeability of the rock can be determined analytically based on the experimental
pressures listed in Table 6.2. The analytical solution can be used as a starting point when history
matching the permeability. The following subchapters will include simulation results from an
analytically determined absolute permeability, as well as manually and automatically history

matches and their corresponding absolute permeability.

7.1.1.1 Analytically determined permeability

Analytically, the absolute permeability can be determined by equation (7.1). The equation
involves a logarithmic term of the radius; thus, the pressure is expected to follow a logarithmic
trend when plotting absolute pressure versus the logarithmic radius.

Absolute Pressure vs. Radius
160

140

EIZO
%- 100 @ 5ml/min
5 .
2 @ 10ml/min
o 80 L
o 15ml/min
a

60 .
= @ 20ml/min
o)
é 40 o * o e ® o 30ml/min

® 9
20 e ® 9o 00 o0 o 1 40ml/min
. e 00,0028
0,1 1 10 100
Radius(cm)

Figure (7.1). Waterflooding. Absolute pressure versus radius for each injection rate.

Figure (7.1) shows how the experimentally measured pressure point does not follow a
logarithmic trend and displays high pressures in the near-well bore region causing the curve to
be non-linear. By excluding the pressures measured in the near well-bore region, which might

be influenced by near-well effects, a more linear logarithmic trend can be obtained.

73



Absolute Pressure vs. Radius
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Figure (7.2). Absolute pressure versus radius for the waterflooding performed experimentally.

Figure (7.2) states the near linear trend obtained by excluding the pressure measurements near
the well and their following logarithmic trendline. The logarithmic trend line can be written as:

P.=a-In(r)+b (7.2)

Where r is the radius, Pr is the pressure measured at the specific radius and a and b are constants
found from the equation of the logarithmic trendline, listed in Table 7.1.

Table 7.1. Logarithmic trendline function for each injection rate and their corresponding R2-function.

g (ml/min) a B R?

5 -2,083 10,75 0,952
10 -3,806 20,751 0,977
15 -5,546 31,085 0,985
20 -6,813 40,49 0,985
30 -10,42 62,992 0,995
40 -13,89 87,708 0,996

The R2-function indicates how accurate the trendline fit the data, given by equation (7.3), and

the closer the value is to 1, the more accurate is the fit.
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2 = Ll — DO =PI (7.3)
i(x; — 1) iy — ¥)?

Shown in Table 7.1, the accuracy of the R2-fuction increases with increasing injection rates, as
expected since the uncertainty of the pressure transducers decrease with increased rate.

By inserting equation (7.1) into (7.2), the absolute permeability for each injection rate can be
determined. These are listed in Table 7.2 and plotted in Figure (7.3).

Table 7.2. The absolute permeability for each injection rate determined analytically.

q 5 10 15 20 30 40 Average
(ml/min) K (D)
K (D) 2,09 2,28 2,35 2,51 2,47 2,46 2,36
Kvsq
3
2,5 { . o ® 0
? [ ]
2 15
* 0K
1
05
0
0 10 20 30 40 50
g (ml/min)

Figure (7.3). Analytical determined permeability for each injection rate

Figure (7.3) illustrates how the absolute permeability behaves nearly rate-independent,
although the permeability analytically determined for the lowest injection rate deviates slightly
from the others and displays a lower permeability. The pressure at this injection rate is low and
the uncertainties is higher due to the uncertainties of the pressure transducers, which also is

reflected by the R?-function, and can therefore be considered as a deviation.
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Under the assumption that the permeability is flowrate independent, each injection rate was
history matched with the average permeability stated in Table 7.2. The results are presented
below for some of the rates, while the others can be found in appendix A.

5ml/min

Waterflooding, g=5ml/min, K=2,36 D

20
18
16
14
= 12
€ 10
= EXP Water inj 5Sml/min
- 8
6 ——SIM Water inj 5ml/min
4
’ O ———
0 S ————
0 2 b6 8 10 12 14 16

Radius (cm)

Figure (7.4). History match for g=5ml/min with an average analytical determined permeability, K=2,36 D.

The average permeability gives an adequate fit in the middle of the core, but deviates from the
experimental pressure points in both the near-well region and 4cm out in the porous media and
is thereby considered as a poor fit. The differential pressure is too low throughout larger
portions of the core, which indicates that the permeability should be lowered to increase the

differential pressure, as found and stated in Table 7.2.
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30ml/min

Waterflooding, q=30ml/min, K=2,36 D
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\

0 2 4 6 8 10 12 14 16

= R W
o o o ©O

Radius(cm)

Figure (7.5). History match for g=30ml/min with an average analytical determined permeability, K=2,36 D.

By comparing of Figure (7.4), Figure (7.5) and other corresponding figures found in appendix
A, the average permeability determined analytically gives a good average match and improves
with increasing rates. Furthermore, the history matches display the same trend through most of
them; the well-bore differential pressure is not adequately high and the differential pressure

from the middle and throughout the core is too low.

7.1.1.2 Homogenous permeability

A homogenous permeability is when the permeability is uniform across the core and there are
no preferential pathways for the flow [49]. By giving the model a constant, isotropic and
homogenous permeability, it is possible to get a more specific indication of the absolute

permeability of the rock. This is illustrated in Figure (7.6).
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Homogenous permeability, g=10ml/min
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Figure (7.6). dP (mbar) versus radius (cm) for g=10ml/min waterflooding with various homogenous
permeability

The orange dots in Figure (7.6) represents the experimental differential pressure values for a
waterflood performed with g=10ml/min. The legends in the figure is the simulated output
differential pressure when utilizing various homogenous permeability and these are discussed

below.

1. K=1500mD - the differential pressure over most of the core is too high, except from the
near wellbore area where it is too low, thus indicating that the permeability should be
increased everywhere but in the near wellbore area, where it should be lowered to
achieve an adequate pressure drop. Based on this and the results from the analytical
determined permeability, it is possible to predict that the absolute permeability of the

core not is homogenous.
The following legends will have an increasing permeability and the pressure drop in the
well-bore region will not be adequate for either of them and are therefore not further

mentioned.

2. K=1800mD - the same issue as (1).
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3. K=2000mD - this permeability demonstrates a better history match than previously
discussed legends, but does not follow the same trend as the experimental points. From
1cm to 8cm, it overestimates the differential pressure and from 9cm to 15cm it results

in a good match.

4. K=2300mD - this is close to the previously discussed analytically determined
permeability and results in an acceptable average history match as it follows the trend

of the experimental points.

5. K=2600mD - this permeability results in a good match from 1cm to 5cm, but the
differential pressure is too low throughout the rest of the core, indicating that the
permeability should be lower in the outer portion of the core.

6. K=3000mD - The differential pressure is too low throughout the whole core.

Based on the analysis of the homogenous permeabilities in Figure (7.6), together with the
analysis of the analytical determined permeability, the homogenous permeability does not result
in an acceptable history match, hence the following assumption; the core is heterogenous and
consists of three regions. One region in the area close to the injection well, another region near
the outlet of the core and a third region in-between these two. In the following discussion, the
area close to the injection well is referred to as region 1, the area near the outlet of the core is

referred to as region 3 and the area between these two is referred to as region 2.

7.1.1.3 Heterogeneous permeability

The previously performed analysis clearly indicated that the permeability in the near wellbore
region should be low to achieve an adequate pressure drop. Although the analysis gave a good
indicator of the value of the permeability of each region, the issue now is to estimate the size
of the regions and their actual corresponding permeability. Each rate was history matched
towards their experimental differential pressure in Table 6.2 and the results will be presented
in this subchapter and appendix A.
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Figure (7.7). History match of the waterflooding with g = 5ml/min. Distance from well(cm) versus pressure

The previously discussed trend of the pressure transducers increased uncertainty with
decreasing rates due to low pressures, is pronounced in Figure (7.7), where several experimental
differential pressure points, illustrated by the orange dots, can be classified as outliers. The
points located at 2, 2,8 and 3,9cm deviates from the other as they do not follow the same
decreasing pressure drop trend and is therefore not considered when history matching the

waterflooding of g=5ml/min. The match was obtained with the permeability field presented in

Table 7.3.

Waterflooding, g=5ml/min

\ EXP Water inj Sml/min

| e S IV Water inj Sml/min

\. \
-~
B -'—._____‘___\___ ——
2 4 6 8 10 12 14 16
Radius(cm)

drop, dP (mbar).
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10ml/min

Waterflooding, g=10ml/min

dP(mbar)

Radius(cm)
Figure (7.8). History match of a waterflooding with g = 10ml/min. Radius versus pressure drop.

The differential pressure increases and the number of experimental outliers decrease,
demonstrated by comparison of Figure (7.7) and Figure (7.8). The experimental point located
at 2,8cm is considered a deviation as it displays an apparent increase in differential pressure,

together with the point located at 14,5cm which has a negative value. The history match was
obtained with the permeability field presented in Table 7.3.

The previously analysis of a homogenous permeability stated that a permeability of 2600mD
resulted in a poor history match from 5cm and throughout the core. However, due to the
resulting pressure build-up caused by the lowered permeability of region 3, a permeability of

2600mD in region 2 results in a good match. Table 7.3 summarizes the history matched
permeability field for each injection rate.
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Table 7.3. The manually simulated permeability fields for waterflooding of different rates

Permeability field

g (ml/min) Region 1 Region 2 Region 3
5 6*300 97*2300 44*1900
10 7*420 96*2600 44*1900
15 7*445 96*2600 44*1900
20 7*460 96*2700 44*1900
30 7*495 96*2700 44*1900
40 7*565 96*2700 44*1900

Table 7.3 lists the history matched permeability field for each rate in the waterflooding. The
near wellbore region, referred to as region 1, have a significant lower permeability, compared
to the other regions, which is due to the additional pressure drop experienced in the well region.
The additional pressure drop in this region can be an effect of the location of the pressure
transduces. If the pressure transducer is located in the center of the well, it will experience high
pressure caused by the direct impact of the injected fluid or, if located at the rim of the well, it

will experience higher pressure due to the resistance of the fluid as it enters the porous media.

This localized additional pressure drop can also be attributed to wellbore damage causing a
significantly reduced permeability close to the injection well and is known as the skin effect.
The additional pressure drop can be referred to as Apskin and the region with the altered
permeability is known as the skin zone [15]. The additional pressure drop is defined as:

uQ s (7.4)
2nKh

APskin =
where p is the viscosity, Q is the injection rate, K is the absolute permeability, h is the height
and S is the mechanical skin factor, which is an dimensionless constant and can be positive or
negative depending on whether the permeability near the well is decreasing or increasing [14].
The skin factor can be numerically corrected for in the script in STARS, however, for a more
detailed analysis of the altered zone, this possible effect is corrected for by a lowered
permeability in the region near the wellbore. This applies for the simulations performed for
both the water and polymer flooding. From Table 7.3, it appears that the altered permeability
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zone in the near well-bore region stretches from outer rim of the injection well to 0,6-0,7cm out

in the porous media.

The permeability in the near wellbore region demonstrates a rate-dependent trend and increases
with increasing rate. One could therefore argue that the skin effect behaves rate-dependently,
although this is known to be a gas-related artifact and is due to non-Darcy, i.e. turbulent flow
[15], which is not valid for this case. Since the skin factor appears to decrease with increased
injection rate, the well damage could be caused by microfractures that seems to open at higher
injection rates, hence increasing the permeability and reduce the skin factor.

The rock properties are expected to be constant and rate-independent, thus one constant
permeability field of the rock was chosen due to its consistency, simplicity and based on the
analytical determination of the permeability, the permeability field appeared flowrate
independent. The permeability field determined from the waterflooding will be further used in
the simulations of the polymer flooding and as most of the polymer flooding rates is close to
g=10ml/min, the permeability field history matched for the waterflooding of g=10ml/min was
chosen. The following figures illustrates how choosing one constant, rate-independent
permeability field consequently affects the history matches of the waterflooding of varying

rates.
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Figure (7.9). History match of a water injection, g = 5ml/min with the permeability field history matched for
g=10ml/min.

The blue curve is the simulated differential pressure when using the history matched
permeability field of g=5ml/min. The yellow curve represents the simulated differential
pressure when using the history matched permeability field of g=10ml/min waterflooding, both

presented in Table 7.3. The same color code will be used throughout the chapter.

Figure (7.9) illustrates how the two permeability fields history matched for g=10ml/min and
5ml/min differs from each other in both region 1 and 2. The history matched obtained when
using the fitted permeability field of g=10ml/min is slightly poorer near the injection well and
4 cm out in the porous media when compared to the match obtained when using the permeability
field of g=5ml/min. However, the difference in differential pressure in the near wellbore area
is the more pronounced deviation between them, hence the deciding factor. The difference is

~3,5mbar, which not is considered a significant deviation.
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20ml/min

*Waterflooding, g=20ml/min
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Figure (7.10). History match of a water injection with g = 20ml/min with the permeability field history matched
for g=10ml/min.

The difference between the two permeability fields determined for g=10ml/min and 20ml/min
is small, thus the history match of the waterflooding with g=20ml/min when using the fitted
permeability of g=10ml/min, still qualifies as a good match as illustrated in Figure (7.10). Since
these two fields mainly differs from each other in region 1, the effect is more pronounced in
this region. Furthermore, the difference between the differential pressure obtained in the near
wellbore area when using these two permeability fields is ~4,5mbar and not considered

prominent.

The same procedure was performed for the remaining waterflooding rates, g = 15ml/min,
30ml/min and 40ml/min and their history matches can be found in appendix A. Table 7.4
schematically summarizes the differences in the differential pressure in the wellbore region
obtained when using the history matched permeability field determined specific for each rate

and when using the history matched permeability of g=10ml/min.
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Table 7.4. Simulated pressure drop by the injection well in STARS. dP — when using the permeability fitted for
g = 10ml/min, dP* - when using the permeability fitted for each injection rate, presented in table 7.3.

g (ml/min) dP (mbar) dP* (mbar) Difference
(mbar)

S) 15,49 18,97 -3,48

15 46,46 44,65 +1,81

20 61,95 57,63 +4,32

30 92,93 82,27 +10,66

40 123,90 100,64 +23,26

In table 7.4 the following notation is used: dP represent the simulated differential pressure in
region 1 when using the permeability history matched for g=10ml/min and dP* is the simulated
differential pressure in region 1 obtained by using the permeability history matched specific for
each injection rate. The apparent rate-dependent permeability trend shown in Table 7.3,
demonstrated an increased permeability with increased rate. Consequently, the differential
pressure deviations increase with rate as the history matched permeability of g=10ml/min is
lower in region 1, compared to the ones history matched for higher rates. The same effect is
shown for the lowest rate as the permeability found for g=5ml/min is lower than the one
determined for g=10ml/min, hence using the permeability of q=10ml/min results in an
underestimated pressure drop in the wellbore region for g=5ml/min, which is shown in Figure
(7.4).

The differences in differential pressure obtained in the wellbore region appears to be within
range of an acceptable history match as the pressure transducers uncertainty minimum value is
10mbar, when assuming 1% uncertainty of maximum range. Consequently, the permeability
field determined for g=10ml/min will be further used in the polymer flooding performed in
chapter 7.2. However, as the permeability field is invers proportional with the differential
pressure and the apparent viscosity is proportional with the differential pressure, the choice of
a constant, rate-independent permeability will further affect the output polymer rheology. The

extent of this effect will be examined and discussed in chapter 7.2.
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7.1.1.4 Injectivity

As previously mentioned in chapter 3, it is possible to calculate the injectivity by using (3.12):

4 (7.5)

AP

Where 1 is the injectivity, q is the injection rate and AP is the pressure drop in the injection well.

Waterflooding - Injectivity, STARS
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Figure (7.11). The injectivity of the simulated waterflooding in STARS. STARS* - the injectivity calculated
from the simulated differential pressure drop history matched for each injection rate when using their own
corresponding permeability and STARS - the calculated injectivity when using the history matched permeability
of g=10ml/min for each injection rate.

Figure (7.11) demonstrates how the injectivity of the waterflooding increases with injection
rate, which is illustrated by the blue dotted curve marked STARS*. These values are obtained
from the history matches performed with rate-dependent permeabilities, where each injection
rate has its own history matched permeability. The orange dotted curve is the calculated
injectivity when using the history matched permeability of g=10ml/min for each injection rate
and the corresponding differential pressure listed in Table 7.4. Using one, constant rate-
independent permeability affects the injectivity of the waterflooding, causing it to become rate-
independent instead of increasing with rate. However, as water is a Newtonian fluid with a

constant and rate-independent viscosity, it follows from Darcy’s equation that the injectivity
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for water is, in fact, rate-independent. This further supports the decision of using a constant,

rate-independent permeability.

7.1.2 MRST - Waterflooding

The basic procedure used for obtaining history matches in MRST has been explained in chapter
5. The following subchapter will present the results and compare it to the history matches and
the permeability fields determined manually in STARS. As the automatic history matches are

similar to the manual, only one history match will be presented and the others can be found in

appendix A.

10ml/min
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Figure (7.12). Automatically history match found in MRST, for waterflooding where g=10ml/min. Red dots is
the experimental pressure point, the black line is the “initial K-distribution” and the green line is the pressure
match found after EnKF run.
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Figure (7.13). Distribution chart for g=10ml/min.
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By comparison of the history matches obtained with STARS and MRST, MRST appears to

classify the same experimental differential pressure points as deviations as previously discussed

in chapter 7.1.1. A summary of the automatic determined permeability field for each injection

rate can be found in Table 7.5.

Table 7.5. The average, automatically simulated permeability fields and their corresponding regions for
waterflooding of varying rates.

Output
g (ml/min) K1avg (MD) K2avg (MD) | Kazayg (MD) lavg (CM) l3avg (CM)

5 268,99 2225,8 2166,6 0,79 0,83
10 416,14 2507,8 1086,6 0,98 0,84
15 433,21 2643,8 1082,3 0,96 0,96
20 318,49 2567,1 1250,2 0,69 0,82
30 384,57 2465,4 2269 0,75 0,75
40 464,59 2597,8 959,12 0,80 0,85
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When comparing Table 7.5 with Table 7.3, the history matched permeability field obtained in
MRST does not follow the same apparent permeability trend as the fields determined manually
in STARS. The permeability in region 1 increased with increasing rate, however MRST
displays a more random behavior. However, both the manual and the automatic history matches
demonstrate a lower permeability in region 1, when compared to the other regions and the
permeability reduction in the near wellbore region is assumed to be confirmed as both
simulators display the same reduced permeability trend. The permeability for region 2 obtained
in MRST is similar to the one determined in STARS and they vary within the same range. The
permeability in region 3 is rate-independent and constant in the manual history matches, while

it varies within a large range in the automatic history matches.

The size of region 1 varies between 0,1-0,7cm in the automatic history matches, while it was
determined to be between 0,6-0,7cm in the manual history matches. As the input range of r3 set
to find a region which not was larger than 10% of the radius of the disk, the size of region 3 is
significantly smaller in the automatic matches, causing region 2 to be larger than the one
determined manually. In STARS the size of region 3 was determined to be 4,4cm, while it
varied between 0,75-0,96cm in MRST. As the area of region 3 is small and the differential
pressure values at the outer rim of the disk is low, they carry a great uncertainty which might
explain why the permeability of region 3 varies between 959-2269 mD for the various injection

rates in the automatic history matches.

Under the assumption that the permeability field is flowrate independent, one constant
permeability field was chosen for further use in the polymer flooding. By switching the aim in
MRST to “Check permeability”, the consequences of using a rate-independent permeability
field was examined for every injection rate. For an easier comparison between the results from
STARS and MRST, the permeability field obtained for g=10ml/min was examined. As the
procedure is the same as previously performed in STARS, only one plot will be shown and the
rest can be found in appendix A. The consequences of using a rate-independent permeability

field in the automatic history matches of the waterflooding is summarized in Table 7.6.
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Figure (7.14). Automatic history match of a waterflooding with g=20ml/min, when using the history matched
permeability field from g=10ml/min.

As the permeability in region 1, history matched for g=10ml/min, was higher than the
permeability obtained for g=20ml/min, it was not expected that the differential pressure in this
region would be higher when utilizing the permeability field obtained for g=10ml/min when
performing a history match for g=20ml/min. This effect is attributed the lower permeability in
region 2 and 3 of the permeability field of g=10ml/min, which causes a pressure build-up from
the rim and consequently a higher differential pressure in region 1. However, the difference in
the near wellbore differential pressure between the two permeability fields is +3,7mbar, which

is not significant and the history match still qualifies as a good match.

91



Table 7.6. The simulated differential pressure by the injection well, in MRST dP — when using the permeability
fitted for g=10ml/min, dP* - when using the permeability field for each injection rate, presented in table 7.5.

g(ml/min) dP(mbar) dP*(mbar) Difference(mbar)
5 15,18 18,62 -3,44
15 45,55 44,05 +1,5
20 60,73 57,03 +3,7
30 91,09 81,4 +9,69
40 1215 99,53 +21,97

By comparing Table 7.4 and Table 7.6 it appears that the consequence of using a rate-
independent permeability results in similar deviations for the manually and the automatic
history matches. The manual determined and the automatic history matched permeability
deviates in the size of the regions but are somewhat similar in value. Consequently, causing the

same rate-independent effect on the injectivity, shown in Figure (7.15).

Waterflooding - Injectivity, MRST
0,45

0,4 'Y

0,35 'Y

® MRST*

Injectivity

o
w

MRST
0,25

0,2
0 10 20 30 40 50

g(ml/min)

Figure (7.15). The injectivity of the simulated waterflooding in MRST. MRST™ - the injectivity calculated from
the simulated differential pressure drop history matched for each injection rate when using their own
corresponding permeability and MRST — the calculated injectivity when using the history matched permeability
field of g=10ml/min for each rate.
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Table 7.7. The permeability fields used further in the manual simulations performed in STARS and the
automatic simulations performed in MRST.

ri (cm) rs (cm) K1 (mD) K2 (mD) Ks (mD)
STARS 0,7 4,4 420 2600 1900
MRST 0,98 0,84 416 2508 1089

Table 7.7 lists the permeability field used in STARS and in MRST during the following history
match of the polymer flooding. As they showed the same range of deviation under the
examination of using a rate-independent permeability field when history matching the
waterflood and the difference between them is not significant, it is assumed the application of
different permeability fields in the simulators not will cause large deviations between them in

the rheology output. However, this assumption will be further examined in chapter 7.2.
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7.2 Polymer flooding

History matching of polymer flooding is performed to estimate the in-situ rheology of the
polymer. The permeability of the rock has previously been determined from the waterflooding,
thus the only tuning parameter is the viscosity which is the only free variable in Darcy’s law of
radial flow. As the apparent viscosity is proportional with the differential pressure, the
differential pressure match with the experimental differential pressures indicates whether the

apparent viscosity input is too low or too high.

The following subchapter includes both manual history matches performed in STARS and
automatic history matches obtained in MRST, based on the experimental data presented in
chapter 6. Their corresponding rheology curves and the difference between the them will be
discussed, as well as the rate-independent permeability influence on the rheology.

7.2.1 STARS — Polymer flooding

The experimental differential pressures used for history matching is listed in Table 6.4, and as
previously stated, the tuning parameter during history matching in STARS is the keyword
SHEARTAB and the corresponding AVISC. The rheology curves are the output viscosity data
from STARS and the following figures will illustrate both the obtained differential pressure
history match and the corresponding rheology curve. As there are several injection rates, hence
many graphs, only a few will be presented in this chapter while the rest can be found in appendix
A.
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7.2.1.1 STARS - Individual history matches for polymer flooding of different rates
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Figure (7.16). History match of a polymer flooding, g=20ml/min.
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Figure (7.17). Viscosity output data from STARS and the calculated Rr from the experimental data for

g=20ml/min.
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The history match shown in Figure (7.16) was obtained with the apparent viscosity illustrated
in Figure (7.17). The manually simulated apparent viscosity is higher than the calculated Rr,
which is expected as the experimentally calculated Rr does not consider the development of the
pressure and the function behavior of the whole curve, which the simulations does. Although
they deviate from each other in value, they do display the same rheological behavior, except at
the lowest Darcy velocity where the experimental apparent viscosity experience some form of
rime effect. They both illustrate a shear thickening behavior where the apparent viscosity
increases with increased velocity, although the simulated viscosity has a less steep slope of

shear thickening.

Shear thickening is expected from literature as several authors have reported a shear thickening
viscosity at moderate to high velocities [33], [37]. This effect is attributed to the viscoelastic
behavior of synthetic polymers and is expected in the near wellbore region where the velocities
are high and the characteristic relaxation time of the polymer is longer than the transit time
between the successive constrictions. This is known to effect the injectivity of the well as it
results in an increased apparent viscosity, hence an increased differential pressure and lowered

injectivity [28].
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Figure (7.18). History match of a polymer flooding, g=8ml/min.
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Figure (7.19). Viscosity output data from STARS and the calculated Rr from the experimental data for
g=8ml/min.

The rheology of the polymer displays a change in behavior as it reaches lower velocities and
demonstrates both a shear thinning and a shear thickening behavior. The shear thinning is due
to the increased transit time between the successive constrictions causing it to be higher than
the characteristic relaxation time of the polymer, thus the polymer reaches its equilibrium state

between each constriction and aligns with the flow field.

Compared to Figure (7.17), the shear thickening slope is both steeper and shorter at a lower
injection rate, illustrated in Figure (7.19). The steepness of the shear thickening slope might be
an effect of using a rate-independent permeability field. As the permeability in the wellbore
area originally decreased with decreasing injection rate, this effect is possibly not sufficiently
accounted for when using the constant, rate-independent permeability and consequently results
in an overestimated, steep shear thickening behavior to achieve an adequate differential
pressure in the wellbore area. The shortness of the slope is due to a lowered injection rate which

achieve lower velocities and consequently a change in the polymer behavior.

The simulated apparent viscosity and the experimental RF does deviate from each other in
value, but follow a similar shear thickening slope. However, the experimental values
demonstrate an apparent Newtonian behavior when reaching lower velocities, while the

simulated rheology displays a shear thinning behavior.
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Shear thinning has been reported by several authors, previously mentioned in the literature
study in chapter 4, and is caused by the polymer molecules alignment with the flow field causing
reduced interaction between them. This is known to happen at low velocities and low shear
rates and are often observed in viscometers. Seright et al. (2010) reported an apparent shear
thinning behavior, but stated that it could be minimized or removed by mechanically degrade
the polymer before injection [41]. Skauge et al. (2016) reported shear thinning in radial core
flood and speculated that polymers are degraded to a less extent in radial floods, compared to
linear floods of the same velocities [1]. The shear thinning behavior can thereby be a
consequence of the absence of mechanical degradation, an experimental artifact due to the
uncertainties of the pressure transducers or a consequence of an apparent increase in the

differential pressure due to mechanical entrapment of large molecule species [41].
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Figure (7.20). History match of a polymer flooding, g=3ml/min.

When comparing the experimental differential values in fFigure (7.16), Figure (7.18) and Figure
(7.20), the two latter displays a less steep slope of pressure drop from the middle to the rim of
the core. The experimental differential values appear to level of, which might be an indication
of shear thinning as it can be seen as a relative increase in the pressure at lower rates and longer

distances away from the well [1]. The trend is more pronounced at lower rates, shown in Figure
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(7.20), which also displays an increasing shear thinning behavior by comparison of Figure
(7.19) and Figure (7.21). It is possible that the observation of the differential pressure leveling
of is caused by a smaller differential pressure range causing it to be more pronounced at lower
rates. However, the apparent leveling off effect can also be attributed to the uncertainties of
the pressure transducers, which is known to have carry a larger uncertainty at lower injection

rates and differential pressures.

The following discussion assumes that the shear thinning behavior is correct and not an
experimental artifact, as the differential pressures are considered sufficient and the polymer was
pre-filtered, which would prevent the entrapment of large molecules and an apparent increase
in differential pressure [41].
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Figure (7.21). The viscosity output data from STARS and the calculated Rr from the experimental data, for
g=3ml/min.

The shear thinning trend continues as the polymer reaches lower Darcy velocities, which is
expected as the transit time between each constriction becomes longer. The calculated Rr values
and the simulated rheology displayed in Figure (7.21) illustrates a similar shear thickening
slope, but deviates from each other in behavior when reaching lower Darcy velocities, as
previously observed. The experimental values level off to an apparent upper Newtonian plateau,

while the simulated rheology exhibits a shear thinning behavior. A lowered injection rate causes
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lower Darcy velocities in the porous media and consequently a more pronounced shear thinning

behavior.

The output velocity and viscosity data from STARS does not include the Darcy velocity equal
to the injection rate, as seen in Figure (7.17), Figure (7.19) and Figure (7.21). This assumed to
be a modelling error. Further, the simulated apparent viscosity is found to be higher than the

experimental Rr and as an average, they deviate from each other by a factor of 2,8.

7.2.1.2 The complete rheology obtained from the manual simulations in STARS
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Figure (7.22). The complete manually determined rheology of the synthetic polymer.

Figure (7.22) shows the complete rheology behavior of the synthetic polymer and is the result
of the manual history matches of the polymer flooding performed in STARS. The figure will

be closely examined in the following discussion.

The rheology determined for each injection rate does not overlap and most of the rates does not
act as an extension of each other, which might would have been expected as they overlap in
Darcy velocity. Figure (7.22) illustrates that each Darcy velocity has several corresponding

apparent viscosity values and demonstrates a rate-dependent rheology. This rate-dependent
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rheology can be attributed to the time-dependent properties of polymer solutions and the
memory effect caused by the viscoelastic nature of synthetic polymers. The behavior of the
polymer will depend on the shear history and previously deformations, thus the rheology curve
obtained by various injection rates will not result in the same apparent viscosity and behavior
as various injection rates consequently results in different flow rates and ultimately, a different
shear history [50]. As these effects are complex and involve aspects which is beyond this thesis,
this will not be further elaborated and it is considered adequate to state that the viscosity is, as
shown, rate-dependent.

High to moderate injection rates displays a shear thickening behavior and appears as an
extension of each other, better illustrated in Figure (7.23). They do not follow the exact same
slope of shear thickening, which might be an effect of the constant, rate-independent
permeability field chosen or a result of a non-identical shear degradation. The effect of a rate-
independent permeability will be discussed later. The viscosity at the highest Darcy velocity

for each injection rate is similar and is ~37-38cP.
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Figure (7.23). The rheology manually determined for g= 20, 16, 12 and 10ml/min.

By comparison of Figure (3.5) and Figure (7.23), there is no sign of mechanical degradation as
the manually determined rheology does not display a decrease in apparent viscosity when

reaching the highest Darcy velocities and lower flow rates exhibits an apparent shear thinning
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behavior, which according to Seright et al. (2010) would not a appear if the polymer was
mechanically degraded [41]. However, the extended Carreau equation does not consider the
possible mechanical degradation which might occur at high injection rates and consequently,
using the equation will lead to no apparent signs of mechanical degradation. Assuming that
there is no mechanical degradation as the rheology displays shear thinning, the high differential
pressure drop in the near wellbore region can thereby only be a result of the increased solution
viscosity when adding polymer and is dominated by the viscoelastic behavior of the polymer
near the wellbore at high velocities [28].

Seen from Figure (7.22), higher rates have a longer shear thickening region, compared to lower
rates which displays both a shear thinning and a shear thickening behavior. This is better
illustrated in Figure (7.24), which shows how the onset of shear thickening is shifted towards

lower Darcy velocities with lower injection rates.
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Figure (7.24). The apparent viscosity manually determined for q=8,5, 3ml/min and 8ml/min(2).

Higher injection rates cause the polymer molecules to deviate from their equilibrium state and
the deviation increases with increasing injection rate as higher injection rates causes increased
shear degradation. Consequently, the polymer will need a longer distance and more time to
return to its equilibrium state [1].
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Since the higher rates experiences a longer shear thickening region, lower rates will experience
a shorter shear thickening region and thereby reach an apparent upper Newtonian plateau closer
to the injection well due to the smaller degree of shear degradation [1]. Seen from Table 7.8,
the onset of shear thickening occurs closer to the injection well with decreasing rate, which is
consistent with literature as Skauge et al. (2016) observed that the onset of shear thickening
shifted to decreasing Darcy velocities for decreasing injections rates [1]. This is better
illustrated in Figure (7.25).

Table 7.8. The onset of shear thickening determined by manual simulation in STARS.

Onset of shear thickening

g(ml/min) Darcy velocity(cm/min) Distance from well(cm)
0,5 23,41E-03 1,09
3 39,93E-03 3,85
5 51,70E-03 4,95
8 53,88E-03 7,60
8(2) 53,53E-03 7,65
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Figure (7.25). The onset of shear thickening, manually simulated in STARS.
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The expected upper Newtonian plateau from literature, illustrated in Figure (3.5), appears very
short, if not non-existing in Figure (7.24) and behaves more as a short transition zone between
the shear thinning and shear thickening behavior, caused by the transition from shear to
elongational flow. The apparent minimum value at intermediate flow velocities demonstrates
the region where shear flow governs the process and the elongational flow diminishes [50].
However, this short upper Newtonian plateau is consistent with data for linear flow presented
in literature by Chauveteau (1981) [38], Delshad et al. (2008) [25] and Heemskerk (1984) [42],
where the viscosity exhibit a minimum value at intermediate velocities [41]. Skauge et al.
(2016) reported a longer apparent Newtonian plateau for radial flow [1]. Furthermore, the
apparent minimum viscosity value is shifted for each rate, which might indicate that the
polymer has not reached its equilibrium state and not fully stabilized due to the shear

degradation.

Further observations of Figure (7.24) is how the slope of shear thickening increases with
decreasing rate. The shorter shear thickening region with decreasing rate has previously been
discussed and attributed to a less severe shear degradation, however the steepness of the slope
of shear thickening might be an artifact of using a constant, rate-independent permeability

instead of the previously discovered rate-dependent permeability field.

The slope of shear thinning is approximately similar for each injection rate, except for the
second 8ml/min injection, which was performed after a 20ml/min injection and is referred to as
8ml/min(2). This injection deviates from the others in differential pressure and consequently,
rheology. The following subchapters examine both the effect of the rate-independent
permeability field as well as the deviating behavior of the 8ml/min(2) injection.

104



7.2.1.3 The deviating behavior of g=8ml/min(2) and 1ml/min

The shear thickening slope of g=8ml/min(2) is not as steep as the other, it reaches a lower
intermediate minimum viscosity value and exhibit less shear thinning, as shown in both Figure
(7.24) and Figure (7.26).
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Figure (7.26). The difference between the simulated apparent viscosity of g=8ml/min and 8ml/min(2).

One reason for this deviation in rheological behavior could be mechanical degradation, which
causes the polymer molecular to break and results in a significantly reduces apparent viscosity
at the high Darcy velocities and furthermore, a minimized shear thinning effect, as reported by
Seright et al. (2010) [41]. In addition, Seright et al. (1983) reported that mechanical degradation
improved the injectivity of the well due to the decrease in apparent viscosity and an following
decrease in differential pressure [28], which further supports the theory of mechanical
degradation of g=8ml/min(2), shown in Figure (7.27).
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Figure (7.27). The difference in experimental differential pressure between 8ml/min and 8ml/min(2).

However, there is one problem with this assumption. Mechanical degradation occurs when the
polymer is subjected to high shear rates, which happens at high flow rates and there was no sign
of mechanical degradation at the previously higher injection rates, but this could be due to the

use of the extended Carreau equation which does not consider mechanical degradation.

Another possibility is that the permeability in the porous media has been altered. Straining,
which is blocking of pores by single molecules, reduces the permeability and is known to
increase with increased rate. As g=8ml/min(2) follows the highest performed injection rate
during the polymer flood, it is possible that the permeability has been reduced which
consequently results in an increased differential pressure. Figure (7.27) illustrates an increase
in differential between 1 and 8cm out in the core which further supports the assumption, as
large molecule species are known not to propagate far out in the porous media [41]. As the
polymer flooding is performed with a constant permeability, the decreased permeability and
following increase in differential pressure is thereby accounted for by an increase in apparent
viscosity and a higher intermediate viscosity value. However, this does not explain the lowered
differential pressure in the wellbore area and the following reduced apparent viscosity at high

flow rates.

Furthermore, since the rheology curves is obtained by history matching differential pressure,
the deviation between the two injection rates could also be an experimental artifact caused by

the pressure transducers, combined with the uncertainty from the simulated permeability field.

106



Polymer flooding, g=1ml/min

\

10

——Stars, 1ml/min

Apparent viscosity(cP)

0,001 0,01 0,1 1
Darcy velocity(cm/min)

Figure (7.28). The simulated rheology curve for g=1ml/min.

The same discussion also applies for g=1ml/min as it deviates from the other rates in both
differential pressure and hence, rheology, illustrated in Figure (7.28). As it only displays a
shear thinning behavior and a lower differential pressure than g=0,5ml/min, listed in Table
6.4, it supports the theory of mechanical degradation. However, this is not possible to confirm
and is not expected at such low rates.

7.2.1.4 The effect of the rate-independent permeability field

In chapter 7.1, the history matching of the waterflooding demonstrated a rate-dependent
permeability, however, as the rock properties is not expected to change, one constant rate-
independent permeability was chosen to use for the further history matching of the polymer
flood. As the absolute permeability is invers proportional and the viscosity is proportional to
the differential pressure, the choice of permeability will furthermore influence the apparent
viscosity and the rheology output from the differential pressure history matches for each
injection rate.
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The effect of the permeability field, g=20ml/min
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Figure (7.29). The apparent viscosity for g=20ml/min when using the permeability found for g=10ml/min and
the apparent viscosity for g=20ml/min when using the permeability found for g=20ml/min, marked with *.

Figure (7.29) shows the rheology obtained from history matching with the rate-independent
permeability, illustrated by the light blue curve, and the rheology obtained when using the
individual rate-dependent permeability history matched for g=20ml/min, illustrated by the dark
blue curve. Both permeability fields are listed in Table 7.3 and only differ from each other in
region 1, hence the rheology output is only affected in the near wellbore area represented by
high Darcy velocities. The difference between the two permeability fields is 40 mD, thus the
rheology output is not significantly influenced at high injection rates.

The effect of the permeability field, g=5ml/min
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Figure (7.30). The apparent viscosity for g=5ml/min when using the permeability field found for g=10ml/min
and the apparent viscosity simulated for 5ml/min when using the permeability found for g=10ml/min, marked
with *.
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Figure (7.30) shows how choosing the rate-independent permeability for further use in the
polymer flooding influences the simulated rheology obtained for the lower injection rates. The
light green curve is the rheology obtained by using the rate-independent permeability, while the
dark green curve is the rheology obtained by using the history matched permeability of
g=5ml/min. The permeability fields, listed in Table 7.3, deviate from each other in both region
1 and 2 and consequently effects the rheology to a greater extent than previously observed. The
slope of shear thickening is steeper when using the rate-independent permeability due to the
higher permeability in region 1. Hence, to achieve an adequate differential pressure response,
the apparent viscosity and the slope of shear thickening increases. However, the onset of shear

thickening appears to not be influenced by using a rate-independent permeability.

The difference between the two simulated rheology curves is noticeable and one might argue
that the consequences of using the constant and rate-independent permeability field instead of
the implied rate-dependent permeability caused by an apparent skin effect, results in an

overestimated shear thickening behavior for lower injection rates.

7.2.1.5 Injectivity

oae Injectivity, waterflooding vs polymer flooding
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Figure (7.31). The calculated injectivity of the waterflooding and the polymer flooding, performed in STARS.

As previously mention, it is expected that the injectivity of a polymer flood is significantly

lower than the injectivity of a waterflood due to the increased apparent viscosity caused by the
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viscoelastic nature of the synthetic polymer. This is consistent with Figure (7.31), which shows
that the injectivity values of the polymer flood is more than one order lower than the values
obtained for the waterflood. However, Figure (7.31) poorly illustrates the injectivity
development of the polymer flooding due to the value difference between the injectivity of the
waterflood and the injectivity of the polymer flood. The polymer flood injectivity is better
illustrated in Figure (7.32).

Polymer flooding - Injectivity, STARS

0,016 0,5
0,014 3
0,012 5

> 0,01 8

s

2 10

g 0,008

= 12

= 0,006

16
0,004
20
0,002
8
0
0 5 10 15 20 25

g(ml/min)

Figure (7.32). The calculated injectivity for the polymer flooding based on the simulated differential pressure in
the injection well, performed in STARS.

The injectivity of a polymer flood is also known to decrease with increased injection rate due
to the synthetic polymers shear thickening behavior which causes an increasing apparent
viscosity with increasing injection rates and consequently, a drastic increase in differential
pressure. Figure (7.32) is consistent with this and illustrates a steadily decreasing injectivity
with increasing injection rates. The highest obtained injectivity appears to be when g=3ml/min,
as the orange dot in Figure (7.32) is g=8ml/min(2) and is considered a deviation, since the cause
of the deviating differential pressure and rheology is not to be determined and the rate carries
great uncertainty. This also applies for g=1ml/min, which resulted in an injectivity too high to
include due to the poor illustration of the injectivity of the other injection rates. However,
mechanical degradation is known to increase the injectivity of a polymer flood and the increased

injectivity of g=8ml/min(2) and 1ml/min supports the argument.
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7.2.2 MRST - Polymer flooding

The history matches are based on the same experimental data as the previously subchapter and
is performed to examine the difference between the manual estimated rheology from STARS
and the automatic obtained rheology in MRST. Due to the objective, the differential pressure
history matches obtained in MRST can be found in appendix A. The execution of the following
was introduced in chapter 5 and the rheology curves are obtained by the extended Carreau

equation and the six parameters: A1, A2, N1, N2, No and Nmax.

7.2.2.1 STARS vs MRST

MRST - Rheology
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Figure (7.33). The complete rheology curve obtained from MRST.

Figure (7.33) shows the complete rheology curve obtained by the automatic simulations
performed in MRST. By comparison with figure (7.22), the manual and automatic obtained
rheology appears similar, although MRST demonstrates a greater degree of consistency
between high to intermediate injection rates. They both displays a rate-dependent rheology, a
shear thickening and shear thinning behavior, an increased shear thickening slope with

decreasing injection rates, a shorter shear thickening region with decreasing injection rates and

111



a shifted onset of shear thickening with decreasing injection rates. Although they are

exceedingly similar, there are some differences between them.

STARS vs MRST, g=20ml/min
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Figure (7.34). STARS vs MRST rheology, g=20ml/min.

Figure (7.34) illustrates the difference between the rheology curve obtained by manual and
automatic simulations and represents the difference between the higher injection rates of the
polymer flooding. They do not deviate much in value, though the automatic rheology
demonstrates a slightly different behavior. The slope of shear thickening is less steep and the
apparent viscosity appear to level of at higher Darcy velocities and reaches an apparent plateau.
The apparent plateau is similar to the plateau illustrated in Figure (3.5) and a further increase
in velocity might cause mechanical degradation. However, this is only speculation as the
manual simulations did not display the same apparent plateau, although the slope of shear

thickening did decrease with increased injection rate.

The manually obtained rheology continues it slope of shear thickening when reaching lower
Darcy velocities and displays a longer shear thickening region, while the automatic displays a
gradual decrease in the shear thickening slope and appears to reach an apparent Newtonian
plateau at lower injection rates. This is better illustrated in Figure (7.35), which represent the

difference between the automatic and manual rheology at intermediate injection rates.
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STARS vs MRST, g=8ml/min
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Figure (7.35). STARS vs MRST rheology, g=8ml/min.

Figure (7.35) illustrates how the automatic obtained rheology displays a more distinct apparent
upper Newtonian plateau, compared to the previously discussed transition zone in the manual
estimated rheology. Compared to literature on radial flow, this apparent Newtonian plateau is
not as long as expected [1]. However, this convergence towards an apparent upper Newtonian
plateau diminished with decreasing injection rate and consequently behaves more as a transition

zone as demonstrated in the manually obtained rheology. This is better illustrated in Figure
(7.36).

STARS vs MRST, g=3ml/min
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Figure (7.36). STARS vs MRST rheology, g=3ml/min.
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The difference in apparent viscosity between the manual and automatic obtained rheology
increases with decreasing injection rate, as demonstrated in Figure (7.36). However, their
rheological behavior is similar and the difference between them is the slope of shear thickening
and an apparent shift in the onset of shear thickening. The shift in the onset of shear thickening
is more pronounced at lower injection rates, but as STARS seemed to struggle with pressure
stabilization at lower rates combined with the fact that lower rates carries a greater degree of
uncertainty, the g=0,5ml/min rheology is not presented.

It was previously stated when discussing the manual simulations that high to intermediate
injection rates did not display a shear thinning behavior and only behaved shear thickening.
However, MRST displays a shear thickening and shear thinning behavior at intermediate to low
injection rates, shown in Figure (7.37).
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Figure (7.37). The injections rates which demonstrate both shear thickening and shear thinning in MRST.

Although MRST display an apparent shear thinning at higher Darcy velocities, the onset of
shear thickening is shifted to lower Darcy velocities and occurs further away from the injection
well, when compared to the onset of shear thickening estimated manually in STARS. This is

easier observed by comparing of Table 7.8 and Table 7.9 and illustrated by Figure (7.39).
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Table 7.9. The onset of shear thickening from automatic simulations in MRST.

Onset of shear thickening

g(ml/min) Darcy velocity(cm/min) Distance from well(cm)

0,5 7,31E-03 3,50

1 42,65E-03 1,20

3 34,12E-03 4,50

5 39,37E-03 6,50

8 45,49E-03 9,00
8(2) 75,82E-03 5,40

10 47,83E-03 10,70

12 57,39E-03 10,70

Onset of shear thickening, MRST
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Figure (7.38). The onset of shear thickening found in MRST.

If classifying the g=8ml/min(2) and 1ml/min as deviations, the rheology obtained in MRST
displays the same trend as the manual history matches; the onset of shear thickening decreases

with decreasing rate and occurs closer to the well with decreasing rates.

In Figure (7.39) the onset of shear thickening obtained in STARS and MRST for q=0,5ml/min

has been ignored as it has a high uncertainty and influences the customization of the function.
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Onset of shear thickening, STARS vs MRST
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Figure (7.39). The onset of shear thickening, STARS vs MRST.

Figure (7.39) illustrates the onset of shear thickening obtained in STARS and MRST and
demonstrates a parallel shift between the two. They follow a very similar slope of shear
thickening but deviate from each other in value as STARS demonstrates an onset of shear
thickening at higher Darcy velocities and consequently, an onset which occur closer to the

injection well, shown in Figure (7.40).
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Figure (7.40). Illustration of how the onset of shear thickening occurs closer to the injection well with
decreasing injection rates.

116



The onset obtained from MRST appears to converge to a plateau at high injection rates and
demonstrates flowrate independency beyond g=10ml/min, however there is insufficient data to
support this apparent trend. As the onset of shear thickening obtained in STARS only includes
three rates, it includes a higher uncertainty due to fewer points. Further, the deviations between
the onset of shear thickening estimated in STARS and MRST is minor, of a small order and

based on their similar rheological output data for most of the rates, can be ignored.

7.2.2.2 The deviating behavior of g=8ml/min(2) and 1ml/min

The deviating behavior of g=8ml/min(2) and 1ml/min was previously considered during the
discussion of the manual simulations and as the automatic simulations is based on the same

experimental differential pressures, it is expected that it demonstrates a similar deviating trend.
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Figure (7.41). The difference between the simulated apparent viscosity of g=8ml/min and 8ml/min(2) in MRST.

Figure (7.41) demonstrates similar deviating behavior as discussed previously; a decreased
apparent viscosity at high flow rates and a higher minimum intermediate viscosity value.
However, MRST displays an increase in shear thinning behavior which opposes the argument

of mechanical degradation which is known to minimize shear thinning behavior of the synthetic
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polymer [41]. This apparent increase shear thinning behavior is also displayed for g=1ml/min,
showed in Figure (7.42).

STARS vs MRST, g=1ml/min
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Figure (7.42). STARS vs MRST rheology, g=1ml/min.

Figure (7.42) illustrates the deviating behavior between STARS and MRST at g=1ml/min.
While STARS displayed a slightly shear thinning and almost an apparent Newtonian behavior,
MRST displays both shear thickening and shear thinning. However, as this is a low rate and

consequently low differential pressures, the results include a high degree of uncertainty.

The results from MRST deviates from the results obtained in STARS and it is therefore hard to
establish an accurate behavior and hence, the possible cause of the altered behavior of the
polymer flooding performed after g=20ml/min. It is therefore considered adequate to state that
the behavior deviates from the other injection rates. The deviations could possibly be caused
by mechanical degradation, straining, permeability reductions or the uncertainty of the pressure
transducers combined with the uncertainties of the simulated permeability, as discussed
previously, however this is not possible to establish and the manual and automatic simulations

did not display the same deviating trend.
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7.2.2.3 The effect of rate-independent permeability field
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Figure (7.43). The apparent viscosity for g=20ml/min when using the permeability history matched for
g=10ml/min and the apparent viscosity for g=20ml/min when using the permeability determined for
g=20ml/min, marked with *, performed in MRST.

The effect of permeability, g=5ml/min
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Figure (7.44). The apparent viscosity for g=5ml/min when using the permeability history matched for
g=10ml/min and the apparent viscosity for g=5ml/min when using the permeability determined for g=5ml/min,
marked with*, performed in MRST.

MRST did not the display the same rate-dependent permeability trend in the wellbore area as

STARS and the permeability fields obtained by the automatic simulations of the waterflooding
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illustrated a more random behavior. Examining the effect of using the chosen rate-independent
permeability in MRST consequently does not demonstrate an identical influence on the
rheology as previously observed in the manual simulations, however, it does show a similar

trend.

Figure (7.43) illustrates the influence of a rate-independent permeability at high injection rates.
As the rate-independent permeability differed from the history matched permeability of
g=20ml/min in both region 1 and 3, the rheology consequently differs from each other in these
regions. This pronounced in region 3, where the rate-independent permeability was lower,
hence the apparent viscosities obtained when using the rate-dependent permeability increased

to achieve an adequate differential pressure.

The rate-independent permeability has a larger influence on lower injection rates, which is
evident when comparing Figure (7.43) and Figure (7.44). This is consistent with the previously
findings in the manual simulations and the rate-independent permeability causes an
overestimated shear thickening behavior at low injection rates. As the permeability fields
obtained by automatic history matching, listed in Table 7.5, varies more from each other than
the ones obtained manually, the effect of a rate-independent permeability became more

prominent in MRST.
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7.2.2.3 Injectivity

Injectivity, STARS vs MRST
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Figure (7.45). The calculated injectivity for polymer flooding based on the simulated differential pressure in the
injection well, in both STARS and MRST.

As the same experimental pressure data is used when history matching in both STARS and
MRST, they display the same injectivity and the same trend. The minor deviation between
them is illustrated in Figure (7.45) is caused by slightly different obtained differential pressure

values during the history matches.

121



7.3 The effect of polymer rheology on injectivity

The previous subchapters demonstrated how both STARS and MRST displayed the
approximately same polymer rheology. As the injectivity is strongly influenced by polymer
rheology, the following chapter will examine the extent of polymer rheology and the
viscoelastic nature of synthetic polymer influence on the expected injectivity. The following
simulations is performed manually in STARS and utilizes the same core model as previously
described in chapter 5.

Injectivity is defined by equation (7.5) and during the previously performed history matches, it
was a constant as the performed history matches was based on injection rate and an
experimentally measured differential pressure. However, the following is not an history match,

but an attempt to illustrate how the polymer rheology influences the injectivity.

By performing minor alterations in the script used for the manual history matching, it is possible
to set a constant bottom hole pressure, instead of a constant injection rate. Thereby it is possible
to determine the highest obtainable injection rate when applying a specific polymer rheology.
This is done by utilizing the history matched polymer rheology, presented in the previous
subchapter and the constant bottom hole pressure was chosen to be within the differential

pressure range of the experimental data and is set equal to 1000mbar.

As the previously obtained polymer rheology corresponds to specific Darcy velocities due to a
specific injection rate, the curves had to be extended to both increased and decreased Darcy
velocities. The extension of the rheology curve was due to the difficulty of predicting which
Darcy velocity range a constant bottom hole pressure equal to 12000mbar would operate within,

as it depends on the viscoelastic nature of the polymer.

The rheology curves in Figure (7.46) are based on the polymer rheology obtained in the manual
simulations in STARS. The purple curve displays an only shear thickening behavior and is an
extended version of g=16ml/min, while the two curves referred to as “shear thickening + shear
thinning (1)” and “shear thickening + shear thinning (2)” are created by an expansion of
g=5ml/min and g=5ml/min*, respectively. The yellow curve, which only displays a shear
thinning behavior, is purely empirical and is designed by changing the variables in the extended
Carreau equation, as the previous history matches did not demonstrate a purely shear thinning

rheology.
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Injectivity, polymer rheology
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Figure (7.46). The input apparent viscosities and corresponding Darcy velocities in SHEARTAB in STARS.

Figure (7.46) illustrates the input apparent viscosities and their corresponding Darcy velocities
used in the simulations in STARS which aimed to find the highest possible injection rate when
setting the constant bottom hole pressure equal to 1000mbar and using a specific polymer
rheology. However, as the polymer rheology influences the injectivity of the well, it is expected
that a shear thinning behavior results in a possible higher injection rate due to the low apparent
viscosity and consequently achives higher Darcy velocities in the porous media. This is better
illustrated in Figure (7.47), which illustrates the apparent viscosity output data obtained from
the simulations in STARS.
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Rheology output data from STARS
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Figure (7.47). The output apparent viscosity data from the examination of the polymer rheology influence on
injectivity.

Figure (7.47) clearly demonstrates that a shear thinning behavior can be injected with a higher
injection rate as it displays higher Darcy velocities, compared to the Darcy velocities obtained

when the polymer has a shear thickening behavior.

As previously stated the choice of using a rate-independent permeability field did cause an
overestimated degree of shear thickening, shown in Figure (7.30). To illustrate the effect of this
on the injectivity, both rheology curves was used to examine the effect of a shear thickening
and a shear thinning behavior on the injectivity.

The effect of Newtonian fluids, as water and glycerol, was also tested. The water viscosity was
set to 1cP and the glycerol viscosity was set to 101,5¢P. The effect of polymer behavior and the
viscosity of Newtonian fluids is shown in Figure (7.47) and in Table 7.10. The water injectivity
was significantly higher than the injectivity calculated for polymer and glycerol, which is why
it is not plotted in Figure (7.48), as it caused a poor illustration of the other injectivities.
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Figure (7.48). The injectivity obtained by non-Newtonian polymer rheology and Newtonian, viscous fluid.

Table 7.10. The injectivity and injection rates obtained by non-Newtonian polymer rheology and Newtonian
fluids.

Shear Shear Shear Shear | Water @ Glycerol
thickening thickening + thickening + | thinning

shear thinning | shear thinning

) )
q(ml/min) 8,02 5,92 7,73 22,40 21963 2,16
BHP(mbar) 1000 1000 1000 1000 | 1000 | 1000
Injectivity 0,008 0,006 0,008 0022 | 0219 0,002

Water display the best injectivity, which is expected from both literature and the previously
discussion which compared water injectivity with polymer injectivity. As water has a low
viscosity and Newtonian behavior, consequently it can be injected at higher injection rates
without the additional pressure drop caused by the viscoelastic character when injecting a non-
Newtonian synthetic polymer solution. Although water displays the best injectivity, it is also
known to not result in the best recovery factor due to reservoir heterogeneities and viscous

fingering.

A polymer solution displaying only a shear thinning behavior results in the second best

injectivity. This is due to its low viscosity in the wellbore area and the lack of viscoelastic
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behavior. Even though the polymer solution can be injected at high rates without too much
additional pressure drop and the displacement efficiency might be better than the one obtained
during a waterflooding, the displacement is not as efficient. As the flow velocity in high-
permeable zones would be higher than the one in low-permeable zones, the displacement
efficiency in the high-permeable zones would be low due to the low apparent viscosity of the

polymer solution when behaving shear thinning [25].

The choice of using a rate-independent permeability did cause an increased shear thickening
slope for low injection rates, which results in an overestimated apparent viscosity and a lowered
injectivity, illustrated by the green curve in Figure (7.47) and the green point in Figure (7.48).
This is caused by the high viscosity at high flow rates in the wellbore area, causing an additional
pressure drop due to the steep viscoelastic effect. When using a less steep shear thickening slope
and a lower apparent viscosity, it results in an increased injectivity as pressure in the well-bore
region is lower, compared to a steeper shear thickening slope and a higher apparent viscosity.
A shear thickening behavior in the well region is not desired as it causes high injection pressure
and a low injectivity it consequently must be injected at lower rates, as shown in Table 7.10.
Although the shear thickening of polymers is not desirable in the well-bore region due to the
lowered injectivity, it is desirable throughout the rest of the reservoir as it results in a better

displacement efficiency [25].

The viscosity of the injected fluid controls the pressure drop in the well, which is why the
Newtonian fluid, glycerol, demonstrates the poorest injectivity, as it, in this case, has the highest
viscosity. On a field scale or at higher injection rates, the polymer solution would be subjected
to higher flow velocities and shear rates which would lead to an increased apparent viscosity,
probably higher than the viscosity of glycerol, and furthermore demonstrate a poorer injectivity

than glycerol.
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7.4 Summary of the results

The experimental differential pressure obtained by the waterflooding was used to simulate and
estimate the absolute permeability of the radial core. The only tuning parameter in the

simulations of the waterflood was the absolute permeability.

An ordinary Bentheimer rock usually has a homogenous permeability ~ 2,6D and the first
attempt to estimate the absolute permeability of the rock was consequently by an analytical
function derived from Darcy’s law of radial flow. The analytical estimated permeability of
2,36D results in a good average fit when history matching the waterflood, however the
differential pressure in the near-well region was inadequate, which indicated a lowered
permeability in this region to achieve an adequate pressure drop in the well region. A further
analysis of a homogenous permeability resulted in the same indication. The experimental data
appeared to display an heterogenous permeability and the absolute permeability of the disk was
consequently divided into three regions; one region near the wellbore, one region at the outer

boundary of the disk and another region in-between.

Each rate was manually history matched in STARS and automatically history matched in
MRST. The both displayed a trend of a low permeability in the region near the injection well
and the trend was attributed to either the location of the pressure transducers or an apparent skin
effect. Furthermore, the permeability appeared to be rate-dependent as the history matches of
each rate resulted in various permeability fields. The permeability in the near-well region
appeared to increase with increasing injection rate, however, this trend was more pronounced
in the manual simulation and the automatic simulations resulted in a more random behavior
which ranged between 270-470mD. The permeability estimated for the automatic simulations
in the outer region of the core also appeared random and ranged between 970mD and 2270mD.
However, the large range of this region was attributed to the low differential pressure and

consequently, a high uncertainty of the pressure transducers.

As the rock permeability as expected to be constant and rate-independent, a further examination
was performed to study how an heterogenous and rate-independent permeability would
influence the history matches of the waterflooding of varying rates. However, both the manual
and the automatic history matches displayed an assumed insignificant influence which led to
further use of heterogenous rate-independent permeability. These are listed in Table 7.3, and
although the permeability field estimated for further use in STARS and MRST deviates from
each other in size of the regions, they do display a similar value in each region, which was
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further assumed not to cause great deviations between the output polymer rheology obtained
during the history matching of the polymer flood in STARS and MRST. By utilizing a rate-
independent permeability this consequently led to an rate-independent injectivity, which is, by

Darcy’s equation of radial flow, correct.

Polymer rheology during radial flow is influenced by a decreasing Darcy velocity with
increasing radial distance from the well, as experienced during field applications. As synthetic
polymer solutions demonstrate a viscoelastic behavior in porous media, this consequently
results in a deviation in behavior between the rheology obtained by viscometers and the in-situ
rheology in porous media. Hence, an estimation of the in-situ polymer rheology is of great
importance. The experimental differential pressure obtained by the polymer flood was used to
simulate and estimate the apparent in-situ rheology of the synthetic polymer. As the
permeability was estimated by the history matching of the waterflood, the only tuning parameter
was the apparent viscosity. Both manual simulation in STARS and automatic simulation in
MRST was performed to estimate the in-situ polymer rheology and the results were exceedingly

similar, although there were some minor deviations between them.

The degree of shear thickening is influenced by the injection rate, as larger injection rates causes
the successive time between each constriction to be of the same order as the characteristic
relaxation time of the polymer and consequently results in a shear thickening behavior due to
elongation flow. Further, high injection rates cause a higher degree of shear degradation,
causing the polymer to need both more time and longer distances to reach an equilibrium state.
This was observed in both the manual and automatic history matches, as high injection rates
demonstrated a long shear thickening behavior and did not reach an expected apparent upper
Newtonian plateau at intermediate flow velocities. This was further shown to influence the
injectivity, as a high degree of shear thickening causes high differential pressure and
furthermore, a decreased injectivity. Mechanical degradation was not observed at the high
injection rates; however, this is possibly due to the use of the extended Carreau equation which

does not consider mechanical degradation.

Lower injection rates displayed a shorter shear thickening region as it experiences less shear
degradation. This was consistent in the estimated in-situ polymer rheology results from both
simulators. Furthermore, the slope of shear thickening was found to display an increased slope
with decreasing injection rates. This was attributed to the heterogenous rate-independent
permeability chosen from the history matching of the waterflood, as it possibly did not

128



adequately account for the lowered permeability estimated in the near-well region with lower
injection rates. This was examined in both simulators and the results were consistent; the rate-
independent permeability field had insignificant influence on the output rheology estimated for
high injection rates, but appeared to cause an overestimated shear thickening behavior at lower
injection rates. This consequently affects the prediction of the injectivity, as an overestimated
shear thickening behavior consequently results in a further underestimated injectivity, due to
the overestimated pressure drop caused by the increased apparent viscosity.

Results from both STARS and MRST showed a shear thickening and shear thinning behavior
when injected with intermediate to low injection rates. MRST demonstrated a shear thinning
behavior at higher injection rates, compared to STARS and furthermore an apparent upper
Newtonian plateau at intermediate injection rates, whereas STARS displayed more of a
transition zone. However, this apparent Newtonian plateau diminished when lowering the

injection rates.

As lower injection rates reach lower Darcy velocities in the porous media, the successive time
between each constriction increases, allowing the polymer to reach it equilibrium state between
each constriction and furthermore display a shear thinning behavior. Synthetic polymers are
known to demonstrate a shear thinning behavior in viscometers, however, the shear thinning
behavior is porous media is a debated issue and although this behavior has been reported in
literature by some authors [1, 25], others has attributed shear thinning behavior in porous media
to experimental artifacts as entrapment of large molecular species and insufficient pressure
transducers [33, 41].

The onset of shear thickening was found to shift towards lower Darcy velocities at lower
injection rates, consequently approaching closer to the injection well. This apparent trend was
estimated by both simulators, although they deviated slightly from each other in value as the
automatic history matches displayed a somewhat higher onset velocity value. The deviations

were considered minimal and insignificant as they were of low order.

Furthermore, an illustration on how Newtonian fluids and the polymer rheology influences the
injectivity was shown. This was performed by running manual simulations in STARS with a
constant bottom hole pressure to illustrate the highest possible injection rate when utilizing a
specific polymer rheology. This clearly illustrated that a shear thinning behavior results in the
best injectivity and that an increased slope of shear thickening consequently reduces the

injectivity due to the increased differential pressure.
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8 Conclusion

Simulation of in-situ polymer rheology in a radial core was performed to estimate the in-situ
polymer rheology of synthetic polymers and the estimated polymer rheology influence on
injectivity. The base of the simulation study is an experiment of waterflooding and polymer
flooding executed in a radial model, which represent the decreasing velocity with increasing
radial distance from the injection well as experienced field applications. The simulation study
was performed by using two simulators, where manual history matching was performed in
STARS and automatic history matching was performed in MRST combined with an EnKF
module. The results obtained by both manual and automatic history matching was consistent
and only displayed minor deviations.

The analysis of the rock permeability resulted in the assumption of a heterogenous permeability,
although Bentheimer rocks are known to be homogenous. Both simulators displayed a rate-
dependent permeability, however, a rate-independent permeability was considered more
probable as the rocks properties are not expected to change. A permeability reduction in the
well-bore region was demonstrated by both simulators and attributed to either the location of
the pressure transducers or an apparent skin effect. The rate-independent permeability was
found to influence the slope of shear thickening of lower injection rates and further cause an

overestimation of shear thickening.

The synthetic polymers displayed a shear thickening behavior at every injection rate which is
agreement with literature and is due to the viscoelastic nature of synthetic polymers. The period
of a shear thickening behavior was found to vary with rate and was attributed the extent of shear
degradation which increases with increased velocities and consequently causes the polymers to
need both longer time and distances to reach an equilibrium state when injected with higher
rates. A shear thickening behavior is consistent with literature on polymer solutions in porous
media, however, most of the existing literature involves linear cores, and only a few authors
have reported experiments or numerical simulations of radial core experiments, which better

imitate the flow regime obtained during field applications.

Further, lower injection rates displayed a shear thinning behavior when reaching lower Darcy
velocities. Although this is a discussed phenomenon in porous media, the experimental artifacts
attributed to causing an apparent shear thinning was assumed not to apply for this experiment
as the polymer solution was pre-filtered before injection and the differential pressure was
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assumed to be sufficient [33, 41]. Furthermore, shear thinning in radial flow has been reported
in literature [1, 25].

Both simulators displayed a shifted onset of shear thickening towards a decreasing Darcy
velocity with decreasing injection rates, which has been reported in literature by Skauge et al.
(2016). Further, a deviating behavior of the injection rates performed after g=20ml/min was
observed. The cause of the deviation was not established and possible causes as mechanical

degradation, straining and permeability reduction was purposed.

Injectivity is influenced by in-situ polymer rheology and viscoelastic nature of synthetic
polymers causes a decreased injectivity due to increased differential pressure. However, a shear
thickening behavior is favorable throughout the rest of the reservoir due to increased sweep
efficiency. The viscosity of synthetic polymer solutions measured in viscometers deviates from
in-situ polymer rheology due to viscoelastic nature and elongational flow experienced in porous
media. Furthermore, linear core flooding is performed under steady state conditions and
displays a severe degree of shear thickening which could cause an underestimated injectivity
[1]. Radial core flooding better demonstrates the in-situ rheology experienced in field
applications. Consequently, the origin of the rheological data influences the estimated
injectivity, the economics of polymer flooding projects and determines if polymer flooding
should be considered as applicable EOR technique for specific fields. In order to best estimate
the economic prospects and performance of polymer flooding in field applications, it is
important to model the injectivity as correct as possible. Radial flow is considered the best

approach to obtain data describing in-situ polymer rheology for further modeling of injectivity.
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9 Further work

So far only few experiments on synthetic polymer solutions in radial flow have been
performed and reported in literature. For a further study of the in-situ polymer rheology of
polymer solutions in radial flow, it is necessary with numerous experiments performed in
radial cores which should, among other things, research various polymers types, different
concentration and molecular weight species. Radial performed experiments would potentially
lead to a better estimation of the well injectivity. Additionally, simulations of these
experiments by history matching could provide an increased understanding of in-situ polymer

rheology.

Further, analysis of molecular weight distributions, MWD, obtained by various rates should
be performed, as this would give insight of the possible mechanisms experienced in the radial
core. Mechanical degradation could be observed by an apparent wider MWD as the high
molecular weight species would be broken to smaller fragments. Straining in the porous
media would result in a narrower MWD due to the loss of large molecular weight species
retained in the media.

The injection rates used in the base experiment and the simulations is lower than the ones
utilized in field applications. As in-situ polymer rheology has been illustrated a rate-
dependent behavior, further work should consequently investigate the in-situ polymer
rheology experienced in field by examination of real field injection rates for a better

estimation of both in-situ polymer rheology and injectivity.
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A. Appendix A

A.1 STARS - Waterflooding
A.1.1 Analytically determined permeability

10ml/min

Waterflooding, g=10ml/min, K=2,36 D

@ EXP Water inj 10ml/min

dP{mbar)
[
(%3]

10 ——SIM Water inj-10ml/min

0 2 - 6 8 10 12 14 16

Radius (cm)

Figure (A.1). History match for g=10ml/min with an average analytical determined permeability, K=2,36D.

15mi/min

Waterflooding, q=15ml/min, K=2,36 D

@® EXP Waterinj 15ml/min

—— SIM Water inj 15ml/min

0 2 4 6 8 10 12 14 16

Radius(cm)
Figure (A.2). History match for g=15ml/min with an average analytical determined permeability, K=2,36D.
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20ml/min

Waterflooding, g=20ml/min, K=2,36 D

70

60

e
[=]

@ EXP Water inj 20ml/min

dP{mbar)
w
[an]

——— SIM Water inj 20ml/min

0 2 - 6 8 10 12 14 16

Radius(cm)

Figure (A.3). History match for g=20ml/min with an average analytical determined permeability, K=2,36D.
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Figure (A.4). History match for g=40ml/min with an average analytical determined permeability. K=2,36D.
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A.1.2 Heterogenous permeability
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Figure (A.5). History match of waterflooding with g=15ml/min.
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Figure (A.6). History match of waterflooding with g=20ml/min.
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Waterflooding, g=30ml/min
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Figure (A.7). History match of waterflooding with g=30ml/min.
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Figure (A.8). History match of waterflooding with g=40ml/min.
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A.1.3 Constant permeability
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Figure (A.9). History match of a waterflooding with g=15ml/min with the permeability field from history match
of g=10ml/min.
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Figure (A.10). History match of a water injection with g=30ml/min with the permeability field found from the
history match of g=10ml/min.
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Figure (A.11). History match of a waterflooding with g=40ml/min with the permeability field found from the
history match of g=10ml/min.

146



A.2 MRST - Waterflooding
A.2.1 Heterogenous permeability

5ml/min

0 Experimenlal
] K itiouion
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Figure (A.12). History match, waterflooding, g=5ml/min. Differential pressure (mbar) versus radius (m).
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Figure (A.13). Distribution chart for waterflooding, g=5ml/min.
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Figure (A.14). History match, waterflooding, g=15ml/min. Differential pressure (mbar) versus radius(m).
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Figure (A.15). Distribution chart for waterflooding, g=15ml/min.
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Figure (A.16). History match, waterflooding, g=20ml/min. Differential pressure (mbar) versus radius(m).
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Figure (A.17). Distribution chart for waterflooding, g=20ml/min.
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Figure (A.18). History match for waterflooding, g=30ml/min. Differential pressure(mbar) versus radius(m).
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Figure (A.19). Distribution chart for waterflooding, g=30ml/min.
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Figure (A.20). History match for waterflooding, g=40ml/min. Differential pressure(mbar) versus radius(m).
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Figure (A.21). Distribution chart for waterflooding, g=40ml/min.
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A.2.2 Constant permeability
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Figure (A.22). History match of a waterflooding with g=5ml/min when using the history matched permeability
field found for g=10ml/min.
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Figure (A.23). History match of a waterflooding with g=15ml/min when using the history matched permeability
found for g=10ml/min.

152



20ml/min

70

Experimental

O g=20ml/min

60

50

40

30

dP(mbar)

20

10

Radius(m)

Figure (A.24). History match of a waterflooding with g=20ml/min when using the history matched permeability
field found for g=10ml/min.
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Figure (A.25). History match of a waterflooding with g=30ml/min when using the history matched permeability
field found for g=10ml/min.
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Figure (A.26). History match of a waterflooding with g=40ml/min when using the history matched permeability
field found for g=10ml/min.
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A.3 STARS - Polymer flooding
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Polymer flooding, g=16ml/min
1600

1400
1200
1000

800 ® EXP, Polinj 16ml/min

dP{mbar)

600 ——SIM, Polinj16ml/min
400

200

Radius(cm)

Figure (A.27). History match for polymer flooding, g=16ml/min.
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Figure (A.28). Viscosity output data from STARS and the calculated Re from the experimental data for
g=16ml/min.
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Figure (A.29). History match for polymer flooding, g=12ml/min.
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Figure (A.30). Viscosity output data from STARS and the calculated Rr from the experimental data for
g=12ml/min.
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Figure (A.31). History match for polymer flooding, g=10ml/min.
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Figure (A.32). Viscosity output data from STARS and the calculated Rr from the experimental data for
g=10ml/min.
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Figure (A.33). History match for polymer flooding, g=8ml/min(2).
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Figure (A.34). Viscosity output data from STARS and the calculated Re from the experimental data for
g=8ml/min(2).
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Figure (A.36). Viscosity output data from STARS and the calculated Rr from the experimental dataset for
g=5ml/min.
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Figure (A.37). History match of polymer flooding, g=5ml/min when using the history matched rate dependent
permeability field found for the corresponding rate.
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Figure (A.38). The viscosity output data from STARS when using the history matched rate-dependent
permeability field found for 5ml/min and the calculated Rr from the experimental data for g=5ml/min.
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Figure (A.40). The viscosity output data from STARS and the calculated Rr from the experimental dataset for

g=1ml/min.
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Figure (A.42). The viscosity output data from STARS and the calculated Re from the experimental dataset from

STARS seemed

the pressure struggled with stabilization as the shear tab apparent viscosities input was not
followed accordingly. Several measures were tested to try to solve the problem, including

extending the shear tab, changing the permeability from heterogenous to homogenous and

Polymer flooding, g=0,5ml/min
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Figure (A.41). History match, polymer flooding, g=0,5ml/min.
Polymer flooding, g=0,5ml/min
100
@
10 ® Experimental, 0,5ml/min
== Stars, 0,5ml/min
1
0,001 0,01 0,1 1

Darcy velocity(cm/min)

g=0,5ml/min.

to experience some issues during the simulation of the lowest injection rate and
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decreasing the time steps. The issue of pressure stabilization and struggles with the apparent
viscosity input data was not encountered during the sensitivity analysis, where the injection rate
was higher. The effect was in the end attributed to the large apparent viscosity changes, from
38 to 7cp at low flow rates, which might be physically incorrect and an effect of the rate-
independent permeability and an overestimated permeability in the wellbore region. When
utilizing the rheology obtained in MRST and using it as apparent viscosity input data in STARS,
the same issue was not encountered, although the history match was poor. The issues of pressure
stabilization when performed manual history matching in STARS at low flow rates can

therefore be attributed to the user.

Table A.1. The obtained extended Carreau parameters for the polymer flooding simulated in

STARS.

Extended Carreau parameters
g(ml/min) N1 n2 M A2 U Tjmax
20 0,020 1,58 10876364 11374 3,33 39,83
20* 0,022 1,57 1783785 6969 7,10 48,39
16 0,022 1,56 2305525 6947 2,63 46,13
12 0,022 1,81 30564 8907 4,96 42,56
10 0,023 2,03 15167 8821 7,39 41,55
8 0,033 1,88 15047350 8059 480,12 49,76
8(2) 0,010 1,80 772755 25758 31,00 25,5
5 0,203 2,22 4220333 6645 69,14 78,97
5* 0,213 2,14 14164350 10887 168,97 39,01
3 0,332 2,78 35030749 24793 158,81 37,63
1 0,010 1,01 540138 21923 3,44 8,67
0,5 0,458 12,80 1689523 160484 8,72 32,54
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A.4 MRST - Polymer flooding
A.4.1 MRST - History matches
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Figure (A.44). The apparent viscosity, g=20ml/min.
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Figure (A.46). History match, g=16ml/min.
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168




o«
s

Apparent viscosity(cP)
~

~
=
T

~
I L Nsai et

1%

Figure (A.53). The apparent viscosity, g=10ml/min.

35
x108

x10*

800 900

Darcy velocity(mls)

10

0.1

30

0.2

40

0.3

0.4

50

Figure (A.54). Distribution chart, g=10ml/min.

169

05 06 07 08 09

60 70 80 90

nmax



8ml/min

800
0 Experimental
=== After EnkF
o = Before EnkF
600
50
g
2
E40-
L
0
-
il
10
0
0 0.05 01 015
Radius(m)
Figure (A.55). History match, g=8ml/min.
103: T T T T T T T T T T T T T 1T T T T T T T T ]
[ — Before EnkF| ]
[ = = = After EnkF | 7
T2 i
?-910 F ]
2 [ ]
0 .-
0t L 1
) PEd -
> Le" 1
£l .- ]
4 P e -
[ P
Q .-

2 b - am==" i
<CI0E Semmm=- ]
10[) 1 I | ‘ 1 I | | |

10 10 1 10?3

Darcy velocity(m/s)

Figure (A.56). The apparent viscosity, g=8ml/min.
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Figure (A.62). The apparent viscosity, g=5ml/min.
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%108

A, x 10t n

100 200 300 400 500 600 700 800 900 50 100 150 200 250

"0 nmax

Figure (A.66). Distribution chart, g=3ml/min.

175



Iml/min

dP(mbar)

0 Experinenta
= Kfer EnkF
—Befoe EnkF |

Radius(m)

Figure (A.67). History match, g=1ml/min.

T

S

T

Apparent viscosity(cP)

>

T

~
.
S
bl
-
-
-
Sea -
- -
R

-

.
.

= Before EnkF
= = = After EnkF

108
Darcy velocity(m/s)

Figure (A.68). The apparent viscosity, g=1ml/min.
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Table A.2. The obtained extended Carreau parameters for the polymer flooding simulated in

MRST.
Extended Carreau parameters
g(ml/min) N1 n2 M V) o Tmax
20 0,418 1,97 39700128 16103 191,87 35,26
20* 0,444 1,90 54498212 9984 383,64 38,64
16 0,375 1,78 39394284 9521 237,93 40,64
12 0,116 1,99 15737459 13359 347,17 38,77
10 0,304 1,97 132818499 10735 716,76 43,43
8 0,261 1,84 120844868 4638 679,61 72,35
8(2) 0,285 2,06 52828956 16673 654,96 27,68
5 0,141 2,13 64407254 9121 737,87 65,26
5* 0,069 1,95 39536841 3999 815,86 80,90
3 0,208 2,69 166957341 25328 877,73 44,51
1 0,515 2,23 512397897 4983 181,39 85,41
0,5 0,129 2,72 345428776 60982 783,51 161,55

A.4.2 STARS vs. MRST
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Figure (A.73). STARS vs. MRST rheology, g=16ml/min.
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Figure (A.75). STARS vs. MRST rheology, g=10ml/min.
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Figure (A.77). STARS vs. MRST rheology, g=0,5ml/min.
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A.5 The effect of polymer rheology on injectivity

Table (A.3). The extended Carreau parameters used when extending the rheology curves used when examining
injectivity.

Extended Carreau parameters used when examining the

injectivity

N1 n2 M A2 mno Tmax

Shear thickening 0,022 | 156 2305525 @ 6946,67 2,53 46,13

Shear thickening + 0,203 | 2,22 4220333 @ 6645,17 69,14 78,97
shear thinning(1)

Shear thickening + 0,213 | 2,14 14164350 10886,58 168,97 39,01
shear thinning(2)

Shear thinning 0,7 1,08 | 100000 1000 22 1
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B. Appendix B — STARS data-file

B.1 Waterflooding

TITLEL 'Radial 1-phase Model'

INUNIT LAB
OUTUNIT LAB
SHEAREFFEC SHV

WPRN GRID TIME
OUTPRN GRID PRES SW W X VISW
OUTPRN WELL ALL

WPRN ITER TIME
OUTPRN ITER NEWTON

WSRF WELL 1

WSRF GRID TIME

**WSRF SECTOR 1

OUTSRF GRID MASS ADSORP MOLE ADSORP PPM ADSPCMP KRO KRW KRW

MASDENW MOLDENW

PRES RFW SHEARW

SW VISCVELW VISW W XY
OUTSRF WELL MOLE COMPONENT ALL
OUTSRF SPECIAL BLOCKVAR PRES 3,1,1
BLOCKVAR PRES 10,1,1

BLOCKVAR PRES 14,1,1
BLOCKVAR PRES 20,1,1
BLOCKVAR PRES 28,1,1
BLOCKVAR PRES 39,1,1
BLOCKVAR PRES 54,1,1
BLOCKVAR PRES 76,1,1
BLOCKVAR PRES 107,1,1
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BLOCKVAR PRES 145,1,1
BLOCKVAR PRES 150,1,1

**$ Distance units: cm

**RESULTS XOFFSET 0.0000

**RESULTS YOFFSET 0.0000

**RESULTS ROTATION 0.0000 **$ (DEGREES)
**RESULTS AXES-DIRECTIONS 1.0-1.01.0

GRID RADIAL 14811 RW 0.3 **Cylindrical grid

KDIR DOWN

DI IVAR 147*0.1 0.3
DJ CON 360

DK CON3.11

DTOP 148*1

NULL CON 1
POR ALL
147*0.239 0.99

PERMI ALL

7*420 96*2600 44*1900 1000000
PERMJ EQUALSI

PERMK EQUALSI

** (0 = pinched block, 1 = active block

PINCHOUTARRAY CON 1

END-GRID

*% ============= COMPONENT PROPERTIES
MODEL 2222

COMPNAME 'Water' 'Polymer
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CMM
0.018 18
PCRIT

00

TCRIT

00

PRSR 101
PSURF 101
MASSDEN
0.001 0.001
CP

00

AVISC

10

BVISC

00

VSMIXCOMP 'Polymer’

VSMIXENDP 0 1.80144e-006

VSMIXFUNC00.10.20.30.4050.60.70.8091

**  velocity viscosity

** Use the following keywords for a smooth shear effect that fits the data in SHEARTAB:
SHEARTHIN 0.97285 4.535e-008

SHEARTAB
0.001 1
0.1 1

** 0.0214 30.0001
** 0.0241 28.0001
** 0.0276 29.0001
**0.0322 26.0001
** 0.0362 25.0001
** 0.0413 23.0001
** 0.0482 20.0001
**0.0579 14
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** 0.0723 13
**0.0956 10
**0.1447 11
**0.1929 15
** 0.2394 21.0001
** 0.5787 30.0001
**1.9292 110.001

** —z=============== ROCK-FLUID PROPERTIES
ROCKFLUID
RPT 1

SWT

0 0 1
01 01 09
02 02 038
03 03 07
04 04 06
05 05 05
06 06 04
0.7 07 03
08 08 02
09 09 01
1 1 0

**ADSCOMP 'Polymer' WATER

*ADSPHBLK W

*ADSTABLE

**  Mole Fraction Adsorbed moles per unit pore volume
**  Mole Fraction Adsorbed moles per unit pore volume
** 0 0

** 4,508997705e-006 9.969376504e-008
**ADMAXT 9.96938e-008
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**ADRT 2.49234¢-009
**PORFT 1
**RRFT 1

INITIAL
VERTICAL OFF

INITREGION 1

PRES CON 101.1

TEMP CON 22

SWCON1

MFRAC_WAT 'Water' CON 1

** ============ NUMERICAL CONTROL
NUMERICAL

TFORM ZT
ISOTHERMAL
MAXSTEPS 50000

RUN
** ——====—====== RECURRENT DATA ===

TIME O
DTWELL le-4
DTMIN 1le-8
DTMAX 0.01

WELL 'Injector’

INJECTOR MOBWEIGHT EXPLICIT 'Injector'
INCOMP WATER 1 0

TINJW 22.0

PINJW 101.1

OPERATE MAX STW 10.0 CONT REPEAT
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*x rad geofac wfrac skin
GEOMETRY K 0.3 0.2 1.0 0.0
PERF GEO 'Injector’
**UBA ff Status Connection
111 1.0 OPEN FLOW-FROM 'SURFACE'

WELL 'Producerl'
PRODUCER 'Producerl'
OPERATE MIN BHP 101.1 CONT REPEAT
**x rad geofac wfrac skin
GEOMETRY K 0.075 0.2 1.0 0.0
PERF GEO 'Producerl’
**UBA  ff Status Connection
14811 1.0 OPEN FLOW-TO 'SURFACE'

TIME 2
TIME 5
TIME 10
**WSRF GRID 1
TIME 20
TIME 40
TIME 60
TIME 80
TIME 100
TIME 120
TIME 200
TIME 300
TIME 350

STOP
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B.2 Polymer flooding

**% —============= |[NPUT/OUTPUT CONTROL ============== ===
TITLEL 'Radial 1-phase Model'

INUNIT LAB
OUTUNIT LAB
SHEAREFFEC SHV

WPRN GRID TIME
OUTPRN GRID PRES SW W X VISW
OUTPRN WELL ALL

WPRN ITER TIME
OUTPRN ITER NEWTON

WSRF WELL 1
WSRF GRID TIME
**WSRF SECTOR 1
OUTSRF GRID MASS ADSORP MOLE ADSORP PPM ADSPCMP KRO KRW KRW
MASDENW MOLDENW PRES RFW SHEARW SW VISCVELW VISW W XY
OUTSRF WELL MOLE COMPONENT ALL
OUTSRF SPECIAL BLOCKVAR PRES 3,1,1
BLOCKVAR PRES 10,1,1
BLOCKVAR PRES 14,11
BLOCKVAR PRES 20,1,1
BLOCKVAR PRES 28,1,1
BLOCKVAR PRES 39,1,1
BLOCKVAR PRES 54,11
BLOCKVAR PRES 76,1,1
BLOCKVAR PRES 107,1,1
BLOCKVAR PRES 145,1,1
BLOCKVAR PRES 150,1,1

**$ Distance units: cm
**RESULTS XOFFSET 0.0000
**RESULTS YOFFSET 0.0000
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**RESULTS ROTATION 0.0000 **$ (DEGREES)
**RESULTS AXES-DIRECTIONS 1.0-1.01.0

GRID RADIAL 14811 RW 0.3 **Cylindrical grid

KDIR DOWN

DI IVAR 147*0.1 0.3
DJ CON 360

DK CON3.11

DTOP 148*1

NULL CON 1
POR ALL
147*0.239 0.99

PERMI ALL

7*420 96*2600 44*1900 1000000
PERMJ EQUALSI

PERMK EQUALSI

** 0 = pinched block, 1 = active block
PINCHOUTARRAY CON 1

END-GRID

MODEL 2222

COMPNAME 'Water' 'Polymer’
CMM

0.018 18

PCRIT

00

TCRIT
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00

PRSR 101
PSURF 101
MASSDEN
0.001 0.001
CP

00

AVISC
19.21
BVISC

00

VSMIXCOMP 'Polymer’
VSMIXENDP 0 1.000844444e-006
VSMIXFUNC 00.10.20.30.4050.60.70.8091

**  velocity viscosity
** Use the following keywords for a smooth shear effect that fits the data in SHEARTAB:
SHEARTHIN 0.97285 4.535e-008

SHEARTAB

0.0341 9.21

0.0353 9.27

0.0478 9.93

0.0569 10.40
0.0673 10.94
0.0787 1151
0.0948 12.29
0.1024 12.66
0.1137 13.20
0.1312 14.00
0.1599 15.37
0.1828 16.23
0.2132 17.45
0.2558 19.06
0.3655 22.73
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0.4265 24.52

0.5117 26.78
0.5686 28.14
0.6397 29.70
0.7311 31.49
0.8529 33.54
1.0235 35.87
1.2794 38.40
1.7058 40.91

** ================= ROCK-FLUID

PROPERTIES==========================

ROCKFLUID

RPT 1

SWT

o o0 1

01 01 09

02 02 08

03 03 07

04 04 06

05 05 05

06 06 04

07 07 03

08 08 0.2

09 09 01

1 1 o0

ADSCOMP 'Polymer' WATER
ADSPHBLK W
ADSTABLE

**  Mole Fraction Adsorbed moles per unit pore volume
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**  Mole Fraction Adsorbed moles per unit pore volume
0 0

1.000844444e-006 7.361214076e-009

ADMAXT 7.361214076e-009

ADRT 7.361214076e-009

PORFT 1

RRFT 1

INITIAL
VERTICAL OFF

INITREGION 1

PRES CON 101.1

TEMP CON 22

SWCON1

MFRAC_WAT 'Water' CON 1

**% —=========== NUMERICAL CONTROL ==================—======—=—=======
NUMERICAL

TFORM ZT
ISOTHERMAL
MAXSTEPS 5000000

RUN

** ——====—====== RECURRENT DATA === == == == === =

TIME O
DTWELL le-4
DTMIN 1e-8
DTMAX 0.01

WELL 'Injector’
INJECTOR MOBWEIGHT EXPLICIT ‘Injector’
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INCOMP WATER 0.9999989992 1.000844444e-006
TINJW 22.0

PINJW 101.1

OPERATE MAX STW 10.0 CONT REPEAT

*x rad geofac wfrac skin

GEOMETRY K 0.3 0.2 1.0 0.0

PERF GEO 'Injector’

**UBA ff Status Connection

111 1.0 OPEN FLOW-FROM 'SURFACE'

WELL 'Producerl’

PRODUCER 'Producerl'

OPERATE MIN BHP 101.1 CONT REPEAT
** rad geofac wfrac skin

GEOMETRY K 0.075 0.2 1.0 0.0

PERF GEO 'Producerl’

**UBA  ff Status Connection

14811 1.0 OPEN FLOW-TO 'SURFACE'

TIME 2
TIME 5
TIME 10
**WSRF GRID 1
TIME 20
TIME 40
TIME 60
TIME 80
TIME 100
TIME 120
TIME 200
TIME 300
TIME 350
TIME 400
TIME 500
TIME 550
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TIME 600
TIME 700
TIME 750
TIME 800
TIME 850
TIME 900

STOP
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