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Abstract A one-dimensional model is employed to reproduce the observed time evolution of
hydrographic properties in the upper water column during winter, between 26 January and 11 March 2015,
in a region north of Svalbard in the Nansen Basin of the Arctic Ocean. From an observed initial state, vertical
diffusion equations for temperature and salinity give the hydrographic conditions at a later stage.
Observations of microstructure are used to synthesize profiles of vertical diffusivity, K, representative of
varying wind forcing conditions. The ice-ocean heat and salt fluxes at the ice-ocean interface are
implemented as external source terms, estimated from the salt and enthalpy budgets, using friction velocity
from the Rossby similarity drag relation, and the ice core temperature profiles. We are able to reproduce the
temporal evolution of hydrography satisfactorily for two pairs of measured profiles, suggesting that the
vertical processes dominated the observed changes. Sensitivity tests reveal a significant dependence on
K. Variation in other variables, such as the temperature gradient of the sea ice, the fraction of heat going to
ice melt, and the turbulent exchange coefficient for heat, are relatively less important. The increase in
salinity as a result of freezing and brine release is approximately 10%, significantly less than that due to
entrainment (90%) from beneath the mixed layer. Entrainment was elevated during episodic storm events,
leading to melting. The results highlight the contribution of storms to mixing in the upper Arctic Ocean and
its impact on ice melt and mixed-layer salt and nutrient budgets.

1. Introduction

Below an upper surface layer with temperature near its freezing point, the Arctic Ocean water column
warms toward subsurface waters of Atlantic origin [Carmack et al., 2015; Rudels, 2015]. The heat content of
the relatively warm layer can affect the presence and evolution of the sea ice cover provided that mixing
processes acting along or across density surfaces allow this heat to reach the underside of sea ice. In the
Canada Basin, between the cold upper layer and the warm Atlantic layer, a layer of temperature maximum
forms another source of heat close to the sea ice, supplied by the intrusion of relatively fresh Pacific waters
[Toole et al., 2010]. In the Eurasian Basin, the presence of the vertical salinity gradient below the polar mixed
layer (the cold halocline layer) restricts the vertical mixing of oceanic heat [Fer, 2009, 2014]. In the Fram
Strait gateway, along the warm boundary currents, and over topographic features, on the other hand, the
turbulent ocean fluxes are elevated by 1 or 2 orders of magnitude [Lenn et al., 2009; Sirevaag and Fer, 2009;
Shaw and Stanton, 2014]. The interplay between the vertical mixing processes, advection, ice drift, ice ther-
modynamics, and the subsequent evolution of the temperature and salinity structure in the upper ocean
affect the oceanic heat flux reaching the ice undersurface.

The cold halocline layer in the Eurasian Basin is a perennial feature limiting vertical mixing. Thus, an impor-
tant question is how much the different processes (e.g., brine rejection in winter, meltwater input in sum-
mer, and erosion through turbulent mixing at the base of the mixed layer) contribute to the maintenance of
upper ocean stratification in the Arctic. Studies using one-dimensional (1-D) models including vertical turbu-
lent processes to investigate the Arctic ocean halocline and upper ocean stratification have been insightful
in this regard [Davis et al., 2016; Ivanov et al., 2016]. Evaluating the estimated contribution of various terms
contributing to the heat budget for the upper ocean, Polyakov et al. [2013] concluded that their observa-
tions from drifting buoys away from boundary currents were dominated by vertical turbulent processes.
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Direct observations of microstructure in winter are sparse in the Arctic Ocean, primarily because of
logistical challenges. Notable studies reporting turbulence measurements and turbulent heat fluxes
under Arctic sea ice in winter (December–March) are from the SHEBA drift [Shaw et al., 2009] and from
the drift of an ice-tethered profiler, equipped with a velocity sensor capable of resolving turbulent fluc-
tuations [Cole et al., 2014]. Both drifts were in the Beaufort Sea; hence, such winter observations have
not been reported from the Eurasian Basin. If we include early spring (April), valuable microstructure
observations were made between 2007 and 2014 from the drifting ice camps close to the North Pole
[Fer, 2009, 2014; Guthrie et al., 2015], as well as from drifts north of Svalbard [Padman and Dillon, 1991;
Sirevaag and Fer, 2009]. In situ data acquired during the ‘‘Norwegian young sea ICE’’ (N-ICE2015) cam-
paign [Granskog et al., 2016] from January to July 2015, under a wide variety of forcing conditions
make a valuable contribution to our present understanding of the ocean-ice-atmosphere system in the
Atlantic sector of the Arctic Ocean, north of Svalbard. Here we present observations from a subset of
the N-ICE2015 data, collected in winter (February–March 2015), in the Nansen Basin and close to the
northern tip of Yermak Plateau.

The N-ICE2015 special section gathers a collection of papers from the experiment covering atmo-
sphere physics, cryosphere, marine biology, and physical oceanography. For a general description of
the oceanographic and current conditions see Meyer et al., [2017], the microstructure observations
and vertical mixing in the water column (upper 300 m) are described in A. Meyer et al. (Mixing rates
and vertical heat fluxes north of Svalbard from Arctic winter to spring, submitted to Journal of Geo-
physical Research, 2016), and the under-ice boundary layer turbulence measurements (1 m below the
ice) are described in Peterson et al. [2017]. These studies present the observations from the entire
duration of the experiment, including four different drift floes. Oceanic heat fluxes measured 1 m below
the sea ice in the Nansen Basin were O(1) W m22 in winter, and increased by a factor of 2 during wind
events [Peterson et al., 2017]. The drift in spring was confined to the Yermak Plateau and its slopes, where
the combination of wind forcing with shallow Atlantic Water (AW) layer and proximity to open waters lead
to rapid melting and large heat fluxes exceeding several 100 W m22 [Peterson et al., 2017]. The microstruc-
ture observations in the water column were consistent with the findings from the under-ice boundary layer.
Winter heat flux across the pycnocline in the Nansen Basin averaged to 3 W m22 during calm conditions
and increased significantly to 5 W m22 with storms (A. Meyer et al., submitted manuscript, 2016). Steep
topography enhanced dissipation rates by a factor 4 along the eastern slopes of the Yermak Plateau, and
episodically increased the turbulent heat flux deeper in the water column. The hydrography was character-
ized by a strong pycnocline and deep (up to 100 m) mixed layer in winter over the Nansen Basin and the
Yermak Plateau slopes. In the late spring, the mixed layer was shallow (less than 20 m deep) over the
Yermak Plateau. The AW inflow north of Svalbard was found to be steered by topography, partly along
the Svalbard coast and partly around the Yermak Plateau [Meyer et al., 2017]. Winter conditions were further
sampled in detail using IAOOS platforms; see, e.g., Koenig et al. [2016] for hydrographic conditions and
Provost et al. [2017] for evolution of snow and ice conditions using ice mass balance buoys. Provost et al.
[2017] report intense sea-ice basal melt in midwinter over warm AW, and snow-ice formation following
storms and/or basal ice melt.

In this paper we use winter data from the drift of Floe 1 and 2, to describe the evolution of the hydrog-
raphy in the upper 200 m by one-dimensional processes, forced by idealized, time-dependent vertical
diffusivity profiles inferred from microstructure measurements. We concentrate on the Nansen Basin
and exclude effects of advection or proximity to warm AW. The motivation is that simple numerical
modeling supplemented by basic information of wind forcing can be used to describe the vertical dis-
tribution of upper ocean hydrography from a measured initial state, using representative vertical diffu-
sivity profiles for calm, moderate, and strong wind conditions. Once the dominant 1-D (vertical)
processes are identified, our measurements will be useful in the context of the basin-wide seasonal
cycle of the mixed-layer heat and freshwater content. Our results, however, are specific to the upper
ocean hydrography and vertical mixing processes north of Svalbard, and general conclusions cannot
be drawn before further justification of the results for other regions of the Arctic Ocean. Nevertheless,
the findings will help better understand the under-studied wintertime entrainment of heat, salinity,
and biogeochemical tracers, such as nutrients and oxygen, from deeper water, and are relevant in the
broader context of large-scale circulation and tracer studies.
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2. Methods

Using the Research Vessel Lance, an experiment was staged north of Svalbard (Figure 1) when four drift sta-
tions were occupied between January and June 2015. A brief description of the experiment with aims and
motivation is given in Granskog et al. [2016]. We use measurements from the period 25 January to 14 March
2015, including 25 days of under-ice eddy-covariance measurements and 45 sets (124 casts) of microstruc-
ture profiling.

Data from two instruments are utilized: a vertical microstructure profiler (MSS) and a turbulence instru-
ment cluster (TIC). In the following, details for each type of data collection and reduction are briefly
summarized. For further details see A. Meyer et al. (submitted manuscript, 2016) and Peterson et al.
[2017]. Data sets are available from Meyer et al. [2017] and Peterson et al. [2016]. Ancillary data used
comprise the location of the vessel, 10 min averaged wind measurements from time series combining
the on-ice weather station data and the data from ship’s mast [Hudson et al., 2015; L. Cohen et al.,
Meteorological conditions in a thinner Arctic sea ice regime from winter through summer during the
Norwegian young sea ICE expedition (N-ICE2015), submitted to Journal of Geophysical Research, 2016],
and ice thickness survey and ice-coring (profile of ice temperature) conducted by the ice physics group
[R€osel et al., 2016; Gerland et al., 2017]. The ship-based wind sensor, mounted at 24 m height, was used
to reconstruct gaps in the 10 m wind data from the on-ice weather mast, using the wind profile power
law and an empirically derived power that depends on atmospheric stability, calculated as a function
of wind speed measured at 24 m (L. Cohen et al., submitted manuscript, 2016). The ice drift velocity is
inferred from the ship’s GPS position. Instantaneous drift velocity, calculated from first differencing in
time of the ship’s position, includes inertial and tidal oscillations. Because the upper water column typ-
ically oscillates approximately in phase with the ice, the instantaneous drift is not representative of the
shear contribution to turbulence production. Therefore, following McPhee [2008, Chap. 2.5], we use
complex demodulation of daily segments to express the drift velocity as the sum of a mean part (used
in our analysis) and oscillations from a combination of clockwise and counterclockwise rotating diurnal
and semidiurnal (approximately inertial) components. The instantaneous and filtered drift speeds are
shown in Figure 2.

Figure 1. Location map and N-ICE2015 winter drift tracks. (a) The site in relation to Svalbard (SV), Greenland (GR), Fram Strait (FS),
and Yermak Plateau (YP). The region marked in red is expanded in Figure 1b. Arrows show the main branches of warm Atlantic
Water. Isobaths are drawn at 500 m intervals between 1000 and 6000 m using the 2 min global relief data (ETOPO). (b) Expanded
view of the drift tracks (Floe 1, dark brown, and Floe 2 light brown) together with the microstructure locations (sets 1–5, diamonds),
and the start and end location of the storm M2 (bullets with s and e). Isobaths are at 500 m intervals from 1 min ETOPO [Amante
and Eakins, 2009].
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2.1. Eddy-Covariance Measurements
Under-ice turbulence measurements were made using a TIC deployed 1 m below the ice undersurface.
Detailed description of the setup is given by Peterson et al. [2017]. High-resolution time series measure-
ments of 3-D velocity components and temperature are collected resolving the energy spectrum from ener-
gy containing eddies through the inertial subrange of turbulence. Calculations are based on 15 min
segments over which the current components are rotated into the mean current direction (u), such that
time averages of the cross-stream (v) and vertical (w) components vanish. The data set is systematically
quality controlled before calculating momentum and turbulent heat fluxes (for details see Peterson et al.
[2017]). Friction velocity at the measurement level is obtained from u�5½hu0w0i21hv0w0i2�1=4, where primes
denote deviation from the mean, and angle brackets denote temporal (15 min) averaging. Temperature
measurements in the same measurement volume (2 cm3) are used to calculate the vertical heat flux,
FH5qcphw0T 0i, where q is the density and cp is the specific heat capacity of seawater. An alternative estimate
of heat flux is obtained for each 15 min segment using a common parameterization dependent on temper-
ature elevation above freezing and friction velocity as FH;bulk5qcpSt u� T2Tfð Þ, where St 5 0.0057 is the tur-
bulent Stanton number [McPhee, 1992].

The subset of data used here comprises 2407 fifteen minute segments between 25 January and 14 March
2015, which were reduced to 1926 segments after quality control, corresponding to a total duration of
approximately 20 days.

2.2. Microstructure Profiling
Vertical profiles of shear microstructure were obtained using an MSS90L profiler equipped with airfoil shear
probes. Dissipation rate of turbulent kinetic energy (TKE) is calculated by integrating the vertical wave num-
ber spectrum of shear from each probe [Lueck et al., 2002]. Estimates from each probe are corrected for the
unresolved variance and a final value is obtained by averaging over the two probes. The processing meth-
ods are similar to earlier studies by our group [Fer, 2006, 2014] and are summarized in A. Meyer et al.

Figure 2. Conditions throughout the study period. Time series of (a) hourly-smoothed, 10 min averaged 10 m wind speed using merged
ship-mast (adjusted from 24 m height to 10 m using the wind profile power law detailed in L. Cohen et al. (submitted manuscript, 2016))
and on-ice weather mast data, (b) instantaneous (gray) and filtered, background (black) ice drift speed after complex demodulation using
diurnal and semidiurnal frequencies, and (c) turbulent ocean heat flux, FH. Vertical dashed lines mark the times of microstructure sets 1–5
indicated on top. The storm period (M2) is highlighted in Figure 2a. No data are shown when the ship was repositioning in late February.
Heat flux measurements are 3 h averages of 15 min covariances (black circles) and using a bulk parameterization (red).
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(submitted manuscript, 2016). We
use 1 m vertically averaged precision
temperature and salinity profiles and
vertical eddy diffusivity (K) profiles
from this data set. The Conservative
Temperature, H; and Absolute Salini-
ty, SA, are calculated using the ther-
modynamic equation of seawater
[IOC, SCOR, IAPSO, 2010]. K is calcu-

lated using the Osborn [1980] model as K50:2eN22, assuming the common value of mixing efficiency. For
well-mixed layers where N2 approaches zero, the model is not applicable because it would lead to spuri-
ously large values of K.

In the following analysis a subset of the microstructure profiles is used. The selected profiles are restricted
to a region that justifies our assumption of vertical mixing by one-dimensional processes and exclude those
affected by advection and proximity to AW. The idealized diffusivity profiles are constructed from 33 out of
45 sets (section 4.3). For numerical solutions, we concentrate on two pairs of profiles, each pair defining the
initial and final profile to initiate and compare with the model result, respectively, for two cases separated
by 7 days (sets 2 and 3) and 44 days (sets 1 and 5). Another profile (set 4) is used to emphasize the possible
effects of advection or other 3-D processes. The details of the five sets of microstructure profiles used here
are summarized in Table 1. Motivation for these choices is further given in section 3. Each set is an average
profile over two to four casts conducted in a short duration of 10–45 min.

2.3. Salt and Enthalpy Budget at the Ice-Ocean Interface
The numerical solutions of the 1-D diffusion equations described in section 4 require external source terms
for temperature and salinity at the upper boundary (ice-ocean interface). These source terms are obtained
from the turbulent heat and salinity fluxes calculated from the enthalpy and salt balance at the ice-ocean
interface in the under-ice boundary layer. A detailed description can be found in McPhee [2008, Chap. 6]
and see also McPhee et al. [2008]. Here we summarize the sets of equations utilized in characterizing the
ocean-ice interaction. The turbulent heat and salinity fluxes at the interface can be written in kinematic
form as

hw0T 0i05aHu�0 Tw2T0ð Þ; (1)

hw0S0i05asu�0 Sw2S0ð Þ; (2)

where aH and as are the turbulent exchange coefficients for heat and salt, respectively, and subscripts 0 and
w indicate interface (z 5 0) and far-field seawater (typically in the mixed layer) values. The ratio, R5 aH=as,
of the turbulent exchange coefficients is a measure of strength of heat transfer relative to the salt transfer,
and hence of double diffusion. Note that the measurement level of 1 m is usually in the constant stress lay-
er, such that friction velocity is representative of the ice-ocean interface stress. The interface friction velocity
can also be approximated from the Rossby similarity drag relation [McPhee, 2008], when direct measure-
ments are not available or representative of the drifting ice floe.

Isostatically balanced ice melt rate is w05 2 qi=qð Þ _h, positive upward (melting conditions) where _h is the
ice growth rate (rate of change of ice thickness, positive for growing ice), qi is ice density, and q is seawater
density. The interface enthalpy conservation strikes a balance between conduction near the bottommost
part of the ice, turbulent heat flux from the ocean, and latent heat from melting or freezing. In kinematic
form (i.e., energy divided by q and specific heat capacity, cpÞ

hw0T 0i02 _q5w0QL; (3)

where the kinematic ice conduction is _q52 ki
qcp

dTi
dz ; QL5Li=cp, and latent heat of fusion for sea ice, Li , and

thermal conductivity of sea ice, ki , are both obtained from corrections to the fresh ice parameters [see
McPhee, 2008]. The vertical gradient of ice temperature, dTi

dz , close to the ice undersurface is the driver for
conduction through the ice in the considered control volume.

Table 1. Overview of Microstructure Profile Set Details

Set
Start Date

(2015)
Start Time

(UTC) Lon (E) Lat (N)
Duration

(min)
Number
of Casts

1 26 Jan 0828 19820.20 8382.00 45 4
2 30 Jan 0930 17824.40 8381.60 17 2
3 6 Feb 0847 17852.20 8381.80 9 3
4 8 Feb 0910 17853.10 82832.60 25 3
5 11 Mar 1300 21820.10 8380.60 25 2
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The salt budget leads to a balance between the turbulent salinity flux from the ocean and the net vertical
advection of salinity from ice melt or freeze

hw0S0i01w0 Si2S0ð Þ50: (4)

At the interface, it is often assumed that the salinity is determined by the freezing point temperature, e.g.,
T05Tf S0ð Þ52mS0, with m 5 0.0549. Finally, combining this set of equations, the so-called ‘‘three-equation
approach’’ for the under-ice boundary layer leads to a quadratic equation for the interface salinity, S0

mS2
01aS01b50; (5)

with

a5Tw2
_q

aHu�0
1

QL

R
2mSi ;

b52Si Tw2
_q

aHu�0

� �
2

Sw QL

R
:

In this study we use the three-equation approach to calculate the interface heat and salt fluxes at each time
step of the numerical solutions and introduce these fluxes as source (or sink) terms into the diffusion equa-
tions (6), uniformly distributed over the mixed-layer depth. In summary (see also section 4.2), for prescribed
values of Si; dTi=dz, R, aH, u�0, and mixed-layer temperature and salinity, we obtain the interface salinity S0

from equation (5), and the interface temperature as the corresponding freezing point value. The interface
heat flux follows from equation (1). Using the basal melt rate from equation (3), we finally obtain the salt
flux at the interface from equation (4).

3. Observations

The period selected for analysis starts with calm conditions, weak winds of approximately 5 m s21 and rela-
tively slow ice drift velocity of about 0.05 m s21, persisting for 1 week duration, before the storm M2 picks
up (Figure 2). We follow the definitions and characterizations of the N-ICE2015 experiment’s storms provid-
ed by L. Cohen et al. (submitted manuscript, 2016). Start and end of storms correspond to periods when the
10 min averaged wind speed (at 10 m) was greater than 8 m s21 continuously for at least 1 h in a time peri-
od of at least 3 h. A major storm (such as M2) is when the rate of pressure decrease exceeds 5 hPa in 6 h.
Prior to the storm, oceanic heat fluxes in the under-ice boundary layer are close to the instrument lowest
detection level and generally less than 1 W m22 (Figure 2c). After 2.5 days into the storm, the oceanic fluxes
start to increase gradually, reaching a peak value of 11 W m22 4.4 days after the storm starts, and remain
large (>5 W m22) for approximately 2.5 days after the storm ceases. Heat fluxes return to low levels and
then increase abruptly when the floe drifts over warm AW after February 11. The average value representa-
tive for the ‘‘high flux’’ period is 7 W m22, calculated between 2 and 11 February. The heat flux measure-
ments from Floe 2 are limited, with 247 fifteen minutes segments between 10 and 14 March (approximately
2.5 days), which have an average heat flux of 2 W m22.

Wintertime heat fluxes observed here can be compared to available heat flux estimates from previous Arctic
studies. In the Canada Basin, Cole et al. [2014] report time averaged (October 2009 to April 2010, 6 one stan-
dard deviation) heat flux of 1.0 (62.9) W m22 based on covariance measurements at 6 m below ice. During
the SHEBA drift in the Beaufort Gyre, average winter under-ice surface heat flux was 1.0 W m22 [Shaw et al.,
2009]. Estimates using bulk parameterizations (FH;bulk described in section 2.1) were reported using data
from drifting buoys. Krishfield and Perovich [2005] conclude that FH;bulk is not negligible in winter, but aver-
ages less than 2 W m22 in the Beaufort Gyre and is approximately 3 W m22 in the Transpolar Drift. Jackson
et al. [2012] report that through winter, the average mixed-layer temperature is often marginally above the
freezing temperature, leading to typical heat fluxes of the order 1.0 W m22. Storms during winter, however,
result in events with heat flux of 10–50 W m22, primarily as the release of heat from the near surface tem-
perature maximum (NSTM), which delays the sea ice growth and episodically melts sea ice during winter
[Jackson et al., 2012]. These high flux events are comparable to, but larger than the average value in our
high flux period, probably because of the lack of a NSTM in our study region.
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In the analysis period, the microstructure profile sets 1–5 (Figure 2 and Table 1) are chosen for discus-
sion. These sets correspond to sets number 2, 5, 11, 12, and 37 of the cruise log. The choice of the sets
is motivated by our goal to restrict the analysis to regions where the oceanic response can be attribut-
ed to vertical mixing through 1-D processes, forced by wind and affected by surface buoyancy fluxes
induced by melting or freezing. Profiles of temperature, salinity, dissipation rates, and eddy diffusivity
for sets 1–5 are shown in Figure 3. Sets 1 and 5, separated only by 30 km but 44 days in time, are
located in the deep Nansen Basin, unaffected by the presence of AW branch or topography. Sets 1 and
2, on the other hand, are affected by the presence of a front or advection since the substantial increase
of salinity in the upper 100 m (Figure 3, insets) in this short time span cannot be explained by vertical
processes alone (see sections 5 and 6). Sets 2 and 3, however, are approximately colocated, separated
by 1 week duration, with no influence of advection apparent in the temperature and salinity profiles.
The profiles of temperature and salinity from sets 3 and 4 show a striking evolution during the storm
and swift-drift period where the Absolute Salinity in the mixed layer increases by 0.07 g kg21, and Con-
servative Temperature by 0.068C in two days. Strong vertical mixing during storm leads to rapid and
substantial entrainment of warm and saline waters into the mixed layer; however, the increase in H
and SA in the mixed layer cannot be explained without including frontal or advection processes. Sets 2
and 3 and sets 1 and 5, on the contrary, are colocated and away from AW influence or fronts; hence,
we can study the change in the heat content and salinity using 1-D mixing and entrainment of AW
from below.

As further confirmation of the 1-D balance and that mixed-layer temperature and salinity changes are large-
ly due to vertical entrainment, we calculate the change in H and SA averaged between the ice-ocean inter-
face and the rh 5 27.75 density surface (typically located between 100 and 135 m), between pairs of sets.
The choice of a deep isopycnal integrates the effects of mixing at the base of the mixed layer. Because mix-
ing results in a redistribution of water properties vertically, as opposed to a net change, small changes in H
and SA indicate dominantly vertical processes whereas relatively large values imply important effect of
advection and other processes. For sets 1–5 and 2–3 (used for the 1-D numerical solutions), the change in
H and SA is less than 1023 8C d21 or 1023 g kg21 d21, whereas these values increase by a factor of 5–10 for
sets 1–2 and sets 3–4.

In section 5, we first present the evolution from set 2 to 3, a period spanning from calm conditions to 3
days into the storm M2. Next, we concentrate on set 1 to 5 in the Nansen Basin, reproducing the vertical
structure of set 5 using 1-D processes, after 44 days of forcing applied to the initial profile, set 1.

Figure 3. Vertical profiles from sets 1 to 5, measured by the microstructure profiler. Each profile is an average over several casts in the set
(see Table 1). Missing values of K in weakly stratified segments are linearly interpolated. Insets are enlarged views in the upper 80 m, with
ticks 20 m in the vertical and 0.18C or 0.1 g kg21 in the horizontal.
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4. One-Dimensional Solutions

4.1. Diffusion Equations
We formulate and obtain the solutions for the hydrography in terms of potential temperature, h, and salinity, S,
to be consistent with ice thermodynamics calculations. The solutions are then converted to SA and H for presen-
tation and comparison with observations. One-dimensional diffusion equations for h and S are

@h
@t

5
@

@z
K
@h
@z

� �
1Sh;

@S
@t

5
@

@z
K
@S
@z

� �
1SS; (6)

where all variables, including vertical diffusivity, K , are functions of time, t; and depth (vertical distance
from ice, positive upward), and Sh; S t; zð Þ are the external sources (or sinks) for temperature and salinity
(e.g., as a result of heat lost to ice melt or salinity release by freezing, calculated from the ice thermodynam-
ics and described in detail in section 4.2). Solutions are obtained starting from given initial profiles of h and
S, using 1 m vertical and 1 h temporal resolution. At the upper boundary, we apply zero flux (ice-ocean
fluxes of heat and salt are distributed over the mixed layer via the source terms, see section 4.2), and at the
lower boundary, the bottommost (h, SÞ value from the previous time step. Solutions at the final time step
of the duration of interest are compared to the observed profiles (the time evolution is not presented). Final
profiles are not sensitive to a factor of 2 change to time step or vertical resolution; further sensitivity to dif-
ferent parameter choices is discussed in section 6. Calculations of the source terms and the prescribed K
profiles are described in the subsequent subsections.

4.2. Calculations of the Source Terms
The source terms are obtained from the ice thermodynamics, using the interface heat and salt fluxes from
the three-equation approach (section 2.3). Temperature gradient in the lowest part of the ice is assigned
using temperature profiles from ice core measurements (Figure 4). While there are differences in ice tem-
perature profiles from different floes, the vertical gradient in the bottommost 25 cm is similar, and a line fit
to data from three cores yields dTi=dz 5 25 K m21. We assume ice salinity Si 5 7 and use the typical tem-
perature near the bottom of ice cores of Ti 5 22.18C. We use R 5 33 and aH 5 1.3 3 1022 inferred from
direct flux measurements in March north of Svalbard [Sirevaag, 2009], which are likely representative of the
conditions studied here (sensitivity results are given in section 6). The friction velocity, u�0, is obtained from

Figure 4. Profiles of ice temperature obtained from ice cores [Gerland et al., 2017]. (a) Entire profile with distance referenced to ice bottom,
and (b) zoom in to the bottommost 25 cm together with a least squares fit to a first order polynomial. The slope indicates the estimated
ice temperature vertical gradient close to the ice-ocean interface.
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the Rossby similarity using the filtered drift speed (removing diurnal and inertial variability) and common values
of A 5 1.91, B 5 2.12, and z0 5 1022 m [McPhee, 2008]. We do not use the friction velocity measured by the TIC
because there is a large gap in the covariance data set between 16 February and 10 March, and also because
the floes drift over waters and regions where processes other than vertical mixing can be important, which will
have signature on the covariance measurements. By using Rossby similarity and the filtered drift speed, we
obtain a more representative forcing for the basin conditions. Using calculations from periods when both esti-
mates are available, average (6 one standard deviation) value over daily, half-overlapping windows is 0.007
(60.004) m s21 for the Rossby similarity and 0.005 (60.002) m s21, for the covariance calculations.

Given dTi=dz, R, aH, u�0, m 5 0.0549, and the far-field (at 10 m, in the mixed layer) temperature and salinity, we
obtain the interface salinity, S0, from equation (5). Interface temperature is the corresponding freezing point val-
ue, and the interface heat flux follows from equation (1). The basal melt rate, w0, is then calculated from equa-
tion (3) and the salt flux at the interface from equation (4). The resulting interface heat and salt fluxes at each
time step are introduced as source (or sink) terms into the diffusion equations (6), uniformly distributed over the
mixed-layer depth. For example, during freezing conditions the interface salt flux is a source of salinity to the
mixed layer, whereas a positive heat flux (upward across the ice-ocean interface) is a sink for the temperature in
the mixed layer. The depth of the mixed layer (zML) is obtained as the depth where the salinity exceeds the top
2 m average value by 0.1 g kg21. This method is very similar to the definition from Peralta-Ferriz and Woodgate
[2015] who used a threshold criterion of potential density of 0.1 kg m23 (for the mixed-layer salinity and temper-
ature values in this study, the salinity excess of 0.1 g kg21 corresponds to approximately 0.08 kg m23). Increas-
ing and reducing the threshold by 0.05 g kg21, respectively, leads to 9 m deeper and 5 m shallower zML, on
average. The heat sink term obtained from this calculation is taken up by the ice for melting. This is only a frac-
tion of the oceanic heat delivered to the surface and is accounted for as described in section 4.4.

4.3. Idealized Diffusivity Profiles
We construct idealized profiles of K, from the microstructure measurements collected in the vicinity of sets
1–5, and exclude locations where topography, proximity to AW, and ice edge can affect the vertical mixing
(A. Meyer et al., submitted manuscript, 2016a). The stations used are marked in the inset of Figure 5. We use

Figure 5. Idealized eddy diffusivity profiles with vertical axis referenced to (a) depth (relative to underside of ice) and (b) distance relative
to the base of the mixed layer. Positive values are upward, increasing toward the underside of ice. The profiles from Figure 5b are used in
the numerical solutions. All data points from set-averaged profiles (each set includes two to five subsequent casts) are shown (crosses)
together with the 5, 50, and 95 percentiles in 10 m thick vertical bins (thick lines). The inset shows a zoom in to the drifts of Floes 1 and 2,
all microstructure set positions (white triangles) and the sets used in deriving the idealized profiles (blue triangles).
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33 sets out of the 45 collected between 25 January and 14 March 2015: 12 sets (43 casts) from Floe 1, and
21 sets (49 casts) from Floe 2. All K measurements from these sets are shown in the profiles of Figure 5a
together with 5, 50, and 95 percentiles in 10 m vertical bins. The vertical diffusivity averaged vertically
down to the base of the mixed layer correlates with wind stress, hence u�0 (correlation coefficient between
wind and log10(K) is r 5 0.66, with 34 data points). We therefore can use wind forcing to assign K profiles
selectively averaged to be representative of weak, normal, and strong forcing conditions. We use thresholds
5 and 15 m s21 to delineate weak (less than 5 m s21) and strong wind (greater than 15 m s21) conditions,
approximately corresponding to the 5 and 95 percentiles between 25 January and 14 March 2015. The
weak, moderate, and strong wind conditions are represented by the diffusivity profiles K5, K50, and K95,
respectively. The sensitivity to K is presented in section 6. At every hour, the wind speed averaged over the
preceding 12 h is used to pick the K profile. The friction velocity is the time average of hourly values over
the same 12 h window. The friction velocity used is consistent with the subinertial Rossby similarity
approach because we used filtered (demodulated using 24 and 12 h period) drift velocity. The time average
is preferable to the instantaneous wind speed and u�0, given the idealized nature of the forcing, and that
the K profile should be representative of the temporal history of wind forcing.

The depth of the mixed layer (zML) varies, and the vertical reach of elevated mixing should be accounted for
in assigning time-variable K profiles. We therefore reference the vertical distance to the depth of the mixed
layer (zr 5 zML – z, positive upward) for each profile and calculate K5, K50, and K95 in 10 m thick bins. Bins
with less than 25 data points are excluded. The resulting profiles are then interpolated to 1 m vertical reso-
lution (of zr) and smoothed over 5 points. One-dimensional solutions are obtained by using these profiles,
after mapping zr onto the actual depth, using the mixed-layer depth from the previous time step.

4.4. Other Details
In order to be consistent with ice thermodynamics calculations, the initial SA and H profiles are converted
to salinity in practical scale and potential temperature, and converted back to Absolute Salinity and Conser-
vative Temperature after solving the diffusion equations, in order to compare with the final profiles of set 3
or 5 as applicable.

A positive interface heat flux obtained from the calculations described above is the amount required by ice
melt at the ice-ocean interface. The heat sink in the mixed layer can be larger, particularly if additional sensi-
ble heat is lost to atmosphere, through the ice or through leads. Thin sea ice and open water cause vigorous
surface fluxes compared to the drift station in complete pack ice, in winter leading to increased salt flux
into ocean and sensible heat loss to the atmosphere [Maykut, 1982]. Maykut and McPhee [1995], using data
from the AIDJEX experiment, show that heat extracted from the ocean varies largely (35%) between stations
separated by 100–200 km, with the main source of variability attributed to the amount of opening by
dynamic activity of the sea ice. Only a fraction / of the mixed-layer heat content is thus lost to ice melt.
Over a homogeneous ice field (i.e., excluding the heat loss through openings and leads), Rudels et al. [1999]
suggested a natural control mechanism whereby / is optimized to keep the ice melt rate at a minimum.
Using the temperature difference between upper layer and the warm layer below, DT, and the salinity of
the warm layer, Sw, the fraction of heat going to ice melt is

/5
2aL

cp bSw2aDTð Þ ; (7)

where a and b are the thermal expansion and haline contraction coefficients of seawater, respectively, and
L is the latent heat of melting. For Sw 5 34.9 and DT 5 38C, / is approximately 0.16. In the calculations, at
each time step, the heat sink is multiplied by 1=/. The salinity source term is applicable only when there is
ice freezing and convection. For these conditions, we assume convection occurs over a fraction, F, of the
representative area and multiply the salinity source term by a factor of F 5 0.6 (chosen because of better
agreement with observations; sensitivity is discussed in section 6).

The imposed fractions / and F lead to a mixed layer that cools more and freshens less than what ice-ocean
heat and salt fluxes would prescribe. This adjustment, however, is crucial because (i) the upper ocean heat
content is not controlled by the heat loss to ice melt alone, but also includes a part that is lost to the atmo-
sphere, and (ii) neither heat loss nor convection occurs homogenously over an area representative of the
study site. Leads in the pack ice allow rapid ice formation and escape of oceanic heat to the atmosphere.
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During the study period, leads opened up sporadically and quickly refroze (P. Itkin et al., Thin ice and
storms: A case study of sea ice deformation from buoy arrays deployed during N-ICE2015, submitted to
Journal of Geophysical Research, 2016), such that we deem their contribution to regulating surface heat and
salt fluxes crucial.

5. Results

Over the 1 week that separates sets 2 and 3, the mixed-layer depth remained approximately constant at
58–60 m, the mixed-layer averaged temperature increased by 0.018C, and salinity by 0.007 g kg21. The verti-
cal profiles of H and SA are compared to the numerical solution after 7 days in Figure 6 (compare orange
and red curves). The evolution can be explained by vertical processes dependent on our choice of parame-
ters and the sensitivity discussed in section 6. The evolution between sets 1 and 5 over 44 days are more
striking (Figure 7). Mixed-layer depth increased from 56 to 100 m, and the pycnocline deepened by approxi-
mately 20 m. Mixed-layer salinity has increased by 0.094 g kg21 while temperature increased by 0.0028C,
staying close to freezing. In both cases, the changes in the mixed layer are well replicated by the one-
dimensional model. A shortcoming of the numerical solution is the lack of a vertical convective adjustment
scheme to ensure a sharp mixed-layer base. The vertical diffusivity leads to a diffuse transition from the
mixed layer to the pycnocline; the temperature and salinity characteristics in the upper half of the mixed
layer, however, are in very good agreement with the observations. The discrepancy between the observed
and modeled depth of the pycnocline can be considered to be within the short-term variability such as
internal waves.

A direct comparison with a snapshot observed profile suffers from not sufficiently averaging over internal
wave displacements and other short-term variability. In order to account for the vertical heave inherent in
the observations, in Figures 6 and 7 we destrain the observed profiles by linearly stretching or squashing
the vertical coordinate to maintain the rh 5 27.75 density surface at a fixed depth (of the initial profile,
105 m for set 1 and 117 m for set 2). This isopycnal is chosen to be close to zML but away from the effects of
mixing at the base of the mixed layer. This procedure assumes that internal wave and eddy displacements
are zero at the surface and increase linearly with depth below—a reasonable approximation in the upper
water column. Destraining results in upward displacements of 27 and 22 m in the final profile of observa-
tion and model, respectively, for the 7 day run, and 25 and 13 m for the 44 day run. In the figures we also
indicate a typical vertical displacement of the pycnocline of 610 m for reference. This is 3–5 times less than

Figure 6. Vertical profiles of (a) Conservative Temperature and (b) Absolute Salinity for set 2 (initial condition, 30 January, blue), set 3
(6 February, red), and the solution obtained from the time-dependent diffusion equations over the time separation of approximately 7
days (thick orange curve). The insets zoom in to the upper 100 m. The vertical error bar is placed arbitrarily to indicate, for reference, a
typical 6 10 m vertical displacement of temperature and salinity surfaces from internal waves. The vertical axis is the depth for the initial
profile, but destrained (see text) depth for the final profiles.
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the vertical displacements observed in the upper 200 m over the southern Yermak Plateau [Fer et al., 2010],
and can be considered as a representative value for the study area. In the Canada Basin, typical vertical dis-
placements are smaller: Using ice-tethered profiler data for years 2005–2014, Dosser and Rainville [2016]
obtain typical wave amplitudes (for near-inertial waves below the mixed layer, in the upper 200 m) that
decrease from approximately 2 m to less than 1 m between 728N and 828N latitude.

Over the 44 day simulation period, vertical mixing was forced 15% of the time by weak wind (K5 profile)
and 7% of the time strong wind (K95 profile) conditions. Main results for this experiment are summarized in
Table 2. Salinity increase in the mixed layer was 0.1 g kg21 (very close to the observed value); 10% of this is
attributed to increase from brine release during freezing, calculated from the salinity source term. Because
we do not apply convective adjustment, but simply distribute the salinity source throughout the mixed lay-
er, the remaining 90% can be attributed to entrainment from beneath the mixed layer. Freezing conditions
(w0< 0) occurred 70% of the time. Over the freezing periods, w0 averaged to 21.2 (60.5) 1028 m s21, or
20.10 (60.05) cm d21. This can be compared to the total (ice and snow) thickness growth estimates from
transects on Floes 1 and 2 (Figure 8). The observed ice and snow thickness growth rate (not identical to w0)
is 3–4 times larger. This is not conclusive as the discrepancy can be accounted for, for example, by an

increase in snow thickness, but suggests
that the model produces growth rates of
the right order. Melting conditions
occurred in response to strong entrain-
ment events during strong wind forcing,
in four abrupt episodes, two events during
storm M2, and between 15 and 16 Febru-
ary and 3 and 4 March. Averaged over
melting periods, w0 was 0.3 (60.2) cm
d21. Salinity increase in the mixed layer
due to entrainment from below during
these episodes accounted for 70% of the
total increase (Table 2).

As a consequence of the diffuse mixed-
layer base, the lower part of the mixed
layer shows a signature of elevated
entrainment of heat and salt compared to

Figure 7. Same as Figure 6 but for set 1 (blue) and 5 (red). Time separation is approximately 44 days.

Table 2. Overview of Results From the 44 Day Runa

Total
Freezing
Periods

Melting
Periods

Duration (day) 44 70% 30%
w0 (cm d21) 20.1 0.3
DH (8C) 40% 60%
0–25 m 0.005
0-zML 0.090
DSA (g kg21) 30%b 70%
0–25 m 0.092
0-zML 0.100

aTotal increase in the Conservative Temperature and Absolute Salinity
relative to the initial profile, averaged over the upper 25 m or over the
mixed-layer depth, zML, over the total duration are listed together with
corresponding percent increase over the freezing and melting periods
only. The percent of time with freezing and melting conditions, and the
corresponding average basal melt rates, w0, are also given.

bOf the 30%, 10% is due to brine release (from the source term) and
90% from entrainment because of vertical mixing.
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the observations. Averaged over the mixed layer, temperature increase is 0.098C, much larger than the
observed 0.0028C, primarily due to the increase in the lower part of the mixed layer. When averaged only in
the uppermost 25 m, the temperature increase is 0.0058C, much closer to the observations. The correspond-
ing figure for salinity is 0.092 g kg21, in excellent agreement with observations (0.094 g kg21), and only
slightly lower than the full mixed-layer depth average of 0.1 g kg21 from the model. This suggests that the
effect of diffuse mixed-layer base does not influence salinity as much as it does temperature, which is prob-
ably explained by the under-ice boundary layer temperature kept at freezing point. This constraint main-
tains a large mixed layer to pycnocline temperature difference. On the other hand, the relatively saline
pycnocline water is entrained and redistributed into the mixed layer, reducing the mixed layer to pycno-
cline salinity difference relative to the initial state, leading to a thinner diffuse salinity layer.

6. Sensitivity

The calculations using the simplified model are based on choices of several parameters that deserve a sensi-
tivity analysis. The aim of the additional calculations presented here with altered values of selected parame-
ters is not to assess the upper ocean response to perturbations (such as freshening, increased forcing, etc.),
but to identify how sensitive our results and findings are to a large (factor of 2–10) change on the choices
made. The parameters can be grouped in relation to ice-ocean interface and thermodynamics (ice tempera-
ture gradient, heat exchange coefficient, and double diffusion strength), forcing (wind and vertical diffusivi-
ty), and fractions relating to leads and openings. Wind speed does not come directly into the analysis, but is
used as a proxy for the vertical diffusivity chosen to be dependent on the wind speed. We therefore present
detailed cases of sensitivity to vertical diffusivity.

The double diffusion strength imposed by R does not lead to notable changes in the mixed-layer tempera-
ture and salinity properties (Figure 9). The results however are sensitive to the heat exchange coefficient: a
reduction of aH by a factor of 2 leads to warmer temperatures by 0.0288C (averaged in the upper 50 m);
while this does not affect the salinity, doubling of aH leads to slightly higher (0.005 g kg21) salinity. Overall,
the choices of aH and R thus do not affect our results significantly.

Vertical diffusivity, on the other hand, changes the vertical structure significantly. We tested idealized pro-
files of K (time dependent, chosen using the same wind speed thresholds), multiplied by a factor of 5 and
by a factor of 0.2, for the entire water column, as well as a factor of 5 increase only in the mixed layer (5 3

K-ML in Figure 10). Additionally, we obtained solutions for time-constant K prescribed by the moderate K50

profile, independent of the wind speed. The results are summarized in Figure 10. Strong vertical mixing
leads to substantial deepening of the mixed layer and entrainment into the mixed layer, exceeding the

Figure 8. Total ice thickness (ice plus snow) growth rate estimates from electromagnetic induction sounding transects [R€osel et al., 2016]
on (a) Floe 1 and (b) Floe 2. Only subsets of floe data relevant to this study are used (e.g., Floe 1 excludes the part when drifting over
Atlantic Water and transects over first year ice). Data points are the median values of typically 1000 measurements obtained from one
transect. Error bars are standard errors assuming (arbitrarily) every 100th data point is independent. Linear least squares fits are shown
together with the slope. The open markers in Figure 8b are excluded from the fit because those surveys include various types of ice and
are not representative of the standard repeat transect.
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observed values by a large factor, particularly for salinity estimates (see Figure 10b, light green trace off
scale in the inset). Entrainment is less when only the mixed layer K is increased; however, the final profile is
still inconsistent with the observations. The constant K50 profile results in a shallower mixed layer compared
to the observations (or to the reference solution in black which captures the observations fairly well). The
sensitivity analysis implies that the time variable, wind-dependent K forcing is needed to faithfully capture
the evolution in the upper water column.

Finally, the sensitivity of the results to the prescribed temperature gradient in the lower part of ice, and to
the choices of fractions / and F, is examined (Figure 11). Compared to the role played by vertical diffusivity,
the effect of these parameters in the salinity profile is small, but slightly more important than the effect of
aH and R. When brine rejection is allowed in the entire surface area (F 5 1), the salinity in the mixed layer is

Figure 9. Sensitivity to parameters aH and R. Profiles of (a) Conservative Temperature and (b) Absolute Salinity are shown. Black line, not
included in the legend, is the reference solution shown in Figure 7. The legends are valid for all panels. The axis limits are the same for
Figures 9–11 but note that the limit of the salinity inset is different than in Figure 7.

Figure 10. Same as Figure 9 but for sensitivity to vertical diffusivity. Solutions are obtained for 5 and 1/5 times the reference K profile,
which is time variable and dependent on the wind speed, and for the reference K profile increased by a factor of 5 in the mixed layer only
(53K-ML). Additionally the solution is presented for a constant diffusivity profile equal to K50.
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0.005 g kg21 larger. Doubling of the ice temperature gradient leads to even higher salinities (Figure 11,
increase of 0.007 g kg21 from the reference case). Of the parameters related to thermodynamics, double
diffusion and area fractions, the fraction / controls the mixed-layer temperatures. This is induced through
control on the heat source term. When all of the heat available is allowed to melt sea ice (/ 5 1), tempera-
ture in the mixed layer is warmer by more than 0.18C.

7. Discussion

Three essential features evolve from set 1 to 5: Salinity in the mixed layer increases, the mixed layer deep-
ens, and the upper halocline freshens (Figure 7). Set 5 was located further away from the Yermak Plateau
and from the influence of AW, compared to set 1. We therefore expect set 5 to be affected by certain trends:
First, AW is expected to lie deeper at set 5, and second, winter mixed layers become increasingly deeper as
one moves away from the immediate margins of the Eurasian Basin [Meyer et al., 2017]. However, the
increased influence of less saline Arctic water masses away from the basin margins would imply a relatively
fresh mixed layer; the opposite is clearly the case, and this feature can thus not be explained as a conse-
quence of spatial variation.

Our 1-D modeling captures all of these three features. We are thus confident that the majority of the
change from set 1 to 5 is temporal. The rather small dependence of the model results on ice-ocean interac-
tion related parameters further indicates that the bulk of the time evolution stems from diapycnal mixing in
the water column. In fact, brine rejection from freezing ice accounts for only 10% of the mixed-layer salinity
increase. The entrainment into the mixed layer is dominated by winter storms (>15 m/s; see Figure 2) rather
than by buoyancy fluxes at the ice-ocean interface. A similar observation was made in the cold wake of a
hurricane where most of the sea surface temperature change was due to entrainment by vertical mixing
rather than air-sea heat fluxes [D’Asaro et al., 2007].

The simple model applied here can be compared to more physically and dynamically based (e.g., on gradi-
ent Richardson number based mixing) models such as the Price-Weller-Pinkel [Price et al., 1986] model with
superimposed thermodynamics sea ice layer applied to summer and winter cases in the central Canada
Basin [Toole et al., 2010], or the local turbulence closure scheme of McPhee [1999]. The ability of the simple
one-dimensional model to describe the observed evolution of the upper water column supports the
hypothesis that in Arctic basins away from the ice edge, warm boundary currents and significant freshwater
input, vertical processes are primarily responsible for shaping the temperature and salinity distribution, rath-
er than lateral movement of water masses. Lateral mixed-layer restratification processes were observed to

Figure 11. Same as Figure 9 but for sensitivity to ice temperature gradient, fraction /, and the area fraction F.
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be active in the Canada Basin [Toole et al., 2010], e.g., due to eddies in the upper water column [Timmer-
mans et al., 2008], which cannot be captured by any of the one-dimensional models. Since observations
reported here were made in winter, freshwater from sea ice melt is not considered. In spring and summer,
however, freshwater increases stratification in the surface layer, which inhibits mixing. During melting con-
ditions, the influence of double diffusion increases, significantly reducing the ocean-to-ice heat flux [McPhee
et al., 1987; Sirevaag, 2009]. Our sensitivity results, however, do not show substantial changes in the mixed-
layer temperature and salinity for a wide range of R and a factor of 2 change of the heat exchange
coefficient.

In the Eurasian Basin, the perennial pycnocline is a bottleneck for the mixing of tracers between the mixed
layer and the underlying warm and nutrient-rich AW. Thus in the Atlantic sector of the Arctic Ocean, nutri-
ent fluxes are subject to similar dynamics as heat fluxes, and we can expect similar patterns for the vertical
nutrient flux and the heat flux. Our results give indications on how much halocline water was entrained
into the mixed layer between sets 1 and 5. As Randelhoff and Guthrie [2016] noted, in the Atlantic inflow
area to the Arctic ocean, nitrate concentration is mixed conservatively with density over the relevant depth
range; the same holds for nitrate concentration as a function of salinity. Regression of nitrate concentration
against Absolute Salinity determined from a CTD bottle cast on 26 January, the same day the microstructure
set 1 was sampled, shows excellent correlation (R2 5 0.99, SA range between 34.4 and 35.1, nitrate concen-
tration range between 4 and 15 mM, variance of residual is 0.2 mM2). Our results on entrainment of salinity
and heat are directly applicable to entrainment of nitrate without further consideration of possibly not colo-
cated pycnoclines and nutriclines as is the case, e.g., in the Canadian Basin. We can thus argue for a correla-
tion between the upward flux of nutrients and the mixed-layer salinity increase due to entrainment during
the same period.

The large mixed layer deepening from 60 to 100 m between set 1 and 5, and entrainment were dominated
by the few winter storms which lead to upper pycnocline dissipation rates far above the usually rather qui-
escent values observed in the Arctic Ocean [Fer, 2009, 2014]. Polyakov et al. [2013] estimate an annual aver-
age upward heat flux of 1 W m22 from the upper pycnocline in the central Eurasian Basin, and contrast this
with a January–April average of 3–4 W m22. This corroborates a substantial seasonal cycle in entrainment of
Atlantic Water. Similarly, enhanced vertical mixing (from storms and convection) through fall and winter has
been shown to be a major driver in the seasonal replenishment of upper ocean heat and nutrient invento-
ries [Nishino et al., 2015; Randelhoff et al., 2015, 2016]. Randelhoff and Guthrie [2016] report back-of-the-
envelope calculations of convective entrainment of nitrate assuming that the wintertime brine rejection bal-
ances summertime sea ice melt. Our results indicate that wind-driven entrainment (as opposed to brine
rejection induced, convective entrainment) can in fact contribute significantly to the annual mixed-layer
density budget. For the N-ICE2015 study area, this has two implications. First, the convection driven entrain-
ment is presumably even smaller than that given by Randelhoff and Guthrie [2016]. Second, upper halocline
waters have to be renewed either through a convective-advective mechanism [Rudels et al., 1996] to
achieve an interannual steady state, or by upward diffusion of deeper halocline waters during summer
when surface meltwater restricts vertical mixing to above upper halocline waters [Randelhoff et al., 2017].

8. Concluding Remarks

A one-dimensional model is presented to describe the evolution of the hydrography in the upper 200 m in
the Atlantic sector of the Arctic Ocean, in the Nansen Basin north of Svalbard. The model is forced by ideal-
ized, time-dependent vertical diffusivity profiles inferred from microstructure measurements. Two pairs of
stations are examined, separated by 7 and 44 days in time, respectively, when the effects of advection and
lateral processes were negligible. The model reproduces the observed changes well for both sets. The deep-
ening of the pycnocline over 44 days is qualitatively captured by the model; however, the base of the mixed
layer is diffuse compared to the observed profiles. The changes observed in the two pairs of stations in the
Nansen Basin are dominated by vertical mixing processes. The sensitivity analysis implies that the time vari-
able, wind-dependent forcing is needed to faithfully capture the evolution in the upper water column.

For the studied period between 26 January and 11 March 2015, 10% of the salinity increase in the mixed layer
is attributed to increase from brine release during freezing which occurred 70% of the time, whereas the
remaining 90% can be attributed to entrainment from beneath the mixed layer. Melting conditions occurred
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in response to entrainment events during episodic strong wind forcing. Salinity increase in the mixed layer
during these episodes accounted for 70% of the total increase. We conclude that the increase in salinity as a
result of freezing is significantly less than that due to entrainment (approximately 10% versus 90%), and the
latter is affected by episodic wind events (70% versus 30%). The study is specific to the upper ocean hydrogra-
phy and vertical mixing processes north of Svalbard, and general conclusions cannot be drawn; nevertheless,
the findings have implications for wintertime entrainment of temperature, salinity, and biogeochemical trac-
ers from deeper water, and are relevant in the broader context of large-scale circulation and tracer studies.
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