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Abstract

The loss of Arctic sea ice is one of the most prominent and best quantified indicators of
ongoing global climate change. Satellite passive microwave observations since 1979 indi-
cate significant negative sea ice extent trends in all months, accompanied by pronounced
interannual variability. The recent changes in the Arctic sea ice cover have profound
environmental, societal, and ecological impacts, and have led to an increased demand
for reliable sea ice predictions. This thesis considers observed regional, seasonal, and
predictable Arctic sea ice variability and trends, and particularly assesses the impact of
Atlantic water on the recent winter sea ice area variability and loss.

Updated through 2016, the recent Arctic sea ice extent decline is most pronounced
in summer along the Russian and North American shelves. Winter trends are currently
smaller and generally further south. The largest winter sea ice extent loss has occurred
in the Atlantic sector, particularly in the Barents Sea and Nansen Basin, where the sea
ice extent is currently less than half of the pre-satellite mean (1850–1978). The recent
winter sea ice extent trend and interannual variability in the Arctic Ocean, carried by the
Barents Sea and Nansen Basin, largely depend on variations in the advection of Atlantic
heat. Based on recent winter observations, it is shown that the warm Atlantic water in
the Nansen Basin typically melts sea ice advected from the Arctic Ocean. In contrast,
most sea ice forms locally in the Barents Sea and the inflow of Atlantic water mainly
inhibits sea ice freezing there.

Rooted in observations, the thesis presents and evaluates prognostic frameworks to
predict winter sea ice variability in the Barents Sea and Nansen Basin. It is shown that
the Barents Sea ice area may be skillfully predicted, both qualitatively and quantitatively,
up to two years in advance based on observed ocean heat transport and regional sea ice
area. By using observed hydrography upstream, the Nansen Basin sea ice area appears
skillfully predictable up to three years in advance. Anomalously strong meridional winds
also impact interannual sea ice variability, and partly explain model imperfection.

The recent loss of Arctic sea ice is unprecedented in all seasons considering the avail-
able historical record since 1850. Both climate models and extrapolation of present
trends project the Arctic sea ice extent loss to continue toward 2100. In particular, the
Barents Sea is expected to be ice-free year-round by the end of the century. If the cur-
rent sea ice extent trends persist, the Arctic Ocean will become ice-free in summer, and
trends gradually have to increase toward the winter season and in regions presently fully
ice covered in winter. In summary, this thesis demonstrates that the recent observed
Arctic winter sea ice extent variability and trends mainly reflect variations in the At-
lantic inflow to the Arctic, and can skillfully be predicted one to three years in advance.
More generally, the thesis documents from observations how the ongoing pan-Arctic shift
toward a seasonal sea ice cover is increasingly concerned with wintertime change.





Contents

Acknowledgements i

Abstract iii

1 Outline 1

2 Scientific background 2
2.1 Recent change in Arctic sea ice . . . . . . . . . . . . . . . . . . . . . . . 2

2.1.1 Contributors to sea ice variability and change . . . . . . . . . . . 4
2.1.2 Recent change in a longer perspective . . . . . . . . . . . . . . . . 5

2.2 Atlantic water inflows to the Arctic Ocean . . . . . . . . . . . . . . . . . 7
2.2.1 Fram Strait branch . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.2 Barents Sea branch . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2.3 Long-term variability . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.3 Predictions and projections . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.1 Sea ice predictions . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.2 Sea ice projections . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3 This study 13
3.1 Motivation and objectives . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.2 Data and methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3.2.1 Observations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.2.2 Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

4 Summary of papers 17
4.1 Paper I: Loss of sea ice during winter north of Svalbard . . . . . . . . . . 17
4.2 Paper II: Skillful prediction of Barents Sea ice cover . . . . . . . . . . . . 17
4.3 Paper III: Toward an ice-free Barents Sea . . . . . . . . . . . . . . . . . . 18
4.4 Paper IV: Sea ice variability and predictability in the Nansen Basin . . . 18
4.5 Paper V: Seasonal and regional manifestation of Arctic sea ice loss . . . . 19

5 Perspectives and outlook 20
5.1 Simulated sea ice extent trends . . . . . . . . . . . . . . . . . . . . . . . 22

References 25

Manuscripts 39





1. Outline

This thesis consists of an introductory part and five scientific papers. The introduction
gives a general scientific background including an overview of recent changes in the Arctic
sea ice cover, variations in the inflow of Atlantic water to the Arctic, and a brief review
of Arctic sea ice prediction models (Section 2). Motivation and objectives are provided
in Section 3 followed by data and methods. A brief summary of the papers is given in
Section 4, before perspectives and an outlook are presented in Section 5.

The manuscripts included in this thesis are:

• PAPER I: Loss of sea ice during winter north of Svalbard.
I.H. Onarheim, L.H. Smedsrud, R.B. Ingvaldsen, and F. Nilsen.
Tellus A, 66, 23933, 2014.

• PAPER II: Skillful prediction of Barents Sea ice cover.
I.H. Onarheim, T. Eldevik, M. Årthun, R.B. Ingvaldsen, and L.H. Smedsrud.
Geophysical Research Letters, 42, 5364–5371, 2015.

• PAPER III: Toward an ice-free Barents Sea.
I.H. Onarheim and M. Årthun.
Geophysical Research Letters, 44, 8387–8395, 2017.

• PAPER IV: Sea ice variability and predictability in the Nansen Basin.
I.H. Onarheim, T. Eldevik, L.H. Smedsrud, and M. Steele.
Manuscript.

• PAPER V: Seasonal and regional manifestation of Arctic sea ice loss.
I.H. Onarheim, T. Eldevik, L.H. Smedsrud, and J.C. Stroeve.
In revision, Journal of Climate.



2. Scientific background

The increase in atmospheric CO2 concentrations since the industrial revolution has con-
tributed to increased air and ocean temperatures globally, and consequent changes in,
e.g., atmosphere and ocean circulation, sea level, ocean acidification, precipitation, and
storm activity [IPCC , 2013]. One of the most striking and best quantified changes is
the loss of Arctic sea ice [Figure 2.1; Comiso and Parkinson, 2004; ACIA, 2005], which
is considered as an early-warning sign of anthropogenic global warming [Holland and
Bitz , 2003; Comiso and Parkinson, 2004; Min et al., 2008]. Sea ice is a unique feature
of the polar oceans and plays an important role in the energy balance of the Earth. The
shrinking Arctic sea ice cover is not only an indicator of climate change, but also an ac-
tive player in the ongoing change [e.g., Perovich et al., 2008]. Increased understanding of
the Arctic sea ice decline, seasonally and regionally, and its interactions with the ocean
and atmosphere, is essential in order to understand and predict future change.

This chapter introduces recent observed changes in the Arctic sea ice cover focusing
on regional and seasonal variability, and addresses drivers of the sea ice loss, and long-
term variability since 1850 (Section 2.1). The main focus herein is on winter sea ice
variability and change in the Atlantic sector of the Arctic, i.e., the Atlantic-Arctic, and
the inflow of Atlantic water to the Arctic Ocean and its link to the Arctic sea ice cover
are thus described in Section 2.2. A brief overview of Arctic sea ice prediction and
projection models and related challenges are presented in Section 2.3.

2.1 Recent change in Arctic sea ice

Satellite observations of Arctic sea ice since the late 1970s demonstrate a rapid decrease
in Arctic sea ice extent (i.e., the cumulative area of all grid cells having at least 15% sea
ice concentration; Serreze et al. [2007]). Besides the reduction in sea ice coverage, the
sea ice is also thinning [Kwok and Rothrock , 2009], the volume is declining [Haine et al.,
2015], drift speeds and deformation rates are increasing [Rampal et al., 2009; Spreen
et al., 2011], the amount of multiyear ice is decreasing [Comiso, 2002; Maslanik et al.,
2007; Nghiem et al., 2007], and the melt season is extending [Stroeve et al., 2014a]. The
Arctic sea ice cover is thus changing from a thick stable ice pack to a thinner more fragile
sea ice cover that is more mobile and more prone to break up and melt.

The loss of Arctic sea ice is largest at the end of the summer melt season [Stroeve et al.,
2012a; Serreze and Stroeve, 2015] when the sea ice extent is at its minimum. Typically,
only the central parts of the Arctic Ocean are ice covered in summer (Figure 2.1), and
the ice edge is relatively zonal [Bitz et al., 2005]. The average monthly September sea
ice extent has decreased at a linear rate of 13.2% per decade over the satellite record
(1979–2017) relative to the 1981–2010 average [NSIDC , 2017a], but the reduction rate
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Figure 2.1: Observed Northern Hemisphere sea ice extent in March 2017 (a) and September
2017 (b). White indicates sea ice (more than 15% sea ice concentration), and pink contours
show the median sea ice edge (15% sea ice concentration), 1981–2010. Data are from the
National Snow and Ice Data Center [Cavalieri et al., 1996; Maslanik and Stroeve, 1999]).

has accelerated in recent years [e.g., Comiso et al., 2008; Stroeve et al., 2012a]. Record
low summer sea ice extents were reached in 2007 and 2012, and the 10 lowest September
sea ice extents have all occurred during the past 11 years. The September sea ice extent
in 2017 (Figure 2.1b) was the seventh lowest September extent on record.

Despite a general focus on the summer sea ice decline, the loss of Arctic sea ice is
not limited to summer [Meier et al., 2005]. Negative trends in sea ice extent are now
statistically significant in all months of the year, although generally less extensive in
winter [Serreze et al., 2007; Cavalieri and Parkinson, 2012]. The Arctic sea ice cover
reaches its maximum in March when the sea ice extends well into the northern Atlantic
and Pacific oceans (Figure 2.1a). The Arctic winter sea ice edge typically spans 25◦ of
latitude [Bitz et al., 2005], with the northernmost sea ice edge in the Barents Sea and
northwest of Svalbard (Figure 2.1a). The monthly March sea ice extent shows a linear
rate of decline of 2.7% per decade, 1979–2017, with the three most recent years being
the three lowest on record [NSIDC , 2017b]. The sea ice extent in March 2017 was the
lowest March extent in the satellite record, with particularly large ice-free areas in the
Barents Sea and Sea of Okhotsk.

The recent loss of Arctic summer sea ice extent is widespread throughout the Arctic
Ocean, particularly along the Russian and North American coasts [Figure 2.1b; Comiso
et al., 2008]. As a consequence, the Northwest Passage became completely ice-free for the
first time in 2007 [Cressey , 2007], and climate model projections indicate a prolongation
of the ice-free season of several months in both the Northwest Passage and Northern Sea
Route during the twenty-first century [Khon et al., 2010]. This could offer a faster and
cheaper shipping route between Atlantic and Pacific harbors [Hassol , 2004; Smith and
Stephenson, 2013].

The decreasing sea ice extent in winter is, in contrast, generally associated with larger
open water areas in the North Atlantic and North Pacific oceans, i.e., south of the Arctic
Ocean (Figure 2.1a). Despite an overall smaller sea ice decline in winter, regional winter
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trends can be extensive [Cavalieri and Parkinson, 2012]. The largest reduction in winter
ice extent has occurred in the Barents Sea due to reduced local sea ice formation [Årthun
et al., 2012]. The Bering Sea in the northern Pacific is the only region with increasing
winter sea ice extent since 1979 [Cavalieri and Parkinson, 2012].

The distinct regional and seasonal differences in Arctic sea ice extent trends reflect the
complex nature of the Arctic climate system. Regional variations are, however, masked
out in pan-Arctic sea ice studies. Detailed assessments concerned with regional sea ice
change in all seasons are essential in order better to understand, predict, and adapt to
future sea ice loss. The winter season has in particular received little attention, and
detailed examinations of past, present, and future winter sea ice variability and change
are lacking.

2.1.1 Contributors to sea ice variability and change

The Arctic sea ice cover is influenced by a wide range of dynamical and thermodynamical
factors, including atmospheric and oceanic temperatures, winds, waves, and ocean cur-
rents [e.g., Wadhams , 2000]. Sea ice typically freezes on the Arctic shelves in winter but
drifts across the Arctic Ocean in the transpolar drift stream and exits the Arctic Ocean
through Fram Strait [Kwok , 2009]. Sea ice also tends to converge in the anticyclonic
Beaufort Gyre. The sea ice circulation is largely driven by surface winds [Thorndike and
Colony , 1982], typically at 2% of the wind speed [Spreen et al., 2011]. Variations in sea
ice circulation influence the amount of sea ice export from the Arctic Ocean. Gudkovich
[1961a,b] describe a cyclonic and an anticyclonic sea ice regime, where the cyclonic cir-
culation regime is associated with larger sea ice and freshwater transport through Fram
Strait due to export of thick sea ice [Polyakov et al., 1999]. Large sea ice export from the
Arctic Ocean generally contributes to low September sea ice minima [Smedsrud et al.,
2017], and particularly in 2007 [Zhang et al., 2008].

The Arctic sea ice cover is also affected by variability and change in thermodynamical
forcing. The ocean and atmosphere carry heat from the tropics to the polar regions,
and both contribute importantly to the mass budget of Arctic sea ice [Maykut and
Untersteiner , 1971; Graversen et al., 2011]. The Atlantic water is the main oceanic heat
source for the Arctic Ocean [Aagaard and Greisman, 1975; Carmack et al., 2015], but is
generally separated from the sea ice cover by a cold and fresh surface layer (described
in more detail in Section 2.2). Still, the inflow of warm Atlantic water to the Arctic
influences the variability in Arctic summer sea ice extent on multidecadal time scales
[Zhang , 2015]. Pacific water entering the Arctic Ocean through the Bering Strait also
provides heat contributing importantly to Arctic sea ice melt [Shimada et al., 2006;
Woodgate et al., 2010].

The recent loss of Arctic sea ice has been attributed to a combination of anthropogenic
forcing and internal climate variability [e.g., Lindsay and Zhang , 2005; Kay et al., 2011;
IPCC , 2013]. By assessing climate model simulations anthropogenic forcing is found
to be the dominant factor and responsible for more than half of the observed trend in
summer [Kay et al., 2011; Stroeve et al., 2012b; Ding et al., 2017]. Based on observations,
Notz and Marotzke [2012] also infer that the Arctic sea ice retreat is externally driven,
and recently, Notz and Stroeve [2016] demonstrated that the ongoing Arctic sea ice
loss strongly follows the trend of increasing atmospheric CO2 concentrations. Internal
climate variability may, however, trigger abrupt reductions of the Arctic sea ice cover in
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the twenty-first century [Holland et al., 2006].

Arctic sea ice loss is affected by changes in radiative fluxes [Graversen et al., 2011;
Lindsay and Zhang , 2005], increased solar heating of the upper ocean [Perovich et al.,
2007; Steele et al., 2008], changes in cloud cover [Francis and Hunter , 2006; Kay et al.,
2008], shifts in the North Atlantic Oscillation [NAO; Lindsay and Zhang , 2005] and
Arctic Oscillation [AO; Rigor et al., 2002], changes in sea ice circulation [Comiso et al.,
2008; Ogi and Wallace, 2012; Smedsrud et al., 2017], and warming ocean conditions in
the Bering Strait [Woodgate et al., 2006], Fram Strait [Beszczynska-Möller et al., 2012],
Barents Sea [Årthun et al., 2012], and the eastern Eurasian Basin [Polyakov et al., 2017].
The Arctic winter sea ice growth has recently been very low due to anomalously high
air temperatures and low cumulative freezing degree days [Ricker et al., 2017]. Graham
et al. [2017] show that the number of winter warming events in the Arctic has increased
over the past few decades, and that the events appear to last longer. Storms transporting
warm and humid air masses contribute importantly to reduced sea ice freezing in winter
[Boisvert et al., 2016]. Thinner sea ice at the end of the winter season makes the ice
cover more vulnerable to melt in summer. Preconditioning by a thin sea ice cover was
found to contribute to the record low September sea ice extents in 2007 [Zhang et al.,
2008] and 2012 [Parkinson and Comiso, 2013].

The reduction of Arctic sea ice is enhanced by the ice-albedo feedback [Perovich et al.,
2008; Zhang et al., 2008]; when more sea ice melts in spring and summer, larger open
water areas are exposed to solar radiation, and the consequent increased absorption of
solar heating leads to enhanced sea ice melt. Steele and Dickinson [2016] show that the
ice cover has to retreat before the peak of atmospheric heat flux in order to achieve the
highest sea surface temperatures. Self-acceleration can, however, not explain the recent
observed sea ice decline [Notz and Marotzke, 2012]. Negative feedbacks, including the
fact that thin ice freezes more rapid than thick ice [Bitz and Roe, 2004], that open water
loses excess heat to the atmosphere rapidly in winter, and that ice forming late in the
season carries a thinner insulating snow cover [Notz , 2009], explain parts of the recovery
processes.

Understanding the recent loss of Arctic sea ice, regionally and seasonally, is of large
importance as the sea ice decline has been found to have both local and remote conse-
quences, including amplified Arctic surface warming [Serreze and Barry , 2011], changes
in atmospheric circulation patterns locally and probably remotely [Francis and Vavrus ,
2012; Jaiser et al., 2012; Screen, 2017], possible slow-down of the Atlantic Meridional
Overturning Circulation [AMOC; Sévellec et al., 2017], timing of onset of Greenland
surface melt [Stroeve et al., 2017], and changes in polar ecosystems [Post et al., 2013].
The expanding open water areas can also have profound effects on resource management
and maritime activity [Emmerson and Lahn, 2012], and provide potential for new trans-
Arctic shipping routes [Smith and Stephenson, 2013]. Detailed examinations of regional
Arctic sea ice variability and change are needed to enhance the prognostic capability of
future change and its potential drivers.

2.1.2 Recent change in a longer perspective

Historical observations are essential in order to put recent observed sea ice extent trends
into a broader context and to better understand internal climate variability. A new
monthly gridded data set of observed Arctic sea ice concentrations since 1850 [Walsh
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et al., 2015, hereafter referred to as the 1850 onward data set] shows that the recent
loss of Arctic sea ice is unprecedented since 1850 in both summer and winter [Figure
2.2; Walsh et al., 2017]. Prior to the recent sea ice loss, the ice cover was characterized
by large interannual variability and relatively little decadal to multidecadal variability
[Figure 2.2;Walsh et al., 2015, 2017]. By assessing observations from 1953 to 1984,Mysak
and Manak [1989], however, found interdecadal to decadal variability in the Arctic sea
ice cover. The time scale of variability varied regionally, and fluctuations in the western
Arctic had cycles of 4–6 years, whereas the Barents and Kara seas showed pronounced
decadal variability [Mysak and Manak , 1989], the latter consistent with Kvingedal [2005].
Moreover, sea ice oscillations with periods of 60–80 years are observed in the Nordic Seas,
and associated with variations in the subpolar North Atlantic [Divine and Dick , 2006].

Figure 2.2: Monthly Arctic sea ice extent anomalies from the 1850 onward data set, 1850–
2013. From Walsh et al. [2017].

Sea ice extent variations since 1850 are generally more pronounced in summer than in
winter [Figure 2.2; Walsh et al., 2015, 2017]. The summer sea ice cover decreased toward
the 1940s, increased to the 1970s, and has decreased since. This is consistent with
positive sea ice extent trends reported by Walsh and Johnson [1979] over the 1953–1977
period. Decreased summer Arctic sea ice extent in the 1930s–40s has also been reported
by Zakharov [1997], Polyakov et al. [2003], and Mahoney et al. [2008], and linked to
the early twentieth-century warming in the Arctic. Bengtsson et al. [2004] suggest that
the early warming was due to increased inflow of warm waters to the Barents Sea, with
correspondingly smaller sea ice extent and increased atmospheric temperatures. There
is, however, no clear signal of a reduced sea ice extent in the Barents Sea in the 1930s
and 1940s [Vinje, 2001; Mahoney et al., 2008], and most of the change is carried by the
Greenland Sea [Walsh et al., 2017] and Russian Arctic [Polyakov et al., 2003; Mahoney
et al., 2008]. The sea ice extent in the eastern Arctic thereafter increased, possibly due
to increasing anthropogenic aerosols [Gagné et al., 2017]. The 1850 onward data set is
described in more detail in Section 3.
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2.2 Atlantic water inflows to the Arctic Ocean

The Atlantic Ocean is the major carrier of ocean heat from the tropics to the polar
regions. Warm and saline Atlantic water originating in the North Atlantic flows poleward
in the Nordic Seas as a two-branch structure, the Norwegian Atlantic Current [NwAC;
Orvik and Niiler , 2002]. Near 70◦N the eastern barotropic branch [Orvik et al., 2001]
bifurcates; one branch continues northward along the western coast of Svalbard as the
West Spitsbergen Current, and one branch enters the Barents Sea as the North Cape
Current [Figure 2.3; Loeng et al., 1997], hereafter referred to as the Fram Strait branch
and Barents Sea branch, respectively. The Fram Strait branch converges with the western
NwAC branch near 77◦N [Walczowski et al., 2005]. Individually the Barents Sea branch
and the Fram Strait branch carry approximately 50 TW of heat to the Barents Sea and
eastern Fram Strait [Ingvaldsen et al., 2002; Schauer et al., 2008].

Figure 2.3: Schematic of Arctic Ocean circulation of Atlantic water (red), surface water
(blue), intermediate Pacific water (pink/blue). From Carmack et al. [2015].

After water mass modification in the Barents Sea and Fram Strait (described in more
detail below) the Fram Strait and Barents Sea branches partly rejoin in the northern
Kara Sea and continue cyclonically in a boundary current along the Arctic Basin, strongly
following the bathymetry [Figure 2.3; Nansen, 1902; Aagaard , 1989; Rudels et al., 1994].
The Atlantic water forms an intermediate layer of relatively warm water (warmer than
0◦C; Aagaard [1989]; Rudels et al. [1994]; McLaughlin et al. [2009]), typically separated
from the sea ice and the atmosphere by a fresh and cold surface layer with a cold halocline
at its base. Freshwater is supplied to the Arctic Ocean and its low salinity surface layer
by melting of sea ice, river discharge from Eurasian rivers [at increasing rates; Peterson
et al., 2002], inflow of Pacific waters, and net precipitation [Serreze et al., 2006; Haine
et al., 2015]. Several mechanisms are suggested to contribute to the formation of the cold
halocline, including advection of cold shelf waters and local winter convection [Rudels
et al., 1996; Steele and Boyd , 1998].
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Due to the cold halocline throughout most of the Arctic Ocean, the vertical heat
loss from the Atlantic water to the sea ice is typically small [Maykut and Untersteiner ,
1971; Krishfield and Perovich, 2005; Fer , 2009]. There are, however, large spatial and
temporal variations, and large heat losses can occur over rough topography [Rippeth
et al., 2015], in regions with strong currents or tidal forcing [Sirevaag and Fer , 2009],
and during storms [Meyer et al., 2017; Peterson et al., 2017]. The Atlantic water cools
and freshens substantially as it passes through the Arctic Ocean, and modified Atlantic
water eventually exits the Arctic Ocean through western Fram Strait [Figure 2.3; Aagaard
et al., 1985; Mauritzen, 1996; Meincke et al., 1997].

2.2.1 Fram Strait branch

The West Spitsbergen Current flows north in the deep Fram Strait and carries roughly
3 Sv (1 Sv = 106 m3s−1) of Atlantic water northward [Beszczynska-Möller et al., 2012].
Due to the complex bathymetry in Fram Strait, the current splits into at least three
branches north of 79◦N [Quadfasel et al., 1987]; the Svalbard Branch, following the
upper part of the slope north of Svalbard, the Yermak Branch, following the western
flank of the Yermak Plateau, and a third branch recirculating to the south in Fram
Strait [Perkin and Lewis , 1984; Aagaard et al., 1987; Schauer et al., 2004]. The Svalbard
branch continues eastward along the slope of the Eurasian continent and provides heat
and salt to the Arctic Ocean [Perkin and Lewis , 1984].

Sea ice from the Laptev, Kara, and Barents seas typically drifts into the region north
of Svalbard [Kwok et al., 2013; Itkin et al., 2017]. The poleward flowing Atlantic water
keeps the west coast of Svalbard ice-free [Kvingedal , 2005], but encounters the advected
sea ice north of Svalbard [Untersteiner , 1988]. In contrast to most of the Arctic Ocean,
the Atlantic water north of Svalbard is still close to the surface [Rudels et al., 1996].
The Atlantic water thus melts the opposing sea ice [Untersteiner , 1988], and the winter
sea ice extent north of Svalbard co-varies with observed Atlantic water temperatures
[Piechura and Walczowski , 2009]. The melting of sea ice results in the formation of an
upper mixed layer of cooled and freshened Atlantic water [Rudels et al., 1996]. Below
the mixed layer, the warm and saline Atlantic layer maintains most of it characteristics
and continues into the Arctic Ocean, where it gradually cools and freshens [Perkin and
Lewis , 1984; Saloranta and Haugan, 2004; Sirevaag and Fer , 2009].

2.2.2 Barents Sea branch

Atlantic water in the North Cape Current enters the Barents Sea between Norway and
Bjørnøya, known as the Barents Sea Opening. The inflow of roughly 2 Sv [Skagseth et al.,
2008] is strongly affected by the local wind field which induces changes in sea level pres-
sure and associated currents [Ingvaldsen et al., 2004a,b]. Within the shallow Barents Sea
(average depth of 230 m), the Atlantic water mainly follows a counterclockwise circula-
tion before exiting the Barents Sea through the strait between Novaya Zemlya and Frans
Josef Land [Figure 2.3; Loeng , 1991]. The Atlantic water experiences substantial cooling
en route [Midttun, 1985; Häkkinen and Cavalieri , 1989; Årthun and Schrum, 2010], and
the heat transport through the northern exit is consequently small [Gammelsrød et al.,
2009].

The Barents Sea is a transition zone between warm and saline Atlantic water to the
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south and colder and slightly fresher Arctic water to the north [e.g., Smedsrud et al.,
2013]. The region is practically ice-free in summer [Kvingedal , 2005], and most of the sea
ice forms locally in winter. Some sea ice is, however, advected to the Barents Sea from
the passage between Svalbard and Franz Josef Land [typically 5% of the Fram Strait area
export; Kwok , 2009]. The Atlantic heat entering the western Barents Sea determines
the amount of sea ice extent freezing in winter and strongly controls the extent of the
ice-free Atlantic domain [Årthun et al., 2012]. The Atlantic heat transport variability in
the Barents Sea Opening is dominated by variations in volume transport and leads the
sea ice variability by 1–2 years [Årthun et al., 2012], however, the sea ice extent correlates
well also with the Atlantic water temperature [Årthun et al., 2012; Schlichtholz , 2011].

2.2.3 Long-term variability

The temperature and salinity of the Atlantic inflows to the Arctic Ocean show pro-
nounced seasonal, interannual, and decadal to multidecadal variability [e.g., Figure 2.4;
Skagseth et al., 2008; Beszczynska-Möller et al., 2012; Zhang , 2015]. Particularly warm
inflow periods were observed in the late 1920s to 1950s and in recent decades. The
low-frequency temperature variability co-varies with the Atlantic Multidecadal Oscilla-
tion (AMO) index, i.e., the large-scale sea surface temperature variations in the Atlantic
[Figure 2.4; Skagseth et al., 2008]. Increased heat transport to the Barents Sea and Fram
Strait recently, is due to a combination of warmer waters and stronger currents [Schauer
et al., 2004; Årthun et al., 2012]. The warm and cold inflow periods are reflected within
the Arctic Ocean [Polyakov et al., 2004], and temperatures were unprecedented in the
2000s [Polyakov et al., 2012]. The recent warming in the Arctic Ocean is associated with
a salinification and shoaling of the Atlantic layer in the Eurasian Basin [Polyakov et al.,
2004, 2017]. Understanding the influence from variations in Atlantic heat on the Arctic
sea ice cover is accordingly important in order to predict future change.

The observed temperature variability in the Barents Sea and Fram Strait largely
results from the northward propagation of ocean heat anomalies from the eastern North
Atlantic into the Nordic Seas toward the Arctic Ocean [Holliday et al., 2008; Polyakov
et al., 2005]. Anomalies may also be generated within the Nordic Seas [Furevik , 2001].
Despite of cooling and freshening northwards, heat and salt anomalies can be traced
around the Nordic Seas [Årthun and Eldevik , 2016; Årthun et al., 2017] and further
into the Arctic Ocean along the boundary of the Eurasian Basin [Polyakov et al., 2005].
Anomalies traveling from the Svinøy section (northwestward from the Norwegian coast at
63◦N) to the Barents Sea Opening take about two years [Skagseth et al., 2008], whereas it
takes about three years to reach the present sea ice edge [Årthun et al., 2017]. Moreover, a
warm pulse of Atlantic water that entered the Arctic Ocean in the early 1990s reached the
Canada Basin in the 2000s [Polyakov et al., 2010]. Variations in the Atlantic inflow has
been linked to the dynamics of the North Atlantic subpolar gyre circulation [Hátún et al.,
2005]. The northward propagating nature of ocean heat and salt anomalies provides
potential for predicting ocean and sea ice conditions several years in advance [Yeager
et al., 2015; Årthun et al., 2017].
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Figure 2.4: Observed temperature in the Kola section, Barents Sea (upper), and the Atlantic
Multidecadal Oscillation index (AMO, lower). The AMO index is based on the sea surface
temperature in the region 0–60◦N, 7.5–75◦W. The time series are filtered using a two-way
14-year Hamming window. From Skagseth et al. [2008].

2.3 Predictions and projections

As larger areas of the Arctic Ocean become ice-free and accessible for longer time periods,
the interest in maritime activities and resource extraction [Emmerson and Lahn, 2012]
and the potential for new trans-Arctic shipping routes [Smith and Stephenson, 2013]
increase. There is an urgent need for skillful sea ice predictions, months to years in
advance, in order to accommodate increased human activities in the Arctic [Eicken,
2013]. Predictions and projections from a few years to centuries in advance are also of
considerable interest and relevance to society. For practical purposes there is a demand
for regional predictions in all seasons.

Sea ice predictability is generally provided by persistence or advection of sea ice
anomalies, or by interaction with the atmosphere and ocean [e.g., Guemas et al., 2016].
Providing skillful sea ice predictions is, however, challenging due to for instance sparsity
of observations and inadequate understanding and representation of physical processes.
The atmosphere is typically an important driver on short time scales, whereas the ocean
becomes more important on longer times scales [Griffies and Bryan, 1997; Yeager and
Robson, 2017]. The prediction focus in this thesis is on Atlantic-Arctic sea ice pre-
dictability provided by the ocean over time periods from years to decades. However,
we here also briefly introduce seasonal atmospheric prediction models. Initialized model
experiments are not considered herein.

2.3.1 Sea ice predictions

The chaotic nature of atmospheric circulation patterns makes sea ice predictions based
on the atmospheric state challenging, even a few months in advance [e.g., Holland
et al., 2011; Stroeve et al., 2014b; Guemas et al., 2016]. Seasonal Arctic sea ice
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predictions tend to be focused on the summer sea ice extent [e.g., Schröder et al.,
2014; Day et al., 2014; Kapsch et al., 2014]. Since 2008, the Sea Ice Outlook (SIO;
https://www.arcus.org/sipn/sea-ice-outlook) has collected sea ice predictions of the
September sea ice extent a few months in advance, from both numerical, heuristic, sta-
tistical, and mixed approaches. Stroeve et al. [2014b] show that seasonal predictions of
the September sea ice extent are most accurate in years where the extent is near the
long-term trend. Between 2008 and 2015, predictions from statistical and ice-ocean-
atmosphere models were slightly better, collectively, than the others predictions [Hamil-
ton and Stroeve, 2016]. Still, skillful September sea ice predictions appear challenging in
years where the weather plays a large role [Hamilton and Stroeve, 2016].

The ocean has compared to the atmosphere a large inertia and large heat capac-
ity, and is thus potentially a major source of climate predictability years to decades in
advance [Schlichtholz , 2011; Zhang , 2015; Yeager et al., 2015]. Already in 1909, Helland-
Hansen and Nansen [1909] suggested that temperature conditions in the Barents Sea
were predictable based on upstream hydrographic conditions. Later both Venegas and
Mysak [2000] and Vinje [2001] suggested that sea ice variations in the Barents Sea were
affected by the northward flowing waters in the Norwegian Sea. More recently, the poten-
tial for predicting the Barents Sea ice cover based on observed ocean heat was explored
in more detail [e.g., Schlichtholz , 2011; Årthun et al., 2012].

The observed poleward propagation of ocean heat anomalies from the subpolar North
Atlantic to the Arctic Ocean [e.g., Holliday et al., 2008; Årthun et al., 2017] has recently
been used to predict the Atlantic-Arctic winter sea ice extent up to a decade in advance.
Estimates from both observations [Årthun et al., 2017] and models [Yeager et al., 2015]
predict increased winter sea ice extent (pentadal to decadal tendencies) in the Atlantic-
Arctic during the next few years. The increase is expected due to colder waters flowing
northward. Although the observed Atlantic heat shows large potential for Arctic sea ice
predictability, the predictions are limited to the regions where the sea ice cover is directly
influenced by Atlantic water, i.e., typically in the Barents Sea and near Svalbard.

2.3.2 Sea ice projections

Coupled global climate models are the main tool used to project Arctic sea ice change
on timescales from decades to centuries. Through the fifth phase of the Climate Model
Intercomparison Project (CMIP5), a comprehensive suite of global climate model sim-
ulations has been coordinated, with more than 50 models contributing [Taylor et al.,
2012]. Projections for the twenty-first century are forced with prescribed emission forc-
ing scenarios, referred to as representative concentration pathways (RCPs), including a
high forcing scenario (RCP8.5) and a medium forcing scenario (RCP4.5), described in
Moss et al. [2010]. The external forcing plays a dominant role in the future evolution of
the Arctic sea ice cover [Notz and Marotzke, 2012].

On average the current climate models simulate a slower rate of sea ice retreat than
what has been observed since 1979 [Stroeve et al., 2007; Massonnet et al., 2012]. The
CMIP5 models do, however, simulate trends that are more consistent with observations
than the CMIP3 models [Stroeve et al., 2012b]. The negative trends in Arctic sea ice
extent are projected to continue in the foreseeable future [e.g., Zhang and Walsh, 2006],
and according to the models ice-free summers (sea ice extent less than 106 km2) are
projected within the middle of this century [Notz and Stroeve, 2016]. The projections are,
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however, associated with large uncertainties as a combination of model biases [Stroeve
et al., 2012b], internal variability [Kay et al., 2011; Swart et al., 2015], and scenario
uncertainty [Liu et al., 2013]. The projection uncertainty cannot be reduced to less than
20 years due to large internal variability, and the uncertainty related to emission scenario
adds another five years of uncertainty [Jahn et al., 2016]. As the prediction uncertainty
remains large, understanding the processes influencing Arctic sea ice variability and
trends is of great importance for improving sea ice predictions and projections.



3. This study

This thesis assesses regional and seasonal Arctic sea ice variability and change in the past,
present, and future by combining observations, simulations, and conceptual models. The
work is particularly focused on the winter sea ice cover in the Barents Sea and Nansen
Basin, i.e., the inflow regions of Atlantic water to the Arctic Ocean.

3.1 Motivation and objectives

The recent loss of Arctic sea ice displays pronounced regional and seasonal variations
[Cavalieri and Parkinson, 2012], with currently largest changes occurring at the end of
the summer melt season [e.g., Serreze and Stroeve, 2015]. Most studies are concerned
with pan-Arctic sea ice changes limited to the summer season. Changes in winter sea
ice have received little attention due to its overall smaller trends, however, changes are
now pronounced also in winter. This thesis considers regional and seasonal aspects of the
recent Arctic sea ice loss, with a particular focus on winter change. In order to understand
the uniqueness of ongoing trends and put recent changes into a larger perspective, the
thesis also examines available historical observations of sea ice variability since 1850, and
it presents projections for the future.

The largest Arctic winter sea ice extent decline has occurred in the Atlantic-Arctic.
The main focus herein is thus on the Barents Sea and Nansen Basin; regions of large fi-
nancial importance for Norway. A tight link between Atlantic water and winter sea ice
in the Atlantic-Arctic has been demonstrated in previous studies [e.g., Helland-Hansen
and Nansen, 1909; Untersteiner , 1988; Schlichtholz , 2011; Årthun et al., 2012]. Skillful
sea ice predictions have, however, not yet been achieved. In order to improve the under-
standing of Atlantic-Arctic sea ice predictability, this thesis further examines the impact
of Atlantic water on the regional winter sea ice variability. The thesis aims to provide
skillful sea ice predictions, rooted in observations, of the Atlantic-Arctic winter sea ice
variability based on a physical-based understanding of the climate system.

The main questions that are addressed in this thesis can be summarized as:

• To what extent can winter sea ice variability and trends in the Barents Sea and
Nansen Basin be explained by and predicted from observed Atlantic water charac-
teristics upstream?

• What is the future fate of the Barents Sea ice cover?

• What characterizes regional and seasonal variations in the Arctic sea ice cover in
the past, present, and future?
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Results are mainly based on an assessment of observations of sea ice concentration
from remote sensing (Paper I–V), and on hydrography and current observations of At-
lantic water (Paper I, II, and IV). Simulations from a regional ice-ocean model (Paper
II) and global climate models (Paper III) are also utilized, and conceptual models are
developed in Paper II and IV.

3.2 Data and methods

Accurate, high resolution data over long time periods are required in order to understand
and predict the variability of the climate system. The Arctic is a remote region, and
the harsh environment makes observations challenging, particularly in winter. Assessing
a combination of observations and models are thus often advantageous in order to get
the most robust insights. However, they have both their strengths and weaknesses.
Observations measure the climate system directly, but are often strongly limited in time
and space. Models provide, in contrast, complete data sets in time and space, but are
limited by the models’ capabilities to realistically simulate the real world, and often by
their spatial resolution. This thesis mainly examines observations, but model output is
analyzed in Paper II to evaluate an analytical framework, and in Paper III to go beyond
the observational record.

3.2.1 Observations

The spatial and temporal coverage of Arctic sea ice observations was scarce before satel-
lite observations of sea ice began in October 1978. Since 1978 satellite passive microwave
imagery has monitored the Arctic sea ice cover, providing (near) daily gridded data sets
of sea ice concentration for the Arctic and Antarctic at approximately 25-km resolution
[e.g., Cavalieri et al., 1996]. The sensors monitor passive microwave emissions emitted
from the Earth’s surface which can pass through clouds and are not affected by the po-
lar night. Sea ice concentration is then generated from the satellite observed brightness
temperature. A variety of different sea ice algorithms converting brightness tempera-
ture to sea ice concentration exists, e.g., the Goddard NASA Team, Goddard Bootstrap,
and Hadley HadISST algorithms. The algorithms provide slightly different estimates of
the sea ice concentrations, particularly in areas with new ice or in meltponded areas
in summer [Comiso et al., 2017]. The trends are, however, in good agreement between
the different estimates [Comiso et al., 2017]. Herein, we make use of the monthly God-
dard NASA Team product [Cavalieri et al., 1996], which is commonly used in studies
assessing Arctic sea ice variability and change.

Uncertainties in the sea ice concentration products are generally largest during sum-
mer when melt ponds are present, and in regions with thin sea ice or low sea ice con-
centration [e.g., Meier and Notz , 2010]. The accuracy of the sea ice concentration is
usually within ±5 % in winter, and ±20 % in summer [Cavalieri et al., 1992; Meier
and Notz , 2010]. Uncertainty also appears due to different sensors operating over differ-
ent time periods (the Nimbus-7 Scanning Multichannel Microwave Radiometer (SMMR),
the Defense Meteorological Satellite Program (DMSP) -F8, -F11 and -F13 Special Sensor
Microwave/Imagers (SSM/Is), and the DMSP-F17 Special Sensor Microwave Imager/-
Sounder (SSMIS)). Despite the uncertainties of the satellite products, the data record
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provides one of the most complete and reliable indicators of ongoing climate change.
We note that there is no similarly long observational record for sea ice thickness, and
observed sea ice concentration products are thus the focus herein.

A new observational based data set by Walsh et al. [2015] provides monthly North-
ern Hemisphere sea ice concentrations since 1850 on a 0.25◦ grid. The 1850 onward data
set consists of satellite passive microwave data since 1979, where the concentration es-
timates are calculated by combining the Bootstrap and NASA Team algorithms [Meier
et al., 2013]. Before the satellite era all available historical sources of sea ice observations
since 1850 are incorporated, including ship observations, compilations by naval oceanog-
raphers, whaling log books, and analysis by national ice services. The data set improves
on the previously published data set that begins in 1901 by Chapman and Walsh [1991];
it adds newly available observations, extends the record in time, and refines the method
used to merge data from different sources [Walsh et al., 2015]. See Walsh et al. [2015,
2017] for a more detailed description of the various data sources.

As the observational coverage of Arctic sea ice before 1979 is sparse, particularly in
winter, the gridded 1850 onward product is constructed from a limited number of obser-
vations by applying interpolation and analog mapping techniques. In some cases there
is no overlap between the different data sources, and over long time periods observations
are limited both spatially and temporally [Walsh et al., 2015]. Satellite observations typ-
ically underestimate summer sea ice concentrations compared to more manual methods
of sea ice observations [Partington et al., 2003], and some (lacking) variability may be an
artifact of few observations. Connolly et al. [2017] recently indicated that the decadal
to multidecadal variability in the 1850 onward data set is considerably underestimated.
They argue that the different data sources are not always directly comparable, and that
the tight relation between sea ice extent and surface air temperature over the satellite
era does not apply in the longer time period. The uncertainty in the 1850 onward data
set is not yet quantified [Walsh et al., 2015], and the 1850 onward data set thus has to
be used with caution, particularly in the early time period and in winter. We note, how-
ever, that the Atlantic-Arctic is one of the most well-observed areas as the region has
been visited for more than 500 years [van Linschoten, 1601], and sealing and hunting
started in the 1850s [Vinje, 2001].

The poleward flow of Atlantic water in the North Atlantic and Nordic Seas has been
monitored in several regularly sampled sections over many years to decades [e.g., Holliday
et al., 2009]. Herein, we assess observed Atlantic properties in the Barents Sea Open-
ing, and in sections westward from Sørkapp (the southern tip of Svalbard), Gimsøy (at
69◦N along the Norwegian coast), and Svinøy. Observations are provided by the Insti-
tute of Marine Research, Norway. Temperature and salinity observations in the Barents
Sea Opening are available since 1977, whereas volume transport has been measured
by current meter moorings since 1997. Temperature and salinity have been measured
at Sørkapp since 1977 through an annually repeated conductivity-temperature-depth
(CTD) section in fall. At Gimsøy and Svinøy CTD sections are conducted four to five
times per year since 1976, and current measurements are available at Svinøy since 1995.
The Sørkapp, Gimsøy, and Svinøy sections are herein not assisted by current observa-
tions. A more detailed description of the instrumentation is given in the manuscripts
and references therein.

Also included in the thesis are observations from the Norwegian Young Sea Ice Cruise
(N-ICE2015) north of Svalbard from January to June 2015 [Granskog et al., 2016]. The
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field campaign provides the most comprehensive data set of ocean, sea ice, snow, atmo-
sphere, and biochemical conditions in the Nansen Basin in winter and spring. Paper IV
and references therein provide an overview of the field campaign and instrumentation.

3.2.2 Models

Numerical models are the main tool to assist direct observations and improve the un-
derstanding of past, present, and future climate variability and change. The models are
numerical representations of the climate system where the simulations are computed by
solving mathematical formulations that describe the climate system. A broad range of
models exists; both regional and global models that are either fully coupled or partly
coupled. The global models provide geographically and physically consistent estimates,
but their spatial resolution is fairly coarse. Regional models have typically lower compu-
tational costs and can therefore have higher spatial resolution. The atmosphere, ocean,
and sea ice interact freely in fully coupled models, whereas for instance ice-ocean cou-
pled models are forced with prescribed atmospheric forcing [e.g., Schrum and Backhaus ,
1999]. Provided realistic forcing, the models can reproduce climate variables that are
sparsely observed.

Climate models are used to simulate past, present, and future climate. Pre-industrial
control simulations are typically run over long time periods with constant external forc-
ing, whereas historical simulations are run with observed prescribed external forcing,
and future projections are forced with different emission scenarios. The models are typ-
ically evaluated against available observations. Notz [2015], however, demonstrate that
a model that matches observations in the past and present does not necessarily provide
realistic projections of the future evolution.

As coupled global climate models (also known as coupled general circulation models
or Earth system models) are the key tool to assess and project the future evolution of
the Arctic sea ice cover [e.g., Notz and Stroeve, 2016], coordinated experiments have
recently been conducted to produce climate projections from several climate models
[Meehl et al., 2007]. Projections of the evolution of the climate system typically consider
different emission scenarios [Moss et al., 2010]. Large uncertainty also arises due to
large internal variability [Jahn et al., 2016] caused by the chaotic nature of the climate
system. Averaging together ensembles of simulations is thus commonly used to cancel
out internally generated fluctuations. The model spread provided by internal variability
is, however, irreducible [Jahn et al., 2016].

Herein, output from a regional coupled ice-ocean model for the Barents Sea, 1948–
2007, is assessed in Paper II. In Paper III output from commonly used models from the
CMIP5 ensemble are examined. Both pre-industrial control simulations (500–1800-year
simulations), historical simulations (1850–2005), and future simulations run with RCP8.5
(2006–2100) and RCP4.5 forcing (2006–2080) are utilized. A more detailed description
of the models is given in Paper II and III and references therein.



4. Summary of papers

4.1 Paper I: Loss of sea ice during winter north of

Svalbard

Paper I examines satellite observed sea ice changes in the area north of Svalbard. The
regional sea ice decline is statistically significant in all months, but largest in winter. The
large winter change in the Nansen Basin is in contrast to the remaining Arctic Ocean
which undergoes largest change in summer, with the Barents Sea as the only exception.
Paper I shows that regionally, trends in the Arctic Ocean sea ice cover are substantial
also in winter.

The recent winter sea ice loss north of Svalbard is most pronounced above the core
of the warm Atlantic water. By assessing observations and reanalysis, and utilizing heat
budget estimates it is argued that the recent loss of winter sea ice north of Svalbard is
due to a warming of the inflowing Atlantic water. The sea ice loss leads to larger open
water areas which allow for increased heat loss to the atmosphere, and thereby increased
atmospheric temperatures. The Atlantic water thus exerts a dominant influence on the
recent Arctic winter sea ice decline.

The analysis considers changes in sea ice concentration and area, but corresponding
changes in sea ice thickness are not assessed. A thinner and more mobile sea ice cover
drifting into the region north of Svalbard may, however, also contribute to the observed
change. Moreover, it is not known to what degree the volume transport and north-
ward water mass transformation of the Atlantic water have varied. For a more detailed
assessment of the recent sea ice loss north of Svalbard, observations of e.g., sea ice thick-
ness, sea ice drift speed, mixed layer characteristics, and current velocity, or the use of
a numerical or conceptual model would be helpful.

4.2 Paper II: Skillful prediction of Barents Sea ice

cover

The Barents Sea ice cover contributes importantly to the recent observed winter sea ice
variability and trend in the Arctic Ocean. Paper II assesses the predictability of the
annual mean Barents Sea ice cover, which variability is carried by the winter. The sea
ice cover in the Barents Sea largely reflects the inflow of warm Atlantic water through the
Barents Sea Opening. Rooted in observations and based on first principles a predictive
framework of interannual Barents Sea ice variability is presented. The framework states
that the Barents Sea ice area is predictable up to two years in advance based on its past
observed sea ice area and heat transport.



18 Summary of papers

The proposed framework is evaluated against observed sea ice area and heat transport
since 1997, and by a 60-year simulation from a regional ice-ocean model. The predictions
explain approximately 50% of the observed sea ice variance one year in advance, and
beat both persistence and linear trend predictions. The framework is thus found to be
skillful. Variability that is not accounted for by the framework can largely be explained
by regional simultaneous meridional winds. Winds are, however, not predictable a year
in advance, and cannot be accounted for by the proposed framework. The proposed
framework is, to the authors’ knowledge, the first physical-based prediction model that
skillfully predicts the Barents Sea ice cover.

4.3 Paper III: Toward an ice-free Barents Sea

Paper III provides the first detailed examination of the past, present, and future winter
sea ice extent in the Barents Sea. The current sea ice extent and trends in the Barents
Sea are unprecedented in the available historical record since 1850, and the most recent
30-year trend is an uncommon feature in long climate model control simulations (3800
years in total). The present record low winter Barents Sea ice cover thus appears as an
extreme event in a longer perspective.

Future projections with a strong climate forcing scenario indicate that the Barents
Sea ice cover will continue to decrease toward 2100. According to a large ensemble
simulation, the Barents Sea reaches ice-free conditions for the first time between 2061
and 2088, and remains ice-free throughout the year by the end of the twenty-first century.
The prediction uncertainty of 28 years is due to large internal variability. The sea
ice cover also demonstrates pronounced interannual to decadal variability toward 2100,
which may reflect variations in the Atlantic inflow.

4.4 Paper IV: Sea ice variability and predictability

in the Nansen Basin

Inspired by Paper I, Paper IV is concerned with the recent observed winter sea ice
variability and water mass transformation in the Nansen Basin. Based on observations
from multiple drifting ice camps in the Nansen Basin in winter and spring 2015, it is found
that the upper Atlantic water cools and freshens due to melting of sea ice and heat loss
to the atmosphere as it encounters the sea ice edge north of Svalbard. It is herein, for the
first time, shown that the transformed Atlantic water forms a barotropic homogeneous
low salinity surface layer that flows in tandem with the warm Atlantic water below.
The competition between the inflowing Atlantic water and sea ice advection determines
variations in the regional winter sea ice cover.

Rooted in observations, a conceptual model founded on heat and salt conservation
is developed. Despite of scarce observations the framework is found to capture both the
climatological balance and the interannual winter sea ice variability in the Nansen Basin.
Moreover, the proposed framework provides skillful sea ice predictions up to three years
in advance based on observed Atlantic water characteristics along the Norwegian coast.
Other variables associated with the melting of sea ice including the characteristics of
the advected sea ice cover, also influence the interannual sea ice variability. Still, the
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northward propagation of ocean heat and salt anomalies appears as skillful predictors
for the Nansen Basin winter sea ice cover, highlighting a strong influence from Atlantic
water on interannual and long-term Nansen Basin winter sea ice variability.

4.5 Paper V: Seasonal and regional manifestation of

Arctic sea ice loss

Paper V examines regional and seasonal Northern Hemisphere sea ice extent variability
and change in the past, present, and future. Based on satellite observations, the recent
Northern Hemisphere sea ice extent is characterized by pronounced seasonal and regional
variations; summer variability and change dominate in the perennially ice covered seas,
whereas winter variability and change are most pronounced generally further south.
Based on the distinct differences regionally and seasonally, Paper V classifies regions into
three groups of sea ice variability and trends: summer, winter, and transition modes.
The summer (winter) mode regions experience largest sea ice variability and change in
summer (winter), whereas regions with sea ice variability and change in both summer
and winter are in transition mode.

According to available observations since 1850, the distinct summer and winter mode
regions have generally been consistent over the past 160 years. As a consequence of the
ongoing sea ice loss in all seasons, however, the current summer mode regions are trans-
forming to transition mode. The current winter mode regions gradually lose their winter
sea ice, and are going toward ice-free conditions year-round. If the current Northern
Hemisphere sea ice loss persists, trends will have to increase toward the winter season
also in the current summer mode regions. Paper V thus indicates that in a warming
climate, the Northern Hemisphere winter sea ice cover will become gradually more im-
portant as the summer sea ice cover disappears.



5. Perspectives and outlook

Based on available observations, this thesis documents substantial regional and seasonal
variations in the Arctic sea ice cover. Arctic winter sea ice extent variability, predictabil-
ity, and trends, carried mainly by the Barents Sea and Nansen Basin, are the main focus
herein (Figure 5.1). These regions experience, in contrast to other parts of the Arctic
Ocean, largest sea ice decline in winter. A tight link between the Atlantic-Arctic sea
ice cover and the poleward flowing warm Atlantic water has previously been established
[e.g., Helland-Hansen and Nansen, 1909; Schlichtholz , 2011; Smedsrud et al., 2013]. For
the Barents Sea specifically, Årthun et al. [2012] demonstrate that the recent winter sea
ice loss is due to increased Atlantic heat transport through the Barents Sea Opening.
Here, we examine the Atlantic water branch that enters the Arctic Ocean through Fram
Strait, and show based on observations that the recent loss of winter sea ice north of
Svalbard is also largely caused by the inflowing Atlantic water (Paper I). The Atlantic
water thus appears as a major contributor to the recent observed Arctic winter sea ice
decline.

The Atlantic water has also been anticipated to have predictive potential for the
Atlantic-Arctic [e.g., Helland-Hansen and Nansen, 1909; Schlichtholz , 2011], as upstream
temperature changes propagate northward along the Atlantic water pathway [e.g., Hol-
liday et al., 2008]. Models predicting the regional sea ice cover have, however, been
lacking. Based on an adequate understanding of air-ice-sea interaction in the Barents
Sea and Nansen Basin we assess the regional winter sea ice predictability. Rooted in ob-
servations and based on first principles we propose conceptual models to describe the
winter sea ice variability, and demonstrate for the first time that the winter sea ice area
in the Barents Sea (Paper II) and Nansen Basin (Paper IV) can be skillfully predicted
up to three years in advance based on observed Atlantic water characteristics upstream.
The thesis thus identifies the Atlantic water as a main predictor for Arctic winter sea
ice variability. Future observations of the Atlantic water inflow are essential in order to
accommodate the increased need for regional Arctic sea ice predictions [Eicken, 2013].
An adequate representation of the Atlantic inflow in climate models also appears impor-
tant in order for them to simulate the regional sea ice variability well. Li et al. [2017]
find that the CMIP5 models generally underestimate the Atlantic heat transport into
the Barents Sea and, hence, overestimate the sea ice extent.

The analytical frameworks presented in this thesis are concerned with regions domi-
nated by advection of warm Atlantic water. However, the Barents Sea is a shallow shelf
sea encompassed by landmasses, whereas the Nansen Basin is part of the deep Arctic
Ocean. As a consequence, the sea ice advection to the Barents Sea is small and most of
the sea ice forms locally in winter. In contrast, large amounts of sea ice are advected into
the region north of Svalbard [Kwok , 2009; Itkin et al., 2017]. Paper II thus assesses a re-
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Figure 5.1: Schematic summarizing the papers included in this thesis. Paper V assesses past,
present, and future sea ice variability and change in the Northern Hemisphere, regionally and
seasonally. Detailed assessments of winter sea ice variability and change in the Barents Sea and
Nansen Basin are provided in Paper II and III, and Paper I and IV, respectively. Red boxes
indicate that the papers examine Atlantic water observations.

gion where the Atlantic domain mostly governs the boundary of the area of open water,
whereas Paper IV is concerned with the competition between inflowing Atlantic water
and drifting sea ice. The two proposed frameworks thus consider two different situations,
where in Paper II warm water mainly inhibits freezing, whereas in Paper IV warm water
mainly melts approaching sea ice. The frameworks may be applicable to other regional
seas where warm water is advected near the surface and sea ice is present, for instance
near the Bering Strait where warm Pacific waters enter the Arctic Ocean and flow pole-
ward toward the ice edge [Woodgate et al., 2010]. The Bering Strait heat inflow is found
to be key in predicting the timing of retreat and advance of sea ice in the Chukchi Sea
[Serreze et al., 2016]. If the ongoing Atlantification of the Arctic Ocean [Polyakov et al.,
2017] persists into the future, the proposed frameworks may also become applicable to
larger parts of the Arctic shelves.

During the last decade predictions of Arctic sea ice have advanced rapidly. Besides
providing important information for end users concerned with management and indus-
try decisions, Atlantic-Arctic sea ice predictions are of particular interest as variations
in the sea ice cover potentially affect mid-latitude weather and climate [Inoue et al.,
2012; Liptak and Strong , 2014; Sorokina et al., 2016], and Arctic ecosystems and fish-
eries [Dalpadado et al., 2014]. Sea ice predictions presented in Paper IV toward 2020 are
in agreement with pentadal [Årthun et al., 2017] and decadal [Yeager et al., 2015] pre-
dictions of the Atlantic-Arctic winter sea ice cover, and with the observed and predicted
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cooling of the subpolar North Atlantic [Hermanson et al., 2014]. In order to ensure rel-
evant products for policymakers and industry, better collaboration between the sea ice
prediction community and end users is essential [Murphy , 1993]. More advanced metrics
including spatial distributions, sea ice thickness, and the duration of the sea ice cover
on different timescales should also be considered. We note that a major challenge with
prediction models is that the climate system is rapidly changing, and that formulations
that hold for the past and present may not hold for the future [Hamilton and Stroeve,
2016]. Statistical models based on regression or dynamical models with parametrization
may thus not be valid in a new Arctic. A thorough understanding of mechanisms and
the use of simple conceptual models thus appear essential.

The present Barents Sea climate system is relatively well understood and the tight
link between Atlantic water and sea ice is well established [e.g., Smedsrud et al., 2013].
Paper III provides, however, the first detailed assessment of past, present, and future
winter sea ice variability and change in the Barents Sea. The recent Barents Sea winter
ice extent and trends are unprecedented in the available historical record since 1850.
By assessing a large ensemble climate model simulation, it is found that the main part
of the recent Barents Sea ice loss is due to internal variability, in agreement with Li
et al. [2017]. The simulations, moreover, show that the Barents Sea may be ice-free by
the end of the century, but that internal variability leads to a large spread in models
projections of ice-free conditions. Substantial interannual to decadal variability is also
present toward 2100, possibly reflecting variations in the inflowing Atlantic water.

Paper I–IV suggest that detailed assessments regionally and seasonally are essential
in order to better understand recent and future Arctic sea ice extent variability and
change. Paper V provides a pan-Arctic perspective of observed regional and seasonal sea
ice extent changes since 1850, and demonstrates pronounced regional differences between
winter and summer. Although the current sea ice loss is largest in summer [e.g., Serreze
and Stroeve, 2015], Paper V emphasizes that the Arctic sea ice cover is becoming more
seasonal, and that changes will continue to increase in new regions and toward the winter
season in a warming climate. The present dominance of Atlantic-Arctic winter sea ice
variability and loss is thus expected to decrease in the future.

The recent Arctic sea ice extent variability is well documented in this thesis. Corre-
sponding changes in sea ice thickness are, however, not addressed in much detail. The
lack of observed Arctic sea ice thickness represents a large uncertainty in quantifying the
ongoing sea ice change. Based on submarine sonar measurements Rothrock et al. [1999]
calculate a reduction of approximately 40% in volume over the last few decades, and
simulations indicate significant negative trends in sea ice volume of 3–4% per decade
[Gregory et al., 2002; Hilmer and Lemke, 2000; Schweiger et al., 2011]. Detailed exam-
inations of Arctic sea ice volume are needed to assist the regional and seasonal sea ice
extent trends quantified herein. To further address the large seasonal and regional vari-
ations of the Arctic sea ice cover, detailed regional analysis similar to Paper III should
also be performed.

5.1 Simulated sea ice extent trends

This thesis has assessed the regional and seasonal Arctic sea ice extent evolution toward
2100 by extrapolating current regional trends into the future (Paper V). Climate models
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are, however, the key tool to assess the future evolution of the Arctic sea ice cover [Notz
and Stroeve, 2016]. An assessment of projected regional and seasonal sea ice extent
change by climate models could provide increased understanding of the future sea ice
evolution, and be compared to the estimated evolution in Paper V.

Stroeve et al. [2012b] show that the CMIP5 models as a group underestimate the
recent observed sea ice extent trends in all seasons (Figure 5.2a). The smaller simulated
trends indicate that the observed sea ice loss is a statistically rare event or that the
models are deficient in their response to anthropogenic forcing [Stroeve et al., 2007].

Based on 107 CMIP5 ensemble members (1979–2015; 1979–2005 are historical sim-
ulations, whereas 2005–2015 are forced with the RCP4.5 emission scenario), Figure 5.2
demonstrates a large spread in monthly CMIP5 sea ice extent trends. The CMIP5 en-
semble mean correctly simulates the seasonal cycle in the sea ice extent trends with larger
trends in summer than winter [Figure 5.2a; Stroeve et al., 2012b]. We find, however, that
the individual ensemble members are often not able to simulate the observed seasonal
cycle of the sea ice extent trends (Figure 5.2c–d). The seasonal cycle of simulated sea ice
extent trends fall within three groups: Ensemble members that correctly simulate the
seasonal cycle with large trends in summer and smaller trends in winter (Figure 5.2b),
members that have similar trends throughout the year with no distinct peaks (Figure
5.2c), and members that have largest trends in winter and smallest trends in summer
(Figure 5.2d). In total 29 out of the 107 ensemble members simulate larger trends in
March than September over the 1979–2015 period (not shown), strongly contrasting the
observed change.

Due to large internal variability it may not be surprising that the magnitude of the
observed sea ice extent trends is not correctly simulated. One may, however, expect that
the seasonal cycle of the simulated trends would match the observed. The fact that 27%
of the models have larger trends in March than September may be related to different
sea ice models. Stroeve et al. [2007] find that climate models with more sophisticated
sea ice models to a larger degree capture recent observed trends. A comparison of the
individual models’ sea ice extent and thickness could also provide increased insight into
the incorrect simulated seasonal cycle of sea ice extent trends. For instance, if the sea
ice cover extends too far into the North Atlantic or Pacific oceans in winter there is
potential for large winter sea ice extent trends. We note that the models examined in
Paper III have similar seasonal cycle to the observed (not shown), and were specifically
evaluated against the observed Barents Sea ice cover.

As the observed pan-Arctic seasonal cycle of sea ice extent trends, 1979–2015, is
incorrectly simulated by more than 1/4 of the CMIP5 models, an assessment of their
regional and seasonal evolution toward 2100 may not be reliable. At least, a more
thorough evaluation of the individual models’ performance would be beneficial before
the simulated change is compared to the estimates presented in Paper V. We note,
however, again that a model with a realistic representation of the present sea ice cover
does not imply a correct representation of the future evolution [Notz , 2015].

In order to skillfully project future seasonal and regional changes in the Arctic sea
ice cover, climate models need adequate representation of the most important physical
processes. Currently, prediction models based on process understanding, as presented
in Paper II and IV, appear essential in order to skillfully predict the future. This thesis
demonstrates that a realistic representation of the Atlantic inflow to the Atlantic-Arctic
is key in order to correctly simulate the Atlantic-Arctic winter sea ice variability. In
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Figure 5.2: Monthly Northern Hemisphere sea ice extent trends, 1979–2015, centered around
September in observations (red) and CMIP5 models (black). a) The CMIP5 ensemble mean
median (central horizontal line in black boxes), quartiles (edges of the boxes), 10 and 90
percentiles (whiskers), and trends that are more extreme than the 10 and 90 percentiles (dots)
are indicated. Thin red lines show the 95% confidence interval of the observed trends. b–d)
Observed (red) and simulated (black) monthly sea ice extent trends in three CMIP5 ensemble
members, representing members with larger summer than winter trends (b), similar trends in
all months (c), and largest trends in winter (d).

regions being less dominated by ocean forcing other predictors must be identified in
order to skillfully predict the future sea ice evolution.

By quantifying and characterizing observed regional and seasonal variations in the
Arctic sea ice cover, this thesis suggests that assessing a combination of observations,
simulations, and conceptual models is essential in order to understand the recent observed
sea ice change, predict the future evolution, and evaluate its consequences. The thesis
demonstrates that the recent observed Arctic winter sea ice variability and loss are
carried by the Atlantic-Arctic. Currently, the Atlantic water contributes importantly to
the Arctic winter sea ice decline (Paper I) and acts as a skillful predictor of winter sea ice
variability in the Barents Sea (Paper II) and Nansen Basin (IV). In a warming climate,
however, the Barents Sea may become ice-free year-round (III). As the Arctic becomes
ice-free in summer, sea ice variability and trends increase in new regions toward the
winter season, and sea ice variability and trends in winter become increasingly important
(Paper V).
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ABSTRACT

Sea ice loss in the Arctic Ocean has up to now been strongest during summer. In contrast, the sea ice

concentration north of Svalbard has experienced a larger decline during winter since 1979. The trend in winter ice

area loss is close to 10% per decade, and concurrent with a 0.38C per decade warming of the Atlantic Water

entering the Arctic Ocean in this region. Simultaneously, there has been a 28C per decade warming of winter

mean surface air temperature north of Svalbard, which is 20�45% higher than observations on the west coast.

Generally, the ice edge north of Svalbard has retreated towards the northeast, along the AtlanticWater pathway.

By making reasonable assumptions about the Atlantic Water volume and associated heat transport, we show

that the extra oceanic heat brought into the region is likely to have caused the sea ice loss. The reduced sea ice

cover leads to more oceanic heat transferred to the atmosphere, suggesting that part of the atmospheric warming

is driven by larger open water area. In contrast to significant trends in sea ice concentration, Atlantic Water

temperature and air temperature, there is no significant temporal trend in the local winds. Thus, winds have

not caused the long-term warming or sea ice loss. However, the dominant winds transport sea ice from the

Arctic Ocean into the region north of Svalbard, and the local wind has influence on the year-to-year variability

of the ice concentration, which correlates with surface air temperatures, ocean temperatures, as well as the

local wind.

Keywords: Sea ice, Atlantic Water, Svalbard, heat transport, air�ice�sea interactions

1. Introduction

Loss of Arctic sea ice remains one of the most visible

signs of present and future global warming. The ice loss

is now visible for all months and in all regions, but varies

substantially between regions and time of year. Within the

Arctic Ocean, the ice area decline has been largest during

summer (Comiso, 2012). Despite a small recovery during

summer 2013, the current September trend stands at

�13.7% per decade (NSIDC).

To understand the different forcings that contribute to

the loss of Arctic sea ice, it is important to study loss of sea

ice in different regions, because several factors likely have

contributed differently in each region. Sea ice responds to

changes in heating or cooling reaching the surface layer,

both from above and below. Heat is transported towards the

Arctic with the atmosphere and the ocean, and in general,

the Arctic air column is losing heat to space through

outgoing longwave radiation.

Here we focus on theWhaler’s Bay area north of Svalbard

(black box in Fig. 1), the area where the warmest Atlantic

Water (AW) inflow to the Arctic Ocean occurs. Aagaard

et al. (1987), Saloranta and Haugan (2004), and Cokelet

et al. (2008) estimated an ocean-to-air heat loss of 200�500
W/m2 in this region, and stated that mixing between AW

and colder ambient waters has provided sufficient oceanic

heat to keep Whaler’s Bay ice-free. Whaler’s Bay is a pro-

minent year-round polynya, and the AW heat may both

prevent ice freezing during winter and melt the ice cover

from below. Intense heat loss from the open ocean north of

Svalbard modifies some of the AW by transforming it into

Arctic intermediate water (Aagaard et al., 1987). How far

into the Arctic Ocean the AW loses heat to the air, and how

efficient the vertical mixing in this area is, are presently

under discussion.

In this study we discuss the sea ice variability north

of Svalbard and suggest possible drivers of the observed

local ice area loss since 1979. The results indicate the
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AW warming as the main driver of the ice loss and as an

important contributor to the atmospheric warming in the

region. A sketch of the main processes occurring as the

inflowing AW cools andmeets the ice, driven in the opposite

direction by winds, is shown in Fig. 2. In general, the winds

bring along atmospheric air masses, so a wind from the

north transports colder air towards Svalbard. Northerly

winds also advect more ice from the transpolar drift stream

into the region north of Svalbard. Presence of sea ice isolates

the colder air, and contributes to colder air temperatures.

Further, the wind could drive upwelling of AW along the

Svalbard coast (Lind and Ingvaldsen, 2012). However,

enhanced ice melt due to warmer AW creates a more stable

freshwater layer underneath the ice, reducing further ice

melt. According to Untersteiner (1988), the AW heat loss

is sufficient to melt the advancing ice, maintaining the mean

annual ice boundary at about 808N.

2. Data and methods

In this work, we focus on the AW inflow region, so the data-

sets are bounded to the south by 79.78N, to the north by

81.58N, and lie within the zonal band 10�278E (�60 000 km2)

(Fig. 1). The datasets cover the years 1979�2012. Winter

[December�March (DJFM)] and summer [June�September

(JJAS)] means are calculated to describe the variability.

Trends are estimated using linear least-squares regression,

while two-sided t-tests are used to find significant levels for

trends and correlations. Long-term trends in the datasets

can increase the correlation coefficients, and moreover

reduce the degrees of freedom. Quenouille (1952) defined

the effective number of observations as:

neff ¼
n

1þ 2ðr1r01 þ r2r
0
2 þ :::þ rnr

0
nÞ
; (1)

where n is the sample size, r1 and r01 are the lag-1 auto-

correlations of the two time series, r2 and r02 are the lag-2

autocorrelations, and so on. To account for trends, we

use the effective number of observations when estimating

significant levels.

2.1. Sea ice

Daily averaged sea ice concentrations (percentage of ocean

area covered by sea ice) are derived from passive microwave

remote sensing data, using the NASATeam algorithm, from

the Nimbus-7 Scanning Multichannel Microwave Radio-

meter (SMMR) and the Defense Meteorological Satellite

Program (DMSP) Special SensorMicrowave/Imager (SSM/

I), provided by the National Snow and Ice Data Center

(NSIDC). Cavalieri et al. (1996) and references therein de-

scribed the methods used to generate a consistent dataset

from brightness temperature from the sensors. The dataset,

with a resolution of 25 km�25 km, is spatially averaged

over the study region north of Svalbard.

2.2. Atmospheric data

Daily atmospheric data are obtained from ERA-Interim

reanalysis produced by the European Centre for Medium-

Range Weather Forecasts (ECMWF). See Dee et al. (2011)

and references therein for a detailed description of the

reanalysis. Data of air temperature at 2m height andwind at

10 m height are obtained at 12:00 UTC. The datasets have a

spatial resolution of 0.758�0.758 and are spatially averaged

over the region north of Svalbard. Moreover, surface latent

heat flux, surface sensible heat flux and surface net thermal

radiation in the study region north of Svalbard and in an

area west of Svalbard (5�158E, 76�808N) are reviewed.

2.3. AW temperature

AW temperature of the West Spitsbergen Current (WSC)

westward from Sørkapp (Fig. 1) has been measured

annually since 1977 by the Norwegian Institute of Marine

Research. The results are based on data from the upper

50�200 m of a hydrographic section observed in autumn

season (August�October). See Lind and Ingvaldsen (2012)

for a more detailed description of the dataset. Missing data

in 2003 and 2011 are linearly interpolated.
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Fig. 1. Mean ice concentration field from 1979 to 2012,

including the ice edge (15% ice concentration, solid black) and the

mean ice concentration in the study region (48%, dashed black).

The black box shows the study region north of Svalbard. The

position of the West Spitsbergen Current (WSC) temperature

measurements at Sørkapp is indicated in yellow, while the red

arrow indicates the pathway of the Svalbard Branch of the WSC.

The bathymetry is drawn as thin grey lines.
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The AW temperature observations at Sørkapp are about

500 km upstream of our study region north of Svalbard

(Fig. 1). Hence, the temperature observations are independent

of the sea ice cover, wind and air temperature variability

north of Svalbard. With a mean speed of 10 cm s�1, the

water at Sørkapp needs near two months to reach the study

region, delaying the influence from the AW. Saloranta and

Haugan (2001) showed coherent variations at 100�300 m

depth near 768N and 808N during the 1980s and 1990s.

For the analyses, AW temperature at Sørkapp in autumn is

related to ice concentration north of Svalbard the following

winter (i.e. AW temperature in autumn 1999 is compared

to the ice concentration mean from December 1999 through

March 2000). Hence ice concentration, wind and air

temperature are lagging AW temperature by a few months

for all analyses.

3. Results

The study region north of Svalbard (black box in Fig. 1)

has an annual mean ice concentration of 48% between

1979 and 2012. Ice is present in all months with mini-

mum ice concentration in September (Fig. 3). Largest ice

cover is generally reached in April. The mean ice con-

centration field around Svalbard indicates the ice edge

(15% ice concentration) near 808Nwest of Svalbard (Fig. 1).

During the last three decades, the sea ice concentration

has decreased north of Svalbard (Fig. 4), with record low

annual minimum in 2012 (not shown). All months experi-

ence an ice loss, with largest negative trends in December,

February and January, respectively (Fig. 3). The resulting

winter (DJFM) ice loss is 10% per decade. August and

September demonstrate the smallest reductions. The sum-

mer ice cover (JJAS) experiences an ice loss of 6% per decade

and increased interannual variability since 1995 (Fig. 4b).

The spatial winter ice loss north of Svalbard since the

1980s illustrates an ice retreat above the pathway of the AW

(Fig. 5). Lower ice concentrations are gradually moving

northeastward along Svalbard’s northern coast. In 2012, the

winter averaged 40% ice concentration contour line reaches

almost 82 8N east of our study region, reflecting the second

lowest winter ice minimum. Also the winter ice edge (15%

ice concentration) has gradually shifted northeastward,

retreating about 58 eastward and 0.58 northward since

1979 (not shown).

Time series of winter mean ice concentration, AW tem-

perature, air temperature, north�south wind and east�west
wind from 1979 to 2012 are shown in Fig. 6. Concurrent with

Q QTa˜ –15°C

Tw˜ 4°C Tw< 4°C

Wind

Upwelling

AW

Fig. 2. Schematic of air-ice-sea interactions north of Svalbard. Northerly winds transport sea ice from the Arctic Ocean (slightly

deflected to the right) and bring cold air masses, facilitating larger ice cover. Upwelling of warm Atlantic Water (AW, reddish) melts the

approaching sea ice, and a fresh, cold layer forms below the ice (bluish). Depending on the vertical mixing below the ice, the freshwater

layer reduces further ice melt. The large ocean-to-atmosphere heat flux, Q, is strongly reduced by the presence of sea ice. In winter, Q is the

sum of net longwave radiation, latent heat and sensible heat. Excess heat is lost to space through longwave radiation. Ta: air temperature,

and Tw: water temperature.

LOSS OF SEA ICE DURING WINTER NORTH OF SVALBARD 3



reduced ice concentrations, Fig. 6b indicates an overall AW

warming of 1.18C since 1979. Moreover, the winter mean

air temperature is rising by 6.98C during the last 34 yr

(Fig. 6c). These trends are significant on the 95% level. The

air temperature shows large interannual variability concur-

rent with the variations in ice concentration. Easterly�
northeasterly winds dominate north of Svalbard, however,

with strong year-to-year variations (Fig. 6d and e). Slightly

stronger northerly winds have apparently been simulated

since 1979; however, the trends in winds are too small to

be significant.

In order to find the main drivers of the winter sea ice

variability, multivariate regression analyses were performed

by analysing detrended and standardised AW temperature

and north�south wind. Air temperature was not used due

to the strong coupling between air temperature and ice con-

centration. Higher air temperatures cause less ice freezing,

while presence of ice cover has a strong impact on air

temperatures. Hence, we cannot differentiate between the

predictor and the responder. The ice concentration regression

based on AW temperature and north�south wind explains

32% of the variability in the satellite-derived ice concentra-

tion, suggesting that winter ice concentration variability

on annual time scales is partly driven by variations in AW

temperature and north�south wind. The east�west wind

component was also tested, but did not increase the overall

fit. EOF analyses of detrended and standardised values

indicate that 58% of the combined variability (EOF1) is

associated with high AW temperatures, high air tempera-

tures, wind from the south and low ice concentrations (not

shown).

4. Discussion

Concurrent with reduced ice concentrations in the area

north of Svalbard, the AW and atmosphere have warmed

over the last three decades. Despite the large air temperature

rise of 6.98C (Fig. 6c), the air temperature remains well

below freezing during winter. Thus, higher air temperatures

will have caused reduced ice freezing rather than enhanced

ice melt. With wind-driven ice transport from the Arctic

Ocean and strong direct interactions between AW and sea

ice north of Svalbard, the early winter sea ice concentration

can be described in terms of ocean temperature and north�
south wind (r�0.56). Combinations of warm AW, high air
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Fig. 3. Upper: Monthly averaged satellite-observed sea ice

concentration (red line, September to September) including the

standard deviation (grey region). The dashed line shows the annual

mean ice concentration. Lower: The total 1979�2012 ice concen-

tration reduction for each month is shown as black dots, with error
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Fig. 4. Satellite-derived sea ice concentration anomalies north

of Svalbard, 1979�2012. Dark blue is winter (a) and summer

(b) means; and red shows the 3 yr running mean. The zero line

represents the winter (56%) and summer (40%) 1979�2012
average. Linear trends are shown in light blue, and the shaded

areas indicate the 95% confidence interval for the trend estimates.
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temperatures and wind from the south are associated

with reduced ice concentration north of Svalbard. The

opposite is also true, cold AW and air temperatures,

and stronger winds from the north, tend to increase the

ice concentration. Onwards we discuss the influence of AW

temperature, air temperature and wind on the reduced ice

cover north of Svalbard, with the aim to explain the changes

that have occurred.

Detrended winter ice concentration correlates signifi-

cantly with north�south wind and air temperature (Table 1),

suggesting large atmospheric influence on interannual

variations in ice concentration. Northerly winds increase

the ice concentration directly by transporting ice from the

Arctic Ocean towards Svalbard, and indirectly by bringing

colder air masses, enhancing ice freezing. Table 1 also shows

significant correlation between detrended north�south wind

and air temperature (r�0.51), suggesting that atmospheric

circulation affects variations in winter air temperature on an

interannual basis.

When it comes to the atmospheric trends, there is no

statistically significant trend in the winds. Thus the signifi-

cant negative trend in ice concentration since 1979 cannot

be driven by the winds. The strong air temperature rise of

6.98C over the 34-yr study period corresponds to a linear

temperature trend of 28C per decade. This trend is 20�45%
larger than the trends observed for almost the same time

span (1975�2011) at comparable sites further south [Ny-

Ålesund 1.368C per decade, and Svalbard Airport 1.668C
per decade (Førland et al., 2011)]. Because surface air

temperature is closely coupled to the ice cover, we proceed

to the other possible driver of the changes in ice concentra-

tion, the AW.

Increased heat transport by the WSC to our region

increases the reservoir of heat below the sea ice, and given

that vertical mixing is not a limiting factor, the ice cover

experiences enhanced bottom melt and reduced ice forma-

tion. Increased AW heat transport in recent years with

both warmer water and stronger flow, was discussed by

Beszczynska-Möller et al. (2012), Piechura and Walczowski

(2009) and Polyakov et al. (2012a). Model studies of the

AW heat transport and bottom melting in the Arctic Ocean

suggest that periods of increased heat transport lead to

enhanced bottom melting (Alexeev et al., 2013; Sandø et al.,

2014). Here, we only consider AW temperature, because

there is no available current meter record before the 1990s.

AW temperature and ice concentration correlate with

r��0.20 when the trends are removed. However, if

the trends are maintained, the correlation increases to

r��0.41 (Table 1). This may imply slow oscillations in

AW temperature that last longer than the 34-yr long time

series, or just a general linear warming. Such long-term

oscillations in AW transport are documented in the Barents

Sea where time series longer than 100 yr are available

(Smedsrud et al., 2013). How much of an impact could a

�18C ocean warming have on the sea ice cover and the

82°N

80°N

78°N
0°

10°E 20°E 30°E
40°E

Fig. 5. Contour lines of the 40% winter (DJFM) ice concen-

tration north of Svalbard during the 1980s (dark blue), 1990s

(light blue), and 2000s (green). The most recent winters are also

included with dashed lines (2010: yellow, 2011: purple, and 2012:

red). In addition, February 2012 is shown in grey (dashed) to

indicate a period with especially low ice concentrations, and ice-

free areas extending towards Franz Josef Land. The black box

indicates the study region.
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(positive from the west) (e), 1979�2012. Note that the ice

concentration (a) is inverted. Statistical significant linear trends
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atmosphere above? To answer that question we estimate

some related heat budgets, and find that although AW

temperature may not have a strong impact on interannual

variations in ice concentration, the AWwarming could drive

the ice loss as well as the atmospheric warming in our region.

The heat capacity of the ocean is much larger than that

of the air. To compare the two observed temperature trends,

we first calculate the change in heat content of a column of

water or air:

DQ ¼ cmDT ; (2)

where DQ is a change in heat content (J m�2), c is heat

capacity (J kg�1 K�1), m is mass (kg m�2) and DT is

a change in temperature. Assuming an atmospheric bound-

ary layer height of 800 m, the atmospheric warming of 6.98C
increases the atmospheric heat content by 7.7�106 J m�2.

A similar increase in heat content in the ocean can be

achieved by an AW warming of 0.038C in the upper 50 m

of the ocean. Hence, an ocean warming of 18C contains

several orders of magnitude more heat (J m�2) than the

observed atmospheric warming.

Assuming a steady AW transport of 3 Sv (Sv�1�106

m3 s�1) (Beszczynska-Möller et al., 2012), the inflowing

and exiting temperatures of the AW determine the heat

transport. The time series in Fig. 6b shows the observed

changes in inflow temperature, and we first use a represen-

tative AW temperature for around 1980 of 3.08C. The AW

temperature decreases along the WSC, and at 800 km

downflow, at the eastern end of our area, the temperature

has decreased to about 1.58C (Cokelet et al., 2008). Based on

the heat conservation equation at stationary conditions,

Q ¼ cqVDT ; (3)

where Q is the heat (W), r is the density of seawater

(kg m�3) and V is the volume transport (Sv), the estimated

current in 1980 would result in a heat transport of 36 TW

at Sørkapp. Assuming an outflow temperature of 1.58C
(following Cokelet et al. [2008]), 50% of the heat would

continue further into the Arctic Ocean. Unknown portions

would go directly to the air before the AW reaches the ice-

covered areas, to lateral mixing, and to melting of sea ice in

our area. The winter mean ice concentration at the time was

75% (Fig. 6) and the atmospheric temperature was �208C,
implying a mean surface outgoing longwave radiation flux

of 232 W m�2 during winter.

In contrast to the situation in 1980, we know that the

AW inflow temperature has increased with 1.08C up to

2010, and that the ice concentration dropped to about

40%. A 18C warming at Sørkapp implies an enhanced

northward heat transport of 12 TW, assuming a constant

AW flow. Unfortunately, there are no long-term observa-

tions of changes in outflow AW temperature. However, by

comparing 1990�1995 observations with Russian climatol-

ogies, Grotefendt et al. (1998) described a �0.58C warm-

ing of the AW temperature at 500 m depth east of our area.

Therefore, we assume that half of the extra heat due to the

AWwarming at Sørkapp carries on with the AW flow inside

the Arctic Ocean, while 25% (3 TW) is available for melting

sea ice, and the last 25% warm the air directly. This is

consistent with assuming a change in outflow temperature

from 1.58C in 1980, to 2.08C in 2010. During winter, a

mean surface outgoing longwave radiation flux from the

�138C surface would be 259 W m�2, that is, 27 W m�2

larger than in 1980. This compares to 1.6 TW over our

area (�60 000 km2), stating that a substantial part of the

overall available extra heat, but not all, has reached the

atmospheric boundary layer.

A rough estimate of atmospheric heat fluxes supports our

assumptions concerning the heat budgets. ERA-Interim

reanalysis indicates a slight increase in surface sensible heat

flux, surface latent heat flux and surface net longwave

radiation (outgoing fluxes) in the area north of Svalbard

between 1979 and 2012 (not shown). Increased upward heat

fluxes are also found above the WSC west of Spitsbergen

(5�158E, 76�808N) (not shown). The reanalysis shows

an increased upward heat flux of about 2 TWover the 1979�
2012 period between Sørkapp and the outflow of our study

region. This indicates that some heat is lost to the atmo-

sphere, while most of the extra heat likely has contributed

to melting of sea ice and warming of ambient waters.

Most of the ice reduction in the area around Svalbard

has occurred in the study region north of Svalbard (Fig. 5).

Table 1. Correlations between winter (DJFM) means

Ice v AW Ta u

Ice * �0.50 �0.20 �0.90 0.11

v �0.37 * �0.13 0.51 0.06

AW �0.41 �0.17 * 0.27 �0.05

Ta �0.92 0.36 0.47 * 0.03

u 0.09 0.05 �0.03 0.04 *

The upper right triangle (roman) represents correlations between detrended time series, while the lower left triangle (italic) shows

correlations including trends. Significant correlations within a 95% confidence level are marked with boldface. Ice: ice concentration, v:

north�south wind, AW: Atlantic Water temperature, Ta: air temperature, u: east�west wind.
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In our region, the ice cover has been reduced by 15 000 km2

since 1979. An estimate of the heat needed to meltHmeters

of sea ice can be calculated using:

Q ¼ HqiL; (4)

where Q is the energy needed (J m�2), ri is ice density

(kg m�3) and L is latent heat of fusion (J kg�1). Assuming

that the extra available AW heat of 3 TW reaches the ice

and is equally distributed over the study region, 2 m thick

ice would melt in about four and a half months. However,

with a winter mean ice concentration of 56%, ice-free

waters may be reached faster.

The estimated available AW heat is thus clearly enough

to cause the observed sea ice loss north of Svalbard, and

the main winter ice loss above the core of the AW north of

Svalbard suggests that the warm AW has reached the sea

ice. Although increasing ice melt creates a more stable

freshwater layer between the salty AW (S �35) and the

fresh sea ice melt, local wind mixing can provide energy for

transfer of heat from the AW to the upper layer and

consequently to ice melt and to the atmosphere (Rudels,

2012). The monthly mean sea ice advection speed during

winter in our area is 2�6 cm/s (ftp://sidads.colorado.edu/

pub/DATASETS/nsidc0116icemotionvectorsv2/browse/

north/months/), suggesting a transit time of about 1�4
months. This means that the thickness of the entering sea ice

is important, and may suggest that residence time above the

AW is a more limiting factor than the available heat.

As the AW temperature is measured at Sørkapp, �500

km upstream, it is independent of the air temperature

rise and ice concentration loss north of Svalbard. An

ocean-driven ice loss north of Svalbard would, however,

result in stronger ocean-to-atmosphere heat fluxes locally.

This is consistent with Polyakov et al. (2012b) who stated

that local atmospheric warming over areas of ice loss is a

response to, rather than a driver of, the declining ice cover.

Our results indicate that part of the air temperature increase

has been caused locally by the ice loss. Assuming an ocean-

to-atmosphere open water mean winter heat flux of

200 W m�2 (Smedsrud et al., 2013), the increased heat flux

to the atmosphere caused by the extra 15 000 km2 of open

water (ice loss), would give an extra heating of 3 TW. This

suggests that �50% of the heat lost to the atmospheric

boundary layer is lost through longwave radiation as cal-

culated above (1.6 TW), and that the other half has been

transported out of the region by atmospheric circulation.

The ice loss above the AW pathway is therefore likely a

driver of the atmospheric warming, and not vice versa.

Climate projections indicate a substantial air temperature

warming northeast of Svalbard due to reduced sea ice

coverage (Førland et al., 2009).

Another indication of warm water as a major contributor

to the ice loss is the large winter ice reduction, in contrast to

the Arctic Ocean summer ice loss. With winter air tempera-

tures well below freezing, the AW is the only heat source in

the area north of Svalbard (Rudels, 2010), and largest AW

influence is expected during winter. During summer other

factors probably contribute more to the observed ice loss.

Warmer surface waters cause delayed ice formation and

consequently lower ice concentrations in early winter. Our

results agree with findings by Årthun et al. (2012) who

compared observations and simulations for reductions in

the Barents Sea winter ice cover due to increased AW heat

transport. According to Årthun et al. (2012), an increase in

AW heat transport to the Barents Sea of 10 TW has resulted

in an ice reduction of 70 000 km2. Based on these values the

estimated extra oceanic heat transport to our area (3 TW)

would potentially cause an ice reduction of 21 000 km2.

This is 40% larger than the observed loss in our area. The

ice would be thicker in our area, and more ice would be

formed elsewhere and transported in, so this could explain

the different response. Ivanov et al. (2012) described a

winter ice loss in the Western Nansen Basin, and observed

a thinner and less extensive ice cover above the pathway of

the AW there. They thus suggested an influence from the

warmer AW on the winter ice reduction in that region,

consistent with our results.

As the Arctic and the rest of the globe continue to warm,

and the ice cover continues to decrease, a number of key

elements remain almost unobserved. We have documented

the warming in both the atmosphere and the ocean, and the

decline in ice concentration since 1979, but we are lacking

comparable time series for changes in AWvolume transport,

sea ice thickness and vertical mixing. Clearly the sea ice is

probably thinner north of Svalbard now than in the 1980s,

but the longest observational record of ice thickness started

first in 1990 (Hansen et al., 2013), and covers the western

side of Fram Strait. A response in sea ice concentration will

only occur when the sea ice has thinned considerably, and

might explain parts of the ‘missing response’ to the initial

rise in AW temperature around 1990 (Fig. 6b).

Proper observations of ocean volume transport started in

1997 (Schauer and Beszczynska-Möller, 2009). Variations

in volume transport before this time, and also how the total

transport is distributed within the Arctic Ocean, remain

unknown. The peak in total heat transport in 2004 seems

to lead that of the temperature maximum occurring in

2006 (Schauer and Beszczynska-Möller, 2009). For ocean

mixing in the Arctic, only snapshots in temporal and

spatial coverage are available (Rainville and Winsor, 2008;

Sirevaag and Fer, 2009). Any long-term changes, as well as a

reasonable climatic annual mean for the region north of

Svalbard, are not available.

The long-term prospects for Arctic sea ice are bad,

especially for the summer ice. The large loss of the winter

ice north of Svalbard is not typical for other regions inside
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the Arctic Ocean, but more in line with the ongoing

changes in the Barents Sea over the last decades (Årthun

et al., 2012). Now that the AW heat transport seems to have

reached an all-time high value in 2004, a recovery of the

winter ice could actually be expected over the next 10 yr.

On the other hand, the sea ice is thinner, and vertical mixing

could increase due to the reduced ice cover. It thus appears

more difficult than ever to come up with future predictions.

5. Summary

Satellite observations north of Svalbard demonstrate re-

duced ice concentrations between 1979 and 2012. In con-

trast to other areas of the Arctic Ocean, the largest ice

loss has occurred during winter with �10% loss per

decade. The summer ice loss trend is about half of the

winter trend. Over the same period, the AW temperature

has increased �18C and the regional winter air temperature

has increased �78C, but there is no significant trend in the

local wind.

Year-to-year ice variability is substantial, with winter

means ranging between 15% and 90%. Although the winds

apparently do not have impact on the trends, they have

significant impact on the year-to-year variability. Low

anomalies in sea ice concentration are consistently asso-

ciated with winds from the south (less wind from the north),

warmer air and higher AW temperatures.

The shrinking winter ice cover above the core of the

AW indicates a direct influence from the AW on the ice

conditions. Analytical estimates assuming constant volume

flow and that �25% of the heat transport reaches the ice-

covered surface, indicate that the warmer AW has been a

major driver of the ice reduction. Temporal changes in the

vertical mixing of AW heat towards the ice, and long-term

changes in sea ice thickness remain unknown, but may have

played a significant role in the observed changes.

The decadal air temperature trend in our region is

20�45% higher than further south. This indicates that the

local warming is forced by the increased oceanic heat

transport, which has caused more open water and larger

ocean-to-atmosphere heat fluxes. Because winter mean

atmospheric temperature is still ��108C, the atmospheric

warming would not lead to ice melting, but to reduced local

ice growth.
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Schauer, U. and Beszczynska-Möller, A. 2009. Problems with

estimation and interpretation of oceanic heat transport �
conceptual remarks for the case of Fram Strait in the Arctic

Ocean. Ocean Sci. 5, 487�494.
Sirevaag, A. and Fer, I. 2009. Early spring oceanic heat fluxes and

mixing observed from drift stations north of Svalbard. J. Phys.

Oceanogr. 39, 3049�3069.
Smedsrud, L. H., Esau, I., Ingvaldsen, R. B., Eldevik, T., Haugan,

P. M. and co-authors. 2013. The role of the Barents Sea in the

Arctic climate system. Rev. Geophys. 51, 415�449.
Untersteiner, N. 1988. On the ice and heat balance in Fram Strait.

J. Geophys. Res. 93, 527�531.

LOSS OF SEA ICE DURING WINTER NORTH OF SVALBARD 9





II
Paper II

Skillful prediction of Barents Sea ice cover

Ingrid H. Onarheim, Tor Eldevik, Marius Årthun, Randi B. Ingvaldsen, and Lars H.
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Abstract A main concern of present climate change is the Arctic sea ice cover. In wintertime, its observed
variability is largely carried by the Barents Sea. Here we propose and evaluate a simple quantitative and
prognostic framework based on first principles and rooted in observations to predict the annual mean
Barents Sea ice cover, which variance is carried by the winter ice (96%). By using observed ocean heat
transport and sea ice area, the proposed framework appears skillful and explains 50% of the observed sea
ice variance up to 2 years in advance. The qualitative prediction of increase versus decrease in ice cover
is correct 88% of the time. Model imperfections can largely be diagnosed from simultaneous meridional
winds. The framework and skill are supported by a 60 year simulation from a regional ice-ocean model. We
particularly predict that the winter sea ice cover for 2016 will be slightly less than 2015.

1. Introduction

The Arctic sea ice cover is a well-observed and sensitive indicator of climate variability and change [Serreze
et al., 2007]. Negative sea ice area trends are observed in all seasons and all regions, but with large seasonal
and interannual variability [Cavalieri and Parkinson, 2012; Simmonds, 2015]. The rapid changes in Arctic sea
ice cover have led to an increase in demand for realistic local and regional sea ice forecast systems [Eicken,
2013]. Skillful sea ice predictions provide important information for end users interested in marine access,
fisheries, and resource extraction, and are also of interest due to the suggested impacts of the Arctic sea ice
cover on weather conditions and climate [e.g., Honda et al., 2009; Inoue et al., 2012], although debated [e.g.,
Screen and Simmonds, 2013; Perlwitz et al., 2014]. The growing effort in producing seasonal to decadal Arctic
sea ice forecasts has been especially large for the September minimum sea ice cover [e.g., Schröder et al., 2014;
Kapsch et al., 2014; Stroeve et al., 2014]. Predictions of the Arctic winter sea ice variability have on the other
hand been limited.

During winter the Arctic Ocean sea ice variability largely reflects variations in the Barents Sea ice cover
(Figure 1). An intimate relation between the Barents Sea ice conditions and ocean heat has been understood
for more than a century [Helland-HansenandNansen, 1909] and was recently quantified byÅrthunet al. [2012].
Ocean heat anomalies can be generated locally [Schlichtholz, 2011] or be advected from the Norwegian Sea
[Vinje, 2001; Kauker et al., 2003; Francis andHunter, 2007], providing predictive potential for the Barents Sea ice
cover. Based on reanalysis data, Nakanowatari et al. [2014] found that subsurface temperature has predictive
skill for early winter sea ice cover. The influence of the atmosphere on the Barents Sea ice cover has also been
highlighted in recent years. Winds affect the Barents Sea climate variability through transport and redistribu-
tion of sea ice [Hilmer et al., 1998; Koenigk et al., 2009; Kwok, 2009], advection of air masses and Atlantic heat
into the Barents Sea [Ingvaldsen et al., 2004a; Kvingedal, 2005], and by increasing turbulent surface heat fluxes.
The largest influence of northerly winds is often found during winter due to stronger winds [Pavlova et al.,
2013]. Processes related to large-scale atmospheric circulation [Maslanik et al., 2007; Deser and Teng, 2008;
Zhang et al., 2008], cyclone activity [Sorteberg and Kvingedal, 2006; Simmonds and Keay, 2009], the length of
the freezing season, and the amount of ice that remains after the summer melt season may also be of large
importance for the sea ice variability.

The aim of this study is to understand and assess the predictability of the annual mean, and, in particular, the
winter Barents Sea ice cover (Figure 1). We develop a prognostic framework from first principles and, based on
direct observations and a 60 year simulation, assess the role of the Atlantic inflow as a main source of Barents
Sea ice predictability 1–2 years in advance. Moreover, the influence and predictive potential of meridional
winds on the interannual sea ice variability are investigated.
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Figure 1. (a) Satellite-derived (National Snow and Ice Data Center, NSIDC) mean sea ice concentration between 1980
and 2015. The ice edge (15% ice concentration) is indicated for 1980 (white line) and 2015 (black line). We confine the
Barents Sea by the red line. The mooring array across the Barents Sea Opening (BSO, yellow line) is indicated by yellow
circles. (b) Time series of interannual sea ice area. Annual (July–June, blue) sea ice variability is dominated by changes in
winter (December–April, black) sea ice area. During winter variations in the anomalous Arctic Ocean (interior basins and
surrounding shelf seas) sea ice area (green) mainly reflect the Barents Sea ice variability; the correlation between the
winter sea ice area in the Barents Sea and the Arctic Ocean is 0.96, and the standard deviations are 131 ⋅ 103 km2 and
191 ⋅ 103 km2, respectively. Observed annual mean heat transport (red) shifted to the ice cover by 2 years is also shown
(note reversed axis).

2. Data and Methods

We confine the Barents Sea to the area between 70–81∘N, 15–60∘E (Figure 1; following Årthun et al. [2012]).
The Barents Sea ice cover is characterized by a strong seasonal cycle where almost all ice melts in summer.
The majority of sea ice is formed locally during winter [e.g., Vinje, 2001], although in some winters sea ice
import from the Arctic Ocean is substantial [Kwok et al., 2005]. We thus consider winter-centered annual
means (July–June) for all variables, i.e., the indicated year denotes the winter-centered mean that ends in the
respective year (e.g., 2015 represents July 2014 to June 2015). As the summer is practically ice free, winter
(December–April) explains 96% of the annual mean variance.

2.1. Observations

Monthly sea ice area from 1979 to 2015 is obtained from the National Snow and Ice Data Center (NSIDC)
[Cavalieri et al., 1996], with a spatial resolution of 25 km× 25 km. The sea ice algorithms and the method used
to derive a consistent data set are described in Cavalieri et al. [1999, and references therein].
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To test theAtlantic heat transport as a potential predictor of the BarentsSea ice cover, we use theAtlantic water
(T > 3∘C) [Ingvaldsen et al., 2004b] inflow through the Barents Sea Opening (BSO, 71.5–73.5∘N, 20∘E), mea-
sured by the Institute of Marine Research, Norway since September 1997. Current meter moorings deployed
every 30 nm (= 56 km) in the BSO sample temperature and velocity at 50 m depth and 15 m above bottom
(the current is mostly barotropic, driven by sea level changes [Ingvaldsen et al., 2004a]), allowing for calcu-
lation of heat transport. July and August 1997, and May and June 2015 are estimated from climatological
(1998–2014) values in order to get winter-centered annual mean values for 1998 and 2015, respectively.Note
that the near-real-time data from April 2014 to April 2015 was postprocessed in the field after recovering the
moorings. The 2015 value used herein is therefore a present best estimate of recent heat transport.

The influence from regional winds on the sea ice variability is investigated using monthly reanalysis data of the
meridional wind component from theNationalCenters for Environmental Prediction (NCEP)-NationalCenters
for Atmospheric Research (NCAR) [Kalnay et al., 1996] on a 2.5∘× 2.5∘grid. The reanalysis data are comparable
to observed surface wind speeds over the Barents Sea [Kolstad, 2008] and capture synoptic changes in sea
level pressure distribution and associated changes in geostrophic winds [e.g., Deser and Teng, 2008].

2.2. Model Simulation

To complement the relatively short observational record, we use the 60 year (1948–2007) model simulation
of Årthun et al. [2011]. The model used is the regional coupled ice-ocean model Hamburg Shelf Ocean Model
(HAMSOM) [SchrumandBackhaus, 1999]. HAMSOMhas a horizontal resolution of 7km×7 km and is forced with
NCEP/NCAR reanalysis data. The model shows good agreement with observations, in general, and in particular
with the Barents Sea ice area [Årthun et al., 2012]; the simulated sea ice area is essentially the observed. The
hydrographic structure of the Barents Sea is also captured by the model, and the interannual variability is
realistic.Accordingly, the HAMSOM simulation seems appropriate to examine the predictability of the Barents
Sea ice cover.

2.3. Prediction Evaluation

Prediction skill is assessed by variance explained (r2), and root-mean-square error, RMSE =[∑N
i=1(xi − yi)2∕N

]1∕2
, where N is the length of the time series and x and y are the observed and predicted

time series, respectively. A common definition of skill is for a prediction framework to beat persistence [e.g.,
Kapsch et al., 2014]. The persistence forecast is simply constructed by assuming that the present rate of
change in sea ice area persists. Predicted change is quantified with respect to the presently observed sea ice
area. They are both scored against the sign of change subsequently observed. The proposed framework is
also evaluated against linear trend predictions, which are constructed by extrapolating the observed linear
trend in sea ice cover. The term skillful herein describes a prediction that beats the skill both of persistence
and of linear trend prediction.

3. Prognostic Framework

The Barents Sea is a confined, relatively shallow basin where the oceanic heat is essentially provided through
the BSO [e.g., Smedsrud et al., 2013], and effectively lost to the atmosphere in the southern ice-free part
[Häkkinen and Cavalieri, 1989; Årthun and Schrum, 2010; Smedsrud et al., 2010]. Consequently, there is little
heat leaving the Barents Sea to the Arctic Ocean [Gammelsrød et al., 2009]. Both the recent trend and the sea
ice variability are largely related to the inflowing Atlantic water through the BSO [Årthun et al., 2012]. We now
outline a predictive and explicit framework linking ocean heat transport to the Barents Sea ice cover.

The integrated heat budget of the Barents Sea is

dHC
dt

= −HF + HT , (1)

withHC being the ocean heat content,HF the net surface heat flux (the sum of shortwave, longwave, sensible,
and latent heat fluxes at the ocean surface), and HT the ocean heat transport through the BSO. The quantities
will be understood as anomalies for the present application. An increase in heat transport through the BSO
results in warmer ocean conditions, larger heat loss to the atmosphere, and hence reduced sea ice freezing
and smaller sea ice cover. Årthun et al. [2012] found that the regional ocean heat content and heat loss to the
atmosphere reflect the annual mean extent of ice-free ocean. Hence, we model the anomalous ocean heat
content and heat loss to the atmosphere to scale with the anomalous sea ice area, Aice:

HC = −hc0Aice, HF = −q0Aice, (2)
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where hc0 and q0 are scaling factors representing the heat content and heat loss per area of an anomalous
ice-free sea surface (see Appendix A for details). Inserting the scaling into the conservation of heat results
in a simple prognostic relation for the anomalous sea ice area, where heat loss to the atmosphere acts as a
relaxation toward no anomalous sea ice area, and ocean heat transport drives changes in sea ice area:

dAice

dt
= −

q0

hc0
Aice −

1
hc0

HT . (3)

The relation constitutes a quantification of changes in the sea ice area from ocean heat transport and sea ice
area. In its simplest form, the right-hand side represents a qualitative prediction for the sign of change from
which is the most dominant predictor, ice cover versus heat transport. Hence, the framework predicts the
Barents Sea ice area based on observed sea ice area and heat transport through the BSO.

Solving equation (3) analytically results in an explicit expression of the anomalous sea ice area:

Aice(t) =
(
A0 −

1
q0𝜏 ∫

t

0
HT(t)e

t
𝜏 dt

)
e−

t
𝜏 , (4)

where A0 is the initial sea ice anomaly and 𝜏 = hc0∕q0 is the characteristic time scale for heat balance indicat-
ing the flushing time of the Barents Sea. The anomalous sea ice area at a given time is thus set by the initial
sea ice area and the integrated heat input through the BSO. The weight of the past decreases exponentially
with time scale 𝜏 . Both the observational record and the HAMSOM data indicate a memory (heat balance)
of the Barents Sea of approximately 3 years (Appendix A). This compares well with the flushing time of the
Barents Sea which is less than 5 years based on a throughflow of 2 Sv (1Sv = 106 m3 s−1) and a basin volume
of 3 ⋅1014 m3 and is also consistent with the lagged sea ice response to a variableAtlantic inflow, as suggested
by Årthun et al. [2012].

Forward discretization of equation (3) gives a prognostic relation linking the anomalous sea ice area to the
anomalous ice area and heat transport the previous year:

An+1
ice = −

(
q0

hc0
An

ice +
1
hc0

HTn
)
Δt + An

ice, (5)

where n indicates time and Δt is the time step of 1 year. Note that equation (5) predicts year n + 1 based on
the true sea ice area and heat transport for year n, i.e., a simplest form of data assimilation. Equation (4) inte-
grates the heat transport over time only considering the initial sea ice anomaly. Hence, the analytical solution
in equation (4) potentially accumulates model imperfections (related to equation (2)) with time. Predictions
based on the discretized equation (5) can therefore maybe be expected to be more skillful, and to be more
appropriate for practical use.

4. Predictions of the Barents Sea Ice Cover

To evaluate the proposed framework predicting the Barents Sea ice cover, we first use direct observations and
thereafter the 60 year model simulation. Using the observation-based scaling parameters (cf. Appendix A) in
equations (4) and (5) allows for predictions of the Barents Sea ice cover based on available observations. The
analytical estimate using direct observations as input shows good agreement to the observed sea ice cover
(Figure 2a). Using equation (5), 50% of the variance is explained, and the RMSE is relatively small (roughly half
of a standard deviation of 91⋅103 km2; Table 1). There is, however, the expected underestimation of magnitude
due to variance not explained (cf. Appendix A). This suggests that the proposed framework linking observed
Barents Sea ice cover and heat transport through the BSO is useful for predicting the Barents Sea ice cover
1 year in advance. It is in particular predicted that the sea ice area in 2016 will be 12 ⋅ 103 km2 smaller than
that of 2015. The predicted sea ice area for 2016 is near the mean over the last 20 years, but still corresponds
to the eighth lowest sea ice area since 1979. The results are supported by HAMSOM data (Figure 2b). Based on
equation (4), the analytical estimate using HAMSOMdata as input explains 63% of the variance in sea ice cover,
and theRMSE is relatively small (43⋅103 km2 compared to the standard deviation of 69⋅103 km2). For HAMSOM
the prediction from the integral equation (4) is slightly better than the prediction based on equation (5), with
r2 = 55% and RMSE = 46 ⋅ 103 km2. This corroborates that ocean heat transport is a dominant driver of the
HAMSOM simulated sea ice cover.
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Figure 2. (a) Annual (July–June) observed and predicted anomalous Barents Sea ice area between 1999 and 2016.
Anomalies are relative to the mean sea ice area of 238 ⋅ 103 km2 for the 1998–2015 period. The prediction is based on
the sea ice area and heat transport through the Barents Sea Opening the previous year (equation (5)). (b) Annual
(July–June) modeled (HAMSOM) and predicted anomalous Barents Sea ice area between 1950 and 2007. Anomalies are
relative to the mean sea ice area of 377 ⋅ 103 km2 for the 1949–2007 period. The prediction is based on the integrated
heat transport through the Barents Sea Opening and the initial sea ice area (equation (4)).

5. Evaluation of Predictability

As our prediction of the Barents Sea ice cover compares well with observed sea ice variability, we now assess
the skill (cf. section 2) of the proposed framework. The qualitative prediction of an increase/decrease in sea
ice cover is correct in 15 years out of the 17 available years, i.e., 88% of the time considering the observations
retrospectively (Figure 3 and Appendix A). The proposed method to predict changes in sea ice cover thus
beats persistence (correct 88% of the time compared to 63% for persistence).Our physically based framework
also beats linear trend predictions. By considering the trend over the period of observed heat transport, the
linear trend prediction gives a RMSE of 87 ⋅ 103 km2, compared with 56 ⋅ 103 km2 from equation (5) (Table 1).
The RMSE is slightly reduced (73 ⋅ 103 km2) when basing extrapolation on the full satellite observed sea ice
record. We thus find the proposed framework to be skillful.

To further evaluate the framework, we account for the memory of the Barents Sea (3 years; Appendix A),
and evaluate the prediction with up to 3 years time lag between heat transport and sea ice cover.
Accordingly the forecast horizon of the framework may possibly be extended. Results from linear regression
(cf. equation (A1)) show that the observational based prediction is slightly improved using a 2 year leading
heat transport (Table 1). The heat transport leading the ice cover by 3 years has only a minor influence on the
sea ice cover. The forecast horizon can thus be considered to be to 2 years from the point of view of ocean
heat transport.

Table 1. Evaluation Statistics for the Predictionsa

Observations HAMSOM

Method r2 RMSE r2 RMSE

Based on equation (5)

Aice@1, HT@1 50 56 55 46

Aice@1, HT@2 50 49 41 53

Aice@1, HT@1, v@1 52 55 63 42

Aice@1, HT@1, v@0 78 38 66 40

Based on equation (4) 42 69 63 43
aExplained variance, r2 (%); root-mean-square error, RMSE (×103 km2); and time

lag, @ (year). Aice, sea ice area; HT , ocean heat transport; and v, meridional wind; all
are anomalies.
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Figure 3. Difference between predicted and observed rate of change in the Barents Sea ice cover from one year to the
next (thick bars). Green indicates that the correct sign of change is predicted and red the opposite. Thin bars show
anomalous wind (meridional wind component averaged over the Barents Sea), where positive values indicate wind from
the south.

Our suggested framework has so far not considered wind explicitly. Winds may have a large impact on
interannual sea ice variability [e.g., Kwok, 2009] and was suggested as a possible predictor by Nakanowatari
et al. [2014]. Our large underestimation of sea ice in 2003 corresponds to anomalous winds from the north
(Figure 3). According to Kwok et al. [2005] winds caused an unusually high import of sea ice to the Barents
Sea during winter 2003. Due to the potential influence of winds, we examine meridional wind at different
time lags as predictor. Using linear regression analysis (cf. equation (A1)), we find that the prediction perfor-
mance is not largely improved by accounting for wind with a time lag, while simultaneous wind adds variance
explained (Table 1), consistent with the findings of Nakanowatari et al. [2014]. The effect from simultane-
ous wind is demonstrated in Figure 3, showing that mismatch between observed and predicted changes in
the ice cover can be reconciled also considering anomalous wind conditions. By combining the predictive
equation (5) with simultaneous winds (in the form of equation (A1)), 78% of the sea ice variance is explained
(Table 1). A more elaborate evaluation of wind influence, by investigating more regional winds, indicates that
the results are robust. This corroborates that ocean heat conditions and winds appear as main drivers of the
Barents Sea ice cover. Still, the proposed framework (equation (4) or (5)) captures most of the sea ice variance
and qualitatively predicts an increase/decrease in ice cover skillfully.

6. Discussion and Conclusion

Using direct observations, a regional ice-ocean model and a simple prognostic heat budget
(equations (1)–(5)), we have shown that sea ice anomalies in the Barents Sea can be skillfully predicted from
recent sea ice area and ocean heat transport. Overall the proposed framework skillfully predicts the observed
sea ice cover both quantitatively (Figure 2) and qualitatively (Figure 3) predicting an increase versus decrease
in ice cover. By accounting for simultaneous meridional winds, 78% of the sea ice variance is explained. Pre-
ceding ocean heat transport and sea ice area combined with these winds are thus all important to explain
recent sea ice variability (Table 1).

As ocean heat transport and sea ice cover provide significant predictive skill for the Barents Sea ice cover,
this work corroborates the strong link between Atlantic water inflow and the Barents Sea ice cover [e.g.,
Schlichtholz, 2011; Årthun et al., 2012]. Parkinson et al. [2006] found that many climate models simulate more
sea ice in the Barents Sea than what is observed and hypothesized that the models underestimate the ocean
heat transport. It thus appears essential for ocean and earth system models to adequately resolve the variable
Atlantic heat transport through the Nordic Seas into the Barents Sea and Arctic Ocean, in order to simulate
Arctic sea ice variability well.

The proposed framework offers a novel approach to predict winter Arctic sea ice cover, where the Barents Sea
at present essentially explains the winter variance (92%, cf. Figure 1b). Related to this, Zhang [2015] suggested
a relation between the Barents Sea ice cover and also summer Arctic sea ice extent via Atlantic heat. Skillful
predictions of Barents Sea ice may therefore have the potential to improve predictions of the Arctic Ocean
sea ice cover in general. In the future the processes driving today’s Barents Sea winter ice cover may become
even more relevant as first-year ice is likely to dominate the Arctic Ocean.
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Our results highlight the potential for skillful physical-based prediction models of the Arctic sea ice cover. We
demonstrate that the Barents Sea ice cover is skillfully predictable 1–2 years ahead (Figure 2).Due to relatively
small 2015 anomalies in sea ice and heat, but with a relative dominance of anomalous Atlantic heat input, it
is in particular predicted (cf. equation (5)) that the Barents Sea ice cover in 2016 will be smaller than that of
2015 (Figure 2a).

Appendix A: Scaling Parameters

Our suggested framework (equation (5)) can be considered a special case of the regressional relation

An+1
ice − An

ice

Δt
= aAn−k

ice + bHTn−l + cvn−m, (A1)

where a, b, and c are regression coefficients for the ice cover, heat transport, and meridional wind, v, respec-
tively, and k, l, m are any additional time lags. In the case of equation (5), c = k = l = 0, i.e., neither the direct
influence of wind nor any time lag beyond the present are considered, and a = −q0∕hc0, b = −1∕hc0. Sim-
plest estimates of the scaling factors, q0 and hc0, would be hc0 = std(HC)/std(Aice) and q0 = std(HF)/std(Aice),
where std(X) is the standard deviation of the annual time series X , and assuming the model assumption
(equation (2)) to be perfect. Unfortunately, observational time series of ocean heat content and heat flux to the
atmosphere are not available. By considering the full observational record, linear regression (equation (A1))
gives a = −0.403 yr−1, and b = −0.001 m2J−1 for the observational record. For HAMSOM data the regression
coefficients become a = −0.617 yr−1 and b = −0.003 m2 J−1, which compare well with scaling parameters
calculated from standard deviations (a = −0.616 yr−1 and b = −0.005 m2J−1). The observed and mod-
eled parameters differ partly because the scaling parameters may change over time but also simply because
HAMSOM is a model. The robustness of the scaling parameters was therefore tested by the random sub-
sampling of N data points for the regressional relationship (equation (A1); N ≤ 30 for HAMSOM; N ≤ 12
for observations). The procedure was repeated 1000 times for each N. The scaling parameters converged to
their respective values in about 15 years, implying the HAMSOM estimates to be robust, but that one would
probably still benefit from a longer observational series. We finally note that prediction based on regres-
sion generically underestimates the variance of a predictand unless there is perfect covariance between
predictor(s) and the predictand (cf. Figure 2).
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Abstract Arctic winter sea ice loss is most pronounced in the Barents Sea. Here we combine
observations since 1850 with climate model simulations to examine the recent record low winter Barents
Sea ice extent. We find that the present observed winter Barents Sea ice extent has been reduced to less
than one third of the pre-satellite mean and is lower than the minimum sea ice extent in all multicentury
climate model control simulations assessed here. The current observed sea ice loss is furthermore
unprecedented in the observational record and appears as an uncommon trend in the long control
simulations. In a warming climate, projections from the large ensemble simulation with the Community
Earth System Model show a winter ice-free Barents Sea for the first time within the time period 2061–2088.
The large spread in projections of ice-free conditions highlights the importance of internal variability in
driving recent and future sea ice loss.

1. Introduction

The loss of Arctic summer sea ice in recent decades is well documented and one of the most visible manifes-
tations of ongoing climate change [Serreze et al., 2007]. Although less dramatic and less studied, the Arctic
winter sea ice cover has also displayed a steady retreat since satellite measurements of sea ice began in 1979
[Cavalieri and Parkinson, 2012]. These wintertime sea ice changes largely result from a retreating Barents Sea
ice cover (Figure 1) [Onarheim et al., 2015; Li et al., 2017]. The recent decade has seen reduced sea ice growth
leading to an accelerated trend toward lower Barents Sea ice extent, with the sea ice extent in 2016 and 2017
being the lowest on record (Figure 1).

The loss of sea ice in the Barents Sea can potentially affect climate and weather in lower latitudes [Liptak
and Strong, 2014; Sorokina et al., 2016], and Arctic ecosystems and fisheries [e.g., Dalpadado et al., 2014]. The
location of the sea ice edge in the Barents Sea also impacts shipping opportunities and offshore industry
[ACIA, 2005]. It is therefore of great interest to understand winter sea ice variability and trends in the Barents
Sea with respect to past variability and to predict the future fate of the winter sea ice cover.

The Barents Sea is a seasonally ice covered Arctic shelf sea, and a transition zone between the temperate
Nordic Seas and the cold Arctic Ocean. The ocean climate in the Barents Sea is dominated by the varying
influence of the Atlantic water inflow in the Norwegian Atlantic Current, a poleward extension of the Gulf
Stream [e.g., Smedsrud et al., 2013]. Variations in the Atlantic inflow exert a dominant influence on the vari-
ability and trend of the winter Barents Sea ice cover, by determining the amount of wintertime freezing
[Venegas andMysak, 2000; Vinje, 2001; Årthun et al., 2012; Smedsrud et al., 2013; Onarheim et al., 2015; Li et al.,
2017]. Consequently, the Barents Sea ice cover displays pronounced interannual to multidecadal variability
as a response to changes in the large-scale ocean circulation and associated changes in poleward ocean heat
transport [Venegas andMysak, 2000; Vinje, 2001; Zhang, 2015]. Low-frequency climate variability, reminiscent
of the Atlantic Multidecadal Oscillation, is also evident in Barents Sea temperatures [Skagseth et al., 2008;
Levitus et al., 2009].

The presence of substantial decadal to multidecadal sea ice variability in the Barents Sea makes it necessary to
consider long time series when evaluating the uniqueness of the ongoing winter BarentsSea ice loss. Hence, in
order to assess the occurrence of winter sea ice trends of varying lengths, we will combine a new observational
data set covering the time period since 1850 [Walsh et al., 2015, 2017] and multimodel, multicentury climate
model control simulations. We also consider future trends in a warming climate, using mainly the Community
Earth System Model large ensemble simulation (CESM-LE) [Kay et al., 2015], to assess the possibility of ice-free
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Figure 1. (a) Observed winter sea ice concentration trend, 1979–2017. The red box outlines the Barents Sea. (b) Barents
Sea winter sea ice extent between 1850 and 2017. The vertical dashed line indicates the year 1979. (c) Successive
30 year trends in Barents Sea winter sea ice extent, 1850–2017. Trends are displayed at the center of each 30-year
period. The gray shading indicates the 95% confidence interval. Note that the confidence interval does not take into
account uncertainties with respect to data quality. d) Fraction of winter Barents Sea ice concentration data based on
observations. 100% indicates that no data is based on analogs or interpolation by Walsh et al. [2015].

conditions in the BarentsSea in winter toward the end of the century. This study thus provides the first detailed
assessment of past, present, and future trends in observed and modeled Barents Sea winter sea ice extent.

2. Data and Methods

To assess and quantify Barents Sea ice variability and trends, we use a new data set of observed sea ice
concentration spanning the time period 1850 to 2013 [Walsh et al., 2015]. Sea ice concentration is satellite
derived since 1979, calculated by combining concentration estimates from the Bootstrap and NASA Team
algorithms [Meier et al., 2013]. Prior to the satellite era, observations are compiled from, e.g., ship reports and
airplane surveys [Walsh et al., 2015, 2017]. To assess the most recent (2014–2017) Barents Sea ice loss, we use
satellite-derived sea ice concentrations based on the NASA Team algorithm [Cavalieri et al., 1996; Maslanik
and Stroeve, 1999]. For consistency, we replace the Walsh product with the NASA Team product through-
out the satellite era, 1979–2013, in the 1850 onward data set; i.e., sea ice concentrations are based on the
NASA Team algorithm from 1979 to 2017. Minor differences in winter Barents Sea ice extent, 1979–2013,
were found between the two sea ice products; a detrended correlation of 0.98, mean ± standard devia-
tion of 0.64 ±0.13 × 106 km2 and 0.60 ± 0.14 × 106 km2, and linear trends of −0.09 × 106 km2 per decade
and −0.10 × 106 km2 per decade, for the combined (Bootstrap/NASA Team) product and the NASA Team
product, respectively. The historical sea ice concentration is mid-monthly and given on a 0.25∘ latitude by
0.25∘ longitude grid, whereas the monthly satellite observations are on a 25 km by 25 km grid. The pre-satellite
data clearly contain larger uncertainties with respect to trends and variability; however, this uncertainty is not
quantified [Walsh et al., 2017]. As a simple measure of data uncertainty, we show in Figure 1d the fraction of
the winter Barents Sea ice concentration data which is based on observations, i.e., where the sea ice data is
not based on analogs or interpolation by Walsh et al. [2015] (100% means that the sea ice concentration in
each grid point is based on observations for all winter months). For a detailed description of the different data
sources see Walsh et al. [2015]. The extended data set is nevertheless valuable for putting the recent sea ice
loss into a longer historical perspective.

We consider winter (November–April; we note that results are not sensitive to the chosen definition of the
winter season) sea ice extent in the area 70–81∘N, 15–60∘E (red box in Figure 1a), following, e.g., Årthun et al.
[2012]. A large part of the historical observations are of the sea ice edge, making sea ice extent beneficial
compared to sea ice concentration or area. Sea ice extent is calculated as the cumulative area of all grid cells
where monthly mean sea ice concentration is larger than 15%. Linear trends are thereafter calculated over
10–100 year time periods, although we will mainly consider 30 year trends when discussing temporal changes
in the Barents Sea ice cover [cf., Serreze and Stroeve, 2015].
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Figure 2. Standard deviation of winter sea ice concentration (colors) and mean sea ice edge (15% sea ice concentration;
black contour line) in observations [Walsh et al., 2015] and preindustrial climate model control simulations. Note that
the data have not been detrended. The observed sea ice edge in 1979 and 2013 are also shown (white contours in the
first row).

To evaluate when the Barents Sea approaches ice-free conditions, we define (nearly) ice-free conditions as
10% of the pre-satellite (1850–1978) average winter sea ice extent (0.08 × 106 km2). This allows for a small
amount of sea ice to remain during parts of the winter, although the ocean is for all practical purposes ice free.

To assess the probability of the occurrence of observed trends as a result of internal variability, we ana-
lyze preindustrial control simulations (no external forcing) from four commonly used global climate models
available from the fifth phase of the Coupled Model Intercomparison Project (CMIP5) [Taylor et al., 2012];
NorESM1-M [Bentsen et al., 2013] (500 year simulation), GFDL CM3 [Griffies et al., 2011] (500 year simulation),
CESM [Kay et al., 2015] (1800 year simulation), and MPI-ESM-MR [Giorgetta et al., 2013] (1000 year simulation).
The combination of the four control runs, 3800 years in total, is sufficient to span a broad range of internal
variability [e.g., Kay et al., 2011; Li et al., 2017], and the full suite of CMIP5 control simulations is therefore not
included here. Keeping in mind that the simulations do not include external forcing, the location of the sim-
ulated mean sea ice edge in the Barents Sea is in fairly good agreement with observations in all the models
(Figure 2). Consistent with observations, the area of maximum variance in the models stretches toward the
northeast along the path of the warm Atlantic water [e.g., Årthun et al., 2012]. The magnitude of variability
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in the models is larger than that observed if we consider the time period since 1850, while it is in better
agreement with that observed during the satellite period. We note that our results are not sensitive to the
differences in grid size. A detailed model evaluation is not performed here, and the reader is referred to, e.g.,
Sandø et al. [2014a] (NorESM1), Griffies et al. [2011] (GFDL CM3), Jahn et al. [2016] (CESM), and Notz et al. [2013]
(MPI-ESM).

The same four climate models are also used to assess the future development of the Barents Sea ice cover.
The simulations considered here use historical forcing for the period 1850–2005 and Representative Con-
centration Pathway (RCP) [Moss et al., 2010] 8.5 forcing from 2006 to 2100. Instead of using a larger selection
of CMIP5 models, we mainly make use of the CESM-LE, from which 40 ensemble members are available for
the time period 1920 to 2100. These ensemble members all use the same Earth system model and the same
external forcing but have small atmospheric initialization differences. Consequently, the CESM-LE ensemble
spread is only generated by internal climate variability, unlike the CMIP5 multimodel spread that results also
from different model physics. CESM-LE simulates a realistic Arctic sea ice cover and has previously been used
to assessArctic summer sea ice loss [Swart et al., 2015; Barnhart et al., 2016; Jahnet al., 2016]. To assess scenario
uncertainty, we also make use of the CESM medium ensemble (ME) [Sanderson et al., 2015], which consists of
15 ensemble members forced with RCP4.5 from 2006 to 2080.

3. Observed Sea Ice Variability and Change 1850–2017

The Northern Hemisphere (NH) winter sea ice extent has linearly decreased by 1.8× 106 km2 since 1979, with
largest trends occurring in the Barents Sea (Figure 1a). Despite the Barents Sea’s relatively small area (roughly
4% of the NH’s ice covered area), it contributes to 24% of the observed NH winter sea ice loss. The winter
Barents Sea ice extent has decreased by 0.43 × 106 km2 since 1979 (Figure 1b). The sea ice loss is associated
with a northeastward retreating sea ice edge (Figure 2) and is particularly large in the northeastern Barents
Sea (Figure 1a). As a consequence, large parts of the Barents Sea have been ice free in recent winters. The
number of months with ice-free conditions has increased from less than one in the 1980s to six in 2016, and
November (the first winter month) has been ice free in five of the last 8 years (not shown).

During the most recent decade the Barents Sea ice extent has been less than half of the pre-satellite
(1850–1978) mean (Figure 1b). The two most recent winters have had an unprecedentedly small sea ice cover,
only 28–32% of the pre-satellite mean, or 40–45% of the satellite mean. Prior to the satellite era, the Barents
Sea ice cover shows large interannual variability, and less pronounced decadal to multidecadal variability. The
sea ice extent increases slightly from the 1850s to the 1900s, decreases gradually to the 1950s, increases to the
1970s, and displays a rapid decline since. Consistent with Vinje [2001] and Miles et al. [2014], there is no clear
signal of the 1930s early warming period. The long-term changes are reflected in successive 30 year trends
(Figure 1c). The 30 year trends are generally small until the 1980s–1990s, whereas the recent trends are large
and unprecedented, exceeding −0.13 × 106 km2 per decade during the last 30 years. We note that recent
20–40 year trends are also unprecedented.

4. Sea Ice Variability and Trends in Preindustrial Control Simulations

To assess the probability of the ongoing winter Barents Sea ice loss to occur as a result of internal variability,
we examine trends in preindustrial control simulations fromCESM, GFDLCM3,MPI-ESM-MR, andNorESM1-M.
The present observed trend is an uncommon feature in these models (Figure 3). The probability of a simu-
lated 30 year trend to be larger than or equal to the most recent observed 30 year trend is less than 0.1% in
MPI-ESM-MR, NorESM1-M, and CESM, and slightly higher (2%) in GFDL CM3 (Figure 3). We note that trends
are not scaled by the mean sea ice extent in the individual models, but that the results are consistent if we
consider a percentage trend. The observed sea ice extent in recent years is also an uncommon feature in the
control simulations; the observed sea ice extent in 2016 and 2017 is outside the range of variability in all the
preindustrial control simulations considered here (horizontal dashed lines in Figure 4a).

In three out of the four models, the simulated 30 year trends are generally less than half of the current observed
trend. The GFDL CM3 simulation has larger trends than the other models and has 30 year trends larger than
that observed ten times during the 500 year model run. Hence, according to these models, the chance of the
recent observed trend to occur is small in a simulated preindustrial climate. In contrast, the observed decadal
trends are less rare in the model simulations, e.g., the probability of a simulated 10 year trend to be larger
than or equal to the current observed 10 year trend is 6–25% in all models (not shown). Figure 3 furthermore
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Figure 3. The probability (%) of a winter Barents Sea ice extent trend with a specified length (10–100 years) and
magnitude to occur in preindustrial control simulations by (a) GFDL CM3, (b) MPI-ESM-MR, (c) CESM (c), and
(d) NorESM1-M. Red dots indicate the most recent observed 30 year trend, and corresponding bars show the 95%
confidence intervals. Note the different scales on the y-axes.

illustrates that the probability for large trends to occur increases for decreasing time intervals over which the
trend is calculated, i.e., the largest trends occur for the shortest time intervals.

5. Future Barents Sea Ice Cover

The rapidly shrinking winter Barents Sea ice cover may portend that the Barents Sea is going toward ice-free
conditions year round. As a simple estimate of when ice-free winter conditions may occur, we calculate linear
and quadratic trends over the most recent 30 year period (1988–2017; both being good fits for the recent
observed sea ice evolution) and then extrapolate the trends into the future. This method suggests ice-free
conditions in 2023 and 2036 for quadratic and linear trends, respectively. We note that these statistical pro-
jections are highly uncertain as they are only based on extrapolating the observed trend and assume that the
current sea ice extent trend prevails [e.g., Meier et al., 2007].

To further investigate the future fate of the Barents Sea ice cover in the presence of climate change, we mainly
employ the CESM-LE simulation, and also future climate change simulations (single realizations) from GFDL
CM3, MPI-ESM-MR, and NorESM1-M. The observed Barents Sea ice extent lies within the ensemble spread of
CESM-LE until the recent rapid sea ice loss (Figure 4a). This is consistent with Vinje [2001] and Shapiro et al.
[2003] who found that the sea ice decline during the 1990s was within the range of observed variability during
the last 150 years. However, recent winters fall well below the range of simulated variability in CESM-LE.
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Figure 4. Past, present, and future winter Barents Sea ice extent in the (a) CESM-LE and (b) CESM-ME (ensemble mean:
blue line; quartiles: red shading; ensemble spread: gray shading). In Figure 4a the future sea ice extent (2007–2100) is
also shown for GFDL CM3 (green), MPI-ESM-MR (yellow), and NorESM1-M (purple). Horizontal dashed lines illustrate the
minimum sea ice extent for the corresponding preindustrial control simulations. Observed sea ice variability is shown in
black, with the red dot highlighting the winter sea ice extent in 2017. The horizontal dotted black line in Figures 4a and
4b marks (nearly) ice-free conditions, defined as 10% of the 1850–1978 average winter sea ice extent.

All models show a gradually declining sea ice cover toward 2100, with shorter (interannual to decadal) time
periods of positive trends also present (Figure 4a). The latter is consistent with decadal-long hiatuses in Arctic
sea ice loss as a result of internal climate variability [e.g., Kay et al., 2011; Swart et al., 2015; Årthun et al., 2017].
Ice-free conditions are projected to occur for the first time in 2028 in GFDLCM3, 2061 inMPI-ESM-MR, and 2063
in NorESM1-M. For CESM-LE the range of dates when each ensemble member becomes ice free for the first
time is 2061–2088, with a median of 2075, meaning that internal variability leads to a prediction uncertainty of
28 years. Similar uncertainty was found in CESM-LE projections of Arctic summer sea ice [Jahn et al., 2016]. For
the ensemble mean, representing the externally forced contribution to future sea ice loss, ice-free conditions
occur in 2083. All models suggest that the Barents Sea may become ice free in periods, before recovering due
to short-term positive trends. At the end of the century, however, the long-term sea ice loss overrides the
periods of positive trends, and the Barents Sea thus remains ice free throughout the year (Figure 4a).

The CESM-LE simulation considers the strong forcing scenario RCP8.5, which assumes that emissions will
continue to rise throughout the 21st century [Moss et al., 2010]. The medium forcing scenario RCP4.5, which
assumes that emissions peak around 2040, also shows a gradually declining winter Barents Sea ice cover
(Figure 4b). However, ice-free winters do not occur in any of the CESM-ME ensemble members before the sim-
ulations end in 2080. This highlights that future emissions play an essential role in the further decline of the
Barents Sea winter sea ice cover.

6. Discussion and Conclusion

The Arctic summer sea ice extent has decreased dramatically during the last few decades [Kay et al., 2011;
Stroeve et al., 2012a; Overland and Wang, 2013]. However, recent Arctic sea ice changes are also evident in
winter [Cavalieri and Parkinson, 2012; Onarheim et al., 2014; Li et al., 2017], and are particularly pronounced in
the Barents Sea (Figure 1). Here we have used a new observational data set spanning the time period since
1850 and coupled climate model simulations to assess the uniqueness of the recent winter Barents Sea ice loss
and projections for the future. The present winter Barents Sea ice cover is less than a third of the pre-satellite
mean. We find that the ongoing Barents Sea ice loss is unprecedented in the historical record (Figure 1c) and
an uncommon feature in climate model control simulations (Figure 3). If the most recent 30 year trend persists,
simple extrapolation suggests that the Barents Sea might become ice free some time between 2023 and 2036.
For a high climate forcing scenario (RCP8.5) the CESM-LE shows ice-free conditions, for the first time, ranging
from 2061 to 2088, which is in line with results from MPI-ESM-MR (2061) and NorESM1-M (2063). GFDL CM3
shows ice-free conditions already in 2028, similar to estimates obtained by extrapolating the current observed
trend. In contrast, the Barents Sea does not become ice free in the RCP4.5 forced CESM-ME before the end of
the simulations in 2080.
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The large range in the projected timing of an ice-free Barents Sea (Figure 4) is due to a combination of internal
climate variability, model differences, and scenario uncertainty. The intermodel spread in the simulated future
Arctic sea ice cover (Figure 4a) [Stroeve et al., 2007; Kay et al., 2011; Stroeve et al., 2012b] might, for instance,
be related to differences in the complexity of the sea ice models. Stroeve et al. [2007] found that models includ-
ing more sophisticated sea ice processes were better able to capture the recent observed trend. Similarly,
Bathiany et al. [2016] argued that the MPI model loses sea ice too quickly in winter due to oversimplified sea
ice parametrization. Of the models used here, CESM and NorESM1-M incorporate the relatively sophisticated
sea ice model, CICE, but it is not possible to judge based on the results presented here whether these models
are more realistic than MPI-ESM-MR and GFDL CM3. Trying to assess which model projection is most reason-
able is further complicated by the fact that a realistic representation of the past and present sea ice changes
does not imply a correct representation of its future evolution [Notz, 2015].

A possible way of reducing the prediction uncertainty is by examining the CESM-LE for emerging constraints
that could indicate which trajectory is most reasonable based on the current sea ice state [e.g., Stroeve and
Notz, 2015; Notz, 2015]. We find, however, that the ensemble members in CESM-LE becoming ice free first are
not those with small sea ice extent or large sea ice trends at present (and vice versa; not shown), and that we
therefore cannot predict which ensemble member becomes ice free first based on the past and present sea
ice state. This is consistent with the analysis of the future evolution of theArctic summer sea ice extent by Jahn
et al. [2016], which show that common metrics of the past and present sea ice state were unable to reduce the
prediction uncertainty from internal variability. As the recent Barents Sea winter sea ice decline has largely
been driven by ocean heat transport changes [Årthun et al., 2012; Onarheim et al., 2015; Li et al., 2017], we also
examined the predictive skill in Atlantic heat transport (mean, trend, and correlation with sea ice extent) but
found no relation to the timing of ice-free conditions (not shown).

The large ensemble spread in CESM-LE projections of future winter sea ice extent indicates that internal vari-
ability has a strong influence on the timing of reaching an ice-free Barents Sea. An estimate of the relative
contributions of external forcing and internal variability on the most recent sea ice loss can be obtained by
comparing the ensemble meanCESM-LE 1988–2017 linear trend with the observed linear trend over the same
30 year time period [cf., Stroeve et al., 2007; Kay et al., 2011]. The averaging across ensemble members can-
cels out internal variability, and divided by the observed trend, it thus implies the response that results from
changes in external forcing. Assuming that the CESM-LE ensemble mean correctly represents the externally
forced trend, this calculation indicates that 72% of the recent 30 year trend is due to internal variability. The
important role of internal variability is in agreement with Li et al. [2017] who found that the observed trend in
Barents Sea ice cover during the satellite period has mainly been a result of enhanced ocean heat transport
associated with regional internal variability. In summary, internal variability is found to be important for the
observed present and modeled future winter sea ice loss in the Barents Sea (Figure 4a). However, modeled
internal variability alone cannot explain the recent observed sea ice loss (Figure 3).

Conclusions based on climate model simulations are only as reliable as the model’s ability to correctly simulate
the governing underlying processes. For the Barents Sea specifically, CMIP5 models generally underestimate
ocean heat transport into the Barents Sea and, hence, overestimate the sea ice extent [Li et al., 2017]. Consis-
tently, the models used here also show a slight overestimation, although a comparison with observations is
not straightforward as the preindustrial control runs do not include external forcing. Li et al. [2017] speculate
that these discrepancies are a result of underestimated internal variability in climate models. Consequently,
the calculated probability of the current rate of sea ice loss to occur as a result of internal variability (Figure 3)
could also be underestimated. The projected timing of ice-free conditions presented here is nevertheless in
general agreement with estimates based on downscaledA1B scenarios with a more realistic ocean heat trans-
port and mean sea ice extent [Smedsrud et al., 2013; Sandø et al., 2014b]. However, no detailed analysis of
future sea ice loss with respect to past and present trends was performed in these studies.

The recent trend toward lessArctic winter sea ice has predominantly occurred in the BarentsSea (Figure 1), and
the Barents Sea could be the first Arctic shelf sea to become ice free year round. With current emissions track-
ing the RCP8.5 scenario [Peters et al., 2013] the Barents Sea is moving toward ice-free conditions within this
century. However, reduced emissions could substantially delay this development (Figure 4). A better under-
standing of Arctic sea ice variability and trends on different time scales, and the role of internal variability, as
provided here, is therefore essential in order to predict future sea ice changes under anthropogenic warming.
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