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Abstract

Karst is a type of landscape formed by dissolution of soluble rocks such as carbonates.
Caves are common subsurface karst features and develop where water percolates
through the host rock and creates cave-passages through dissolution. With time
and burial, the cave-passages may collapse or �ll in with sediments, but drill bit-
drops indicating open cavities have been registered at large depths (up to 5 km).

This type of reservoir has the potential of containing substantial hydrocarbon accu-
mulations. The complexity of these carbonate paleokarst reservoirs makes it very dif-
�cult for interpreters to identify any clear characteristics in seismic sections. There-
fore, a thorough investigation is needed to establish a guideline to help interpreters
knowing what characteristics to look for and what they represent in terms of �real�
geology.

By performing seismic forward modelling of a paleokarst system, an understanding
of the seismic of these types of reservoirs can be achieved. The representation of a
paleokarst system can be obtained by building models from good paleokarst outcrops,
from modern active cave systems or by developing generic models. To account for
the range of heterogeneities common in paleokarst reservoirs, an implementation
of a suitable rock physics model to compute the elastic properties, is essential. A
sensitivity study of modelled seismic images with respect to various petrophysical
conditions is best obtained by using an e�ective and robust modelling approach.
A suitable option for such e�cient seismic modelling approach is a Point-Spread
Function based 2(3)D convolution method which is applied to the whole input model
at once and has more realistic illumination and resolution e�ects compared to the
standard 1D convolution method.

This study demonstrates a modelling work�ow relevant for seismic characterization
of paleokarst reservoirs. The input models used in this work consist of an outcrop-
based 2D model of a paleokarst structure located in the Franklin Mountains, Texas,
and a 3D reservoir model representing a modern cave system called the Setergrotta
cave, which is located near Mo i Rana, Norway.

The comparison between di�erent rock physics parameters added to the paleokarst
models indicated that the pore geometry has a major in�uence on the seismic veloc-
ity, especially in low-porosity cases. The seismic forward modelling approach proved
to be e�cient and convenient in terms of providing su�ciently realistic seismic im-
ages, and therefore providing a good approach for testing and comparing various
paleokarst reservoir conditions.
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Chapter 1

Introduction

1.1 Motivation

Carbonate paleokarst reservoirs are relatively common globally (e.g. Middle East,
USA, Southeast Asia), but have not been found on the Norwegian continental shelf
until recently (Elvebakk et al., 2003; Hunt et al., 2003; Sayago et al., 2012; Stem-
merik et al., 1999). Considerably large discoveries were made by Lundin Norway
AS at the Gotha and Alta prospects at Loppa High, in the Barents Sea. They
can potentially be the �rst producing oil-�elds from paleokarst reservoirs, on the
Norwegian continental shelf.

Carbonate rocks can be a�ected by karsti�cation, which means that rocks such as
limestone and dolomite dissolve after in�uence of aggressive carbon dioxide (CO2)-
saturated water and characteristic features such as caves, dolines (sinkholes) and
karst towers (�gure 1.1-1), can dominate the carbonate formation (Ford andWilliams,
2013). The term paleokarst is used for the karst features that no longer are con-
nected to any active karst processes (Loucks, 1999). These types of formations can
potentially contain a high amount of hydrocarbon deposits.

Meter-scale bit-drops have been registered at several kilometers depths, which indi-
cates cavities (Loucks, 1999). However, in most cases the caves have been subjected
to high overburden pressure due to burial and the cave ceiling has collapsed, and
the caves are �lled with collapse material. The potential of these types of reservoirs
is high, but they are very complex and di�cult to interpret. Because of the high
seismic velocity in carbonate rocks, compared to siliciclastic rocks, the horizontal
and vertical seismic resolution are low (Janson and Fomel, 2011). The complexity
of carbonate rocks is a result of the variety of the deposition processes with early
cementation and the subsequent alterations by dissolution and diagenesis.
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Figure 1.1-1: Several types of karst features that may occur in carbonate rocks
(Zeng et al., 2011a).

These factors of deposition and subsequent alterations will also a�ect the pores in
terms of shape and size. Compared with siliciclastic rocks, which mainly have one
pore type, carbonate rocks have a variety of di�erent pore types (Xu and Payne,
2009). The dissolution (karsti�cation) of carbonate rocks will a�ect the size of these
pores, which then may vary from small microcracks to large cave-features. Predicting
the spatial distribution of the di�erent porosity types is a key problem for reservoir
characterization aimed at forecasting production behaviour.

The variety in pore geometry and size will a�ect the seismic and petrophysical prop-
erties. In carbonate rock physics, the pore shape appears to be the most dominant
factor for controlling acoustic properties, such as P-wave velocity, where this can
change as much as 40% due to pore type for a given porosity (Xu and Payne, 2009).
Due to the heterogeneities in carbonate rocks, �nding a suitable rock physics model
can be challenging, especially for the karsti�ed carbonate features.

Another challenge is the interpretation of seismic data gathered from an area with
a complex geology such as paleokarst. One way of dealing with this challenge, is
to make realistic models of known examples of karst features and then do seismic
forward modelling to generate synthetic seismic. By comparing the model with the
synthetic seismic, seismic characteristics of the di�erent geological features can be
established. These characteristics from synthetic seismic data can then be compared
with real seismic data to try to �nd similarities. The model can then be modi�ed
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such that the synthetic seismic simulates the real seismic data (Kearey et al., 2013).

The process of making these synthetic seismic models, includes adding and varying
the model parameters in a systematic manner to look at what impact the changes
will have on the output seismic response. Variation of the petrophysical properties
(�uid-type and saturation, porosity, permeability, pore-type, mineralogy etc.) can
have a signi�cant impact on the seismic response.

1.2 Aim of study

Because of the high lateral and vertical heterogeneity in paleokarst reservoirs, cor-
relation between well-data will not determine production forecast as well as it does
for siliciclastic reservoirs. Therefore, the mapping of such complex structures is
mostly based on seismic data. The complexity will however make the interpretation
of the seismic data challenging. Today, there are very few guidelines for identifying
paleokarst structures in seismic data.

The aim of this study is to present a modelling work�ow for seismic characterization
of paleokarst reservoirs, which could potentially provide interpreters with a tool to
establish guidelines on how to recognize paleokarst structures in seismic data. Both
geo-models replicating realistic paleokarst reservoir features (in terms of structures
and petrophysical parameters), and a suitable set of rock physics models (speci�ed
for carbonates) are needed to get the right elastic properties in the models. The
elastic properties will then be used to perform a seismic forward modelling. The
present work will consist of investigating how the di�erent model parameters may
in�uence the seismic response, and how the seismic data will look for the speci�c
geological setting. The SeisRoX modelling software from the NORSAR Software
Suite 2018 will be used to perform the seismic forward modelling.

SeisRoX uses a simple but e�cient seismic modelling method. The modelling process
is based on Fast Fourier Transform and 2(3)D convolution between the geological
model and a point-spread function (PSF), which basically is a migration signature
of a point scatterer. The PSF is de�ned by its source-receiver pair con�gurations
and the background model (Lecomte, 2008). Such PSF-based modelling will allow
you to include more complete resolution and illumination e�ects than what the 1D
convolution approach would do.
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Chapter 2

Carbonates and Karst

2.1 Carbonates

Calcite (CaCO3), dolomite (CaMg(CO3)2) (CaCO3) and aragonite (CaCO3) are the
most common carbonate minerals. There are two types of carbonate sedimentary
rocks based on mineralogy, which are limestone and dolomite. Limestones consist
mainly of calcite, while dolomites consist mainly of dolomite minerals (Boggs, 2006).

Figure 2.1-1: Biochemical limestone with shell fragments (Fossen, 2008).
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2.2 Depositional environment

Carbonate sediments originate from both biological and chemical processes (Boggs,
2006). Organic carbonate production involves di�erent kinds of processes, such as
organisms extracting CaCO3 for skeletal growth and later when these organisms
die, the remains will be deposited as carbonate material (Boggs, 2006). Also, pro-
cesses involving reduction of the amount of CO2 in the water, such as photosynthetic
activities in the shallow parts, will lead to CaCO3 precipitation (Boggs, 2006). In-
organic processes where CaCO3 are precipitated directly from seawater can occur,
but this process is often assisted by organic processes (Boggs, 2006). Conditions like
high temperature, lower water pressure and decreasing salinity enhance the CaCO3

precipitation (Boggs, 2006).

The carbonate production is dependent on what kind of environment the sediments
are produced in. The production is high in warm, clear tropical waters, where the
carbonate producers thrive (Moore, 2001). Carbonate production is also possible
in cold waters. In these areas, organisms like molluscs, bryozoa, foraminifers and
barnacles support the carbonate production, but also through settling of pelagic
particles above the carbonate compensation depth (CCD) (Coe, 2003). The CCD
is the water depth (between 3500-5500 m) where the rate of dissolution of CaCO3

equals the supply of CaCO3 (Boggs, 2006).

Carbonate deposits initially exhibit a very wide range of porosity types in terms of
size and shape, which is closely linked to depositional facies (Lønøy, 2006). These de-
positional facies may vary due to di�erent depositional environment. Based on how
the carbonate production processes occur and where the sediments are deposited,
will in�uence texture, porosity, permeability and therefore also controls carbonate
reservoir potential (Wilson, 1975).

2.3 Diagenesis

Diagenesis is used as a term for post-depositional alterations of sediments. Broadly
speaking it involves compaction, dissolution and cementation. Diagenesis will cause
changes in porosity, mineralogy and chemical composition in carbonate sediments
(Lucia, 1992). Diagenesis will di�er depending on whether it occurs in a marine,
meteoric or subsurface regime (Boggs, 2006). The di�erent regimes are illustrated
in �gure 2.3-1.
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Figure 2.3-1: Di�erent diagenetic processes occurring in di�erent regimes (Moore,
2001).

The marine diagenetic regime is located near or on the surface of the sea�oor (Boggs,
2006). Dependent on the depositional environment of the sediments, circulating
water in the sediment pore system in this area is generally supersaturated with
carbonate minerals and enhancing cementation between carbonate grains, which
leads to a decrease in porosity (Moore, 2001). Bioturbation (which means reworking
of sediments by organisms) and modi�cation of carbonate shells are also diagenetic
processes associated with the marine regime (Boggs, 2006).

The meteoric diagenetic regime is located near-surface or at the surface and the
carbonate rocks that are in�uenced in this regime, originate from the marine regime
(Boggs, 2006). Meteoric water typically has a high concentration of dissolved CO2,
which will enhance the dissolution process of the carbonate rocks (Boggs, 2006).
There are also factors that can make the meteoric water supersaturated, which will
lead to precipitation of calcite cement, which may occur when both calcite and
aragonite are present in the meteoric water (Moore, 2001). This means that both
dissolution and cementation can occur in this diagenetic regime (Boggs, 2006).

The last diagenetic regime is the subsurface regime and occurs after the sediments
are buried. In this regime, temperatures and pressures increase, and pore �uids
change in composition (Boggs, 2006). The diagenetic processes that may dominate
here are chemical and physical compaction, cementation and dissolution, but the
exact processes that occur depend on the conditions of the burial environment, such
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as temperature, pore-�uid composition and pH (Boggs, 2006).

Since the carbonate sediments consist of soluble material, they are more easily af-
fected by some diagenetic processes compared to siliciclastic sediments, such as
reduction of porosity by cementation between grain contacts. This leads to a low
porosity of the carbonate rock. But because of the soluble nature of the carbon-
ate material, secondary porosity may occur by dissolution of carbonate material in
pore spaces and fractures. This e�ect will then again enhance the porosity and
permeability of the carbonate rock.

Considerably higher dissolution of the carbonate rock may lead to larger cavities
inside carbonate formations and may serve as good hydrocarbon reservoirs. The
features created by the heavier dissolution are called karst, which will be further
explained in section 2.5.

2.4 Porosity and pore types

Carbonate rocks have a complex texture, where grains have di�erent shapes and
sizes due to the in-situ deposition, which will lead to a complex mixture of di�erent
types of pores. Diagenetic alterations will a�ect the pores, but they will still vary
in terms of shape and size after diagenetic processes. The porosity can either be
of primary or secondary origin based on how the pore-space was developed (Moore,
2001). Primary porosity is the porosity determined at sediment deposition, while
secondary porosity is the porosity that develops a time after deposition (Moore,
2001).

Choquette and Pray (1970) developed a classi�cation system on carbonate porosities.
Their system was further developed by Lønøy (2006), which is largely used in the
description of pore types presented in this section. The di�erent porosity types are
illustrated in �gure 2.4-1.

Interparticle and intercrystalline porosities

Interparticle pores are spaces between particles, while intercrystalline pores are
spaces between crystals. These types of porosities are mainly primary porosities,
but porosities between crystals of secondary origin may occur (Lønøy, 2006).

Intraparticle and intracrystalline porosities

Intraparticle and intracrystalline porosities occurs within grains and crystals. These
pore types are characteristic for carbonate rocks and are not found in siliciclastic
rocks (Moore, 2001). This type of porosity could be developed by primary porosity,
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where primary intraparticle/ intracrystalline porosity is mainly from small chambers
inside carbonate material, or be developed through decay of organic material in
carbonate skeletons (Lønøy, 2006).

Moldic porosities

Moldic porosity is developed by selective, complete or partial dissolution and recrys-
tallization of carbonate constituent and is developed as a secondary porosity (Lønøy,
2006).

Vuggy porosities

Vuggy pores are large not-fabric selective pores (pores that have cut through cement
boundaries) and are usually developed by enlarging fabric selective pores (pores with
no connectivity) through dissolution, such as moldic pores (Lønøy, 2006).

Channel porosities

Channel porosities are of secondary origin and may be created by dissolution along
fractures.

Cavernous porosities

Cavernous porosities are much larger versions of channel and vuggy pores.

Framework and fenestral porosities

Framework porosity is of primary origin and is developed through the deposition of
frame-builders in reef environment such as corals, coralline algae or sponges (Moore,
2001). Fenestral porosities are related to larger openings than inter-grain openings
and are basically of secondary origin. They are created by decay of sediment-covered
algal mats and after accumulation of pockets of gas or water (Wang, 1997).

Fracture porosities

Because carbonate rocks are very brittle, they will fracture due to higher pressures
and fracture porosity occurs.
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Figure 2.4-1: Di�erent types of porosity that may occur in carbonate rocks (Moore,
2001).
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2.5 Karst

Karst is de�ned by Ford and Williams (2013) as �...a special style of landscape
containing caves and extensive underground water systems that is developed on
especially soluble rocks...� (p. 1). Soluble rocks such as carbonate rocks and evap-
orites can therefore develop karst features. In this thesis the focus will be on karst
development in carbonate rocks.

Figure 2.5-1: Exposed karsti�ed limestone showing cavities. Both karst develop-
ment along permeable beds (horizontal) and along fractures (vertical features) are
displayed in the photo (Setså, 2018).

Karst development occurs when carbonate rocks dissolve by the in�uence of ag-
gressive water. Continental karst development is in�uenced by water containing
dissolved carbon dioxide (CO2), where the CO2 originates from the released CO2

when organic matter decay in the soil (Ford andWilliams, 2013). The meteoric water
(rainwater) moves further down through the soil and into fractures or along faults in
the carbonate rock (Ford and Williams, 2013). This water will over time create cav-
ities along these fractures or faults that can result in extensive karst-networks that
cover large subsurface areas (Loucks, 1999). When a cave conduit has developed a
diameter of 5-11 mm, the water �owing through is able to transport sediment, and
the conduit is regarded as a true cave conduit (Loucks, 1999).

In marine coastal conditions, a subsurface mixing of marine and meteoric freshwater
will result in what are called "�ank margin caves" (Mylroie and Carew, 1990). The
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geometries of these caves is distinctly di�erent from network-type caves developed
by meteoric water.

Cave passages can be divided into several types based on their geometry and on
their development history. If the cave development occurs below or at the water
table, the dissolution will be the same in every direction inside the conduit and
the shape of the conduit is hydraulically controlled (Lauritzen and Lundberg, 2000).
This zone is called the phreatic zone and the conduits can be called phreatic tubes
or conduits.

If further cave development occurs above the water table, the dissolution will be uni-
directional (one direction) downwards and therefore controlled by gravity (Lauritzen
and Lundberg, 2000). This zone is called the vadose zone and canyon formations
are typical for this zone (Lauritzen and Lundberg, 2000). Both the phreatic and
vadose zones are illustrated in �gure 1.1-1 in chapter 1.

During the development of a cave passage, there are many factors to be aware
of, e.g. several changes in the water table position as well as the amount of cave
sediment deposits and distribution inside the cave passage. This causes a dynamic
development environment for the cave passages and will in�uence the shape of the
cave (�gure 2.5-2).

Figure 2.5-2: Illustration of how the di�erent cave passages may be formed due to
changes in the water table position and amount of cave sediment deposits inside the
cave passage (Gallay et al., 2016).

The karst development does not only a�ect the subsurface, but will also in�uence
the landscape at the surface. Common karst features in karst landscapes are dolines
(sinkhole), karst towers, karren, disappearing streams (vertical shafts) and upcoming
cave-springs (�gure 1.1-1 in chapter 1 shows some of these features).



Chapter 2. Carbonates and Karst 12

2.6 Paleokarst

Paleokarst is de�ned as karst that no longer is related to any active karst processes
(Loucks, 1999). When inactive karst features are buried, the overburden pressure
increases, which usually result in a collapsing of the cave. At what depth this
collapse occurs, depends on the ceiling span of a cave passage, and the strength and
thickness of the overlying strata (Ford and Williams, 2013; Loucks, 1999).

As the cave passage is subjected to the overburden pressure, a tension dome will
form above the cave passage (�gure 2.6-1) (Ford and Williams, 2013). The rocks
in this area are subjected to maximum tension and sagging of the overlying strata
occurs due to the overlying weight (Ford and Williams, 2013). When the tension
reaches a certain level, the ceiling and some of the cave walls collapse causing a relief
of stress. This will result in a breakout dome over the cave passage (see �gure 2.7-2
and �g 1.1-1) (Loucks, 1999).

Figure 2.6-1: The �gure shows the distribution of stress around a buried paleocave
and where the maximum tension and shear stress are located. It also shows how the
overlying strata develops a sag-feature over the cave passage due to the overlying
weight (Ford and Williams, 2013).

As the ceiling starts to collapse, the breakdown collapse material will accumulate
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at the bottom of the cave passage. The breakdown of the cave ceiling stops if
the collapse material completely clogs the cave passage (�gure 2.6-2a) (Ford and
Williams, 2013).

The collapse material will �ll up the entire cave passage because the volume of the
breakdown material will be larger than the volume of the pre-collapse formation
rock, unless there is a simultaneous removal mechanism of the breakdown material
at the bottom of the cave such as a subsurface stream (Ford and Williams, 2013).
If there is removal, the collapse process continues upwards, creating a breccia pipe.
The process continues until the subsurface stream stops transporting breakdown
material away from the cave-�oor or if the breccia pipe reaches the surface creating
a collapse doline (�gure 2.6-2b) (James and Choquette, 1988).

Figure 2.6-2: Initial elliptical cave-passage developing to be either (a) �lled with
collapse material which stops the collapse process, or (b) there is a removal of the
breakdown material which leads the collapse process to continue upwards until it
reaches the surface. Modi�ed from James and Choquette (1988).

The collapse of a deeply buried paleocave will lead to an increased area with fractures
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and crackle breccia surrounding the collapsed cave passage. A paleocave system
containing several cave passages, which are closely spaced, can develop fractures
caused by collapse and tectonic activities. These fractures may connect the di�erent
cave passages and cause high permeability between them (Loucks, 1999).

2.7 Cave-sediment and collapse material

As caves collapse, breakdown material will accumulate on the cave �oor and may
continue until the cave passage is completely �lled with collapse material. The break-
down materials inside the cave consist of chaotic distributed and oriented breccias
of di�erent sizes, cave-ceiling and cave-wall crackle breccias and a combination of
chaotic and crackle breccia called mosaic breccia (�gure 2.7-1) (Loucks, 1999).

Sediments transported by �owing water from outside the cave conduits, can be a
part of the facies inside a collapsed paleocave (White and White, 1969). Sediment
�lls may occur at any stage of cave facies, and can therefore be deposit at the bottom
of the cave, in between breccias and on top of the chaotic breccias, but restricted
to the pre-collapse cave area (Loucks, 1999). It is therefore di�cult to describe one
speci�c vertical sequence of collapse material and sediment �ll in a collapsed cave.

As paleocave passages are buried deeper, the cave passages are subjected to exten-
sive mechanical compaction which cause further collapse and the existing collapse
material and cave sediments are re-brecciated and packed more closely together
(�gure 2.7-2) (Loucks, 1999). Coarse interbreccia pores and cavities decrease with
burial-related mechanical compaction, while �ne interbreccia pores, fractures and
crackle breccia increase with deeper burial (Loucks, 1999). Intensive compaction
may in some cases cause pressure-solution between contacts, which lead to a poros-
ity reduction (Loucks, 1999).
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Figure 2.7-1: Classi�cation diagram of cave deposits and breccias and the rela-
tionship between three basic end members crackle breccia, chaotic breccia and cave
sediment. Crackle breccias are highly fractured rocks in cave ceilings and cave walls
and are a result of stress relief in surrounding strata. Chaotic breccias have been sub-
jected to extensive rotation and displacement and may consist of clasts from more
than one source. Cave sediments may vary in size and origin and can �ll passages
or interbreccia pores in the di�erent breccia types and form a matrix-rich breccia
(Loucks, 1999).
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Figure 2.7-2: An example of how an initial phreatic tube developed near-surface,
may evolve as it is subjected to burial processes leading to collapse of the cave passage.
Further burial leads to re-brecciation of the collapse material as it is subjected to
mechanical compaction due to the overburden pressure (Loucks, 1999).
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2.8 Paleokarst reservoirs

Paleokarst systems as petroleum reservoirs, are an important class within carbonate
related petroluem reservoirs and can contain a high amount of petroleum accumu-
lations. Paleokarst reservoirs may virtually occur in every carbonate reservoirs to
varying extents, and can be found all over the world, such as the giant (onshore)
Thamama �eld in the Middle East (Melville et al., 2004), the Tarim basin in China
(Zeng et al., 2011a), the Permian Yates �eld in west Texas (Loucks, 1999), and at
Loppa high in the Barents Sea (Sayago et al., 2012) to name a few.

The condition of paleokarst reservoirs may vary in terms of whether they are com-
pletely �lled with collapse material or exhibit large cavities. As paleocave passages
are subjected to burial processes, they will at some point collapse due to the over-
burden pressure. At what depth this collapse occurs, may vary over a broad depth
range and in some cases, cavities may occur at thousands of meters depths (Loucks,
1999).

One way of recognising such cavities at large depths, is by registered bit-drops during
drilling. Bit-drops of 7,5 meters between 1100 and 1280 meters depths (Madison
reservoirs of the Garland �eld in Wyoming), bit-drops of 5 meters at 2600 meters
depth (Fusselman section in Dollarhide �eld in west Texas) and a drop of drill string
at a depth of approximately 5800 meters (Silurian reservoir at Crittendon �eld in
west Texas) have been registered in di�erent paleokarst reservoirs (Loucks, 1999).
Hydrocarbon reservoirs located in shallower paleokarst systems are dominated by
cavernous, interbreccia and fracture porosity, while more deeply buried paleokarst
reservoirs mainly consist of crackle breccia and fracture porosity (Loucks, 1999).

The buried paleokarst systems have a complex development-history where many
stages from near-surface development, to stages of modi�cation and later burial,
collapse and compaction will produce complex reservoir conditions with a high de-
gree of spatial heterogeneity (Sayago et al., 2012). This spatial complexity, both on
a local (pore-type) level and regional level, make interpretation and quanti�cation
di�cult in hydrocarbon exploration (Loucks, 1999). Therefore, an understanding
of this type of reservoir is key to better predict reservoir potential and forecasting
reservoir behaviour (Sayago et al., 2012). This may be dependent on factors, such as
the degree of tight cemented zones and the connectivity (fracture-networks) between
paleokarst features exhibiting hydrocarbon accumulations.
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Chapter 3

Geophysical considerations and Rock

Physics modelling

3.1 Geophysics in paleokarst

The complexity of paleokarst reservoirs makes seismic imaging and interpretation a
challenging task. Therefore, a suitable rock physics model is crucial to get correct
seismic velocities when performing a seismic forward modelling. Not all rock physics
models are suitable for these types of heterogeneities, and the model should specif-
ically take rock physics properties for karsti�ed carbonate rocks into consideration.
Porosity may vary from small cracks to large cavities on small lateral and vertical
distances; the pores may have a large variation in shapes and there is usually no
consistent relationship between porosity and permeability (Ringrose and Bentley,
2015). These types of challenges are typical for carbonate rocks.

The seismic velocities in carbonates are very high (e.g., 6100 m/s in limestone host
rock (Zeng et al., 2011b)), but may vary due to properties such as pore shape, which
appears to be the most dominant factor in carbonate rock physics, where the pore-
type can cause a huge variation in P-wave velocity (Xu and Payne, 2009). The
high seismic velocity and seismic attenuation cause a poor seismic resolution and
for features in deep subsurface, where lower frequencies must be used because the
high frequencies will attenuate in short distances, the resolution is really poor.

Seismic is essentially imaging rapid variations (contrasts) of acoustic/elastic impedance,
which is described by the product of seismic velocity and density. The transition
from a layer with low velocity and density, e.g. shale, to a carbonate layer with a
considerably higher velocity and density, will be displayed as a high-amplitude event
in the seismic data, due to a high re�ection coe�cient. However, transitions between
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di�erent carbonate strata are relatively weak in seismic (Decker et al., 2015).

Paleocave reservoir features are usually represented by high amplitude contrasts
in the seismic data. These seismic contrasts representing the collapsed paleocave
features will not be coherent, but more chaotic and associated with faults (Zeng
et al., 2011b). Also, paleokarst features may enhance or destroy impedance contrasts
within a stratigraphic architecture (Janson and Fomel, 2011).

The elements mentioned above are typical for collapsed paleocaves, where high-
amplitude contrasts (bright spots) and faults represent the chaotic breccia and the
higher porosities inside the paleocaves. Sag-features are also detectable in the seismic
located above collapsed passages as explained in section 2.7 in chapter 2. As some
of the di�erent geophysical terms mentioned above may not be familiar to everyone,
they will be further explained in the next few sections.

Figure 3.1-1: A seismic section which includes paleokarst characteristics where
some interpretation have been done based on some of the seismic anomalies (Zeng
et al., 2011b).

3.2 Seismic velocities

Seismic velocity represents the velocity of a seismic wave (elastic wave) moving
through an elastic medium. In seismic, both compressional waves (P-waves) and
shear waves (S-waves) are considered, for that reason the velocities used are called
P-wave velocity and S-wave velocity. P-waves are waves that propagate through
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the elastic medium by compressional and dilational strains in the direction of prop-
agation (�gure 3.2-1a) (Kearey et al., 2013). S-waves are waves that propagate
through the elastic medium by pure shear strain perpendicular to the direction of
propagation (�gure 3.2-1b) (Kearey et al., 2013).

The compressional nature of a P-wave makes it capable of propagating through all
material, whereas for a S-wave only shear takes place, meaning it can only propagate
through solid material and therefore not through �uids. The velocity of a P-wave,
vp, is described by:

vp =

√
K + 4

3
µ

ρ
(3.1)

where K is the bulk modulus, µ is the shear modulus and ρ is the density. The
S-wave velocity, vs is described by:

vs =

√
µ

ρ
(3.2)

Figure 3.2-1: Elastic deformations and particle motions of (a) a compressional
body wave (P-wave) and (b) a shear body wave (S-wave) (Kearey et al., 2013).

From the equations above, one can assume that P-waves will always be faster than S-
waves when considering propagation through the same elastic medium. The density,
ρ, in both equations is described by:

ρ =
M

V
(3.3)
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where M is the mass of the rock and V is the volume of the rock.

3.3 Seismic re�ections

When a seismic wave hits an interface between two layers of di�erent physical prop-
erties, the energy of the seismic wave is partitioned into re�ected and transmitted
waves (�gure 3.3-1) (Kearey et al., 2013). The partition of seismic energy at an
interface is described by an impedance contrast. Since only normal incidence cases
will be considered in this study, the following description of the impedance contrast
(re�ectivity) will be constrained to only concern acoustic impedance (AI) contrasts,
described by P-wave velocities for normal incidence cases, though it is important to
have in mind the e�ect of non-zero incidence cases, where the S-wave velocity will
have an e�ect on the re�ectivity. The AI is de�ned as the product of density (ρ)
and seismic velocity (v) of the rock:

AI = ρv (3.4)

The higher the contrast in AI at an interface, the higher portion of the energy is
re�ected, and therefore less is being transmitted (Kearey et al., 2013). The seis-
mic re�ection coe�cient describes the amplitude of a re�ected wave that has been
partitioned at an interface. The re�ection coe�cient (R0) of a seismic wave, where
normal incidence is considered, is de�ned as:

R0 =
AI2 − AI1

AI2 + AI1

(3.5)

where AI1 is the acoustic impedance in layer 1 and AI2 is the acoustic impedance
in layer 2 (�gure 3.3-1). Since all the energy of an incident seismic wave is either
re�ected or transmitted at an interface, the sum of the amplitudes of a re�ected
and a transmitted wave equals the amplitude of the incident wave, and therefore
the transmission coe�cient (T ) can be described as:

T = 1−R0 =
2AI1

AI2 + AI1

(3.6)
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Figure 3.3-1: Incident ray energy partitioned into a re�ected and transmitted ray
at an interface of acoustic impedance contrast (Kearey et al., 2013).

3.4 Elastic moduli

Stress is a measure of the internal forces as an external force is applied on a material
(Kearey et al., 2013). It can be divided into components of normal and shear stresses.
The stress created by forces directed against each other, is called compressive stress,
and tensile stress when forces are directed away from each other (Kearey et al., 2013).
These are normal stresses and are called principal stresses which act along the three
orthogonal axes (principle axes). If the magnitude of each principal stresses is equal,
the stress is hydrostatic (Kearey et al., 2013). Shear stress occurs along all surfaces
when the principal stresses are unequal. Shear stress does not occur in �uids, since
�uids have no shear strength.

As the material is subjected to stress, a change of shape and/or size occurs (Kearey
et al., 2013). This type of deformation is called strain. Stress and strain are propor-
tional to each other up to a certain limit called the yielding point. The area up to the
yielding point acts in accordance with Hooke's law of linear elasticity. Beyond the
yielding point, the material acts in a plastic or ductile manner and the deformation
caused by the applied force, is permanent (Gelius and Johansen, 2012). The area
of linear elasticity represents very small deformations, such as deformation caused
by seismic waves. These elastic deformations are reversible and do not cause any
permanent damage to the material.

As seismic waves travel through a material, such in�nitesimal small deformations
occur along the path of the travelling wave. The bulk modulus or incompressibility
(K) represents the stress-strain ratio of a simple case of hydrostatic pressure applied
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on a material (�gure 3.4-1a), and is de�ned as (Kearey et al., 2013):

K =
volume stress P

volume strain ∆V
V

(3.7)

where P is the hydrostatic pressure applied and ∆V
V

represents the relative change
in volume. The shear modulus or rigidity (µ) represents the ratio of the shear stress
(τ) to the shear strain (tan θ) for a simple shear of a material (�gure 3.4-1b) (Gelius
and Johansen, 2012). The shear modulus acts for small deformation, and therefore
the deformation occurring is reversible. The shear modulus is de�ned as:

µ =
shear stress τ

shear strain tan θ
(3.8)

Figure 3.4-1: (a) illustrates the incompressibility/bulk modulus, K, while (b) illus-
trates th rigidity/shear modulus, µ (Kearey et al., 2013).

E�ective elastic medium theory

Rocks usually consist of several types of minerals with di�erent physical properties.
Since most of the computation of rock properties are based on assumptions of a
homogeneous isotropic medium, it is necessary to de�ne a representative volume of
a rock where the composition and structure are the same, and where this considered
volume represents the whole rock (Gelius and Johansen, 2012; Smith et al., 2003).
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For the approximation of e�ective elastic moduli, the geometrical distribution must
be considered. Figure 3.4-2 shows how layers of di�erent sti�ness will be a�ected
when they are vertically and horizontally layered (Gelius and Johansen, 2012).

Figure 3.4-2a shows an iso-stress case where the same stress is applied on all the
layers, but there is a di�erence in strain between the hard and soft layers. Figure
3.4-2b shows an iso-strain case where the load applied causes the same amount of
strain (Gelius and Johansen, 2012). The density is una�ected by the di�erence in
geometrical distribution.

For e�ective elastic moduli approximation of an iso-stress case, the Reuss model com-
putes the softest mixing model obtained from two materials (Gelius and Johansen,
2012), and is de�ned as:

MReuss =

[ n∑
i=1

Vi
Mi

]−1

, (3.9)

where Vi is the volume fraction of each constituent and Mi is the elastic moduli of
the di�erent components. The Voigt model represents the sti�est mixing model and
is used for an iso-strain case:

MV oigt =

[ n∑
i=1

ViMi

]
. (3.10)

When the stress and strain conditions of a medium are not known, an average of
the Voigt sti� upper bound and Reuss soft lower bound is estimated (Smith et al.,
2003). This average is called the Hill average and is an estimation of the elastic
moduli for more complex cases; it is de�ned as:

MHill =

[
MV oigt + MReuss

2

]
. (3.11)
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Figure 3.4-2: (a) Horizontal layering of sti� and soft materials cause an iso-stress
case (Reuss model). (b) Vertical layering cause an iso-strain case (Voigt). Inspired
by Gelius and Johansen (2012).

3.5 Rock physics models

A porous rock consists of various constituents with di�erent physical properties
(Gelius and Johansen, 2012). These constituents will therefore give di�erent elastic
responses due to an applied stress loading (Gelius and Johansen, 2012). By using
theoretical models, e�ective elastic properties may be obtained from the e�ective
physical properties of a porous rock. These models are called rock physics models
and consider physical properties such as bulk and shear modulus, density, porosity,
pore shape and �uid saturation. The bulk, shear and density of each mineral, the
fractions of the di�erent minerals and how these are mixed, must be considered
when performing a rock physics modelling. These considerations also applies for the
di�erent �uids occupying the pore space in the model.

There exist many di�erent types of rock physics models, each having bene�ts and



Chapter 3. Geophysical considerations and Rock Physics modelling 26

limitations (Avseth et al., 2010). Therefore, it is essential to choose the most appro-
priate model for a speci�c case, which then will give the best representative e�ective
elastic properties of a reservoir. This is also important in terms of obtaining the
most realistic seismic when performing a seismic forward modelling.

As mentioned earlier, pore shape plays a signi�cant role in carbonate rock physics.
Sayers (2008) elaborates that this applies for saturated carbonate rocks, while min-
eral composition is the dominant factor controlling elastic properties for dry rocks.
The connectivity between the pores (especially �at compliant pores) will also in�u-
ence the elastic properties of a rock due to pore �uid �ow (Agersborg et al., 2008).
A general principle is that the elastic properties, and therefore the seismic velocity
of a rock, decrease with increasing porosity.

Figure 3.5-1: The various parameter domains connected by rock physics modelling
and seismic forward modelling. Adapted from Bredesen (2012).

The Gassmann model for �uid substitution

The Gassmann-model is commonly used to calculate the e�ect of �uid substitution
on seismic properties for a porous rock (Gelius and Johansen, 2012; Wang, 2001).
The Gassmann equation calculates the elastic moduli for a porous rock using the
frame properties, where the e�ective bulk modulus of a saturated rock, Ksat is given
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by (Gassmann, 1951; Smith et al., 2003; Wang, 2001):

Ksat = Kdry +

(
1− Kdry

Kmatrix

)2

φ
Kfluid

+ 1−φ
Kmatrix

− Kdry

K2
matrix

, (3.12)

where Kdry, Kmatrix and Kfluid are the e�ective bulk moduli of the dry rock, the
matrix and the �uid respectively, whereas φ describes the porosity of the rock. Equa-
tion 3.12 can also be rearranged and used to calculate the e�ective bulk moduli of
the dry rock:

Kdry =

Ksat

(
φKmatrix

Kfluid
+ 1− φ

)
−Kmatrix

φKmatrix

Kfluid
+ Ksat

Kmatrix
− 1− φ

. (3.13)

Since the shear modulus of a rock is not a�ected by �uid saturation, the e�ective
shear moduli of the saturated and dry rock, are the same (Wang, 2001):

µsat = µdry, (3.14)

where µsat is the e�ective shear modulus of a saturated rock, while µdry represents
the e�ective shear modulus of a dry rock. If there are more than one �uid occupying
the pore space, the e�ective bulk modulus representing the �uid content, Kfluid, is
given by Wood's equation for N di�erent �uids (Gelius and Johansen, 2012):

1

Kfluid

=
N∑
i=1

Si
Ki

, (3.15)

where Si and Ki represent the saturation and bulk modulus respectively, for each
constituent i. The e�ective shear modulus of a �uid equals zero. The last parameter
needed to be able to calculate the seismic velocities of a saturated rock, is the density.
The density of a saturated rock, ρsat, is de�ned by the simple equation (Wang, 2001):

ρsat = ρdry + φρfluid, (3.16)

where ρdry and ρfluid represent the dry rock density and �uid density respectively.
Since ρdry = (1− φ)ρmatrix, equation 3.16 may also be expressed as:

ρsat = (1− φ)ρmatrix + φρfluid, (3.17)
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where ρmatrix represents the density of the matrix. By using the parameters calcu-
lated above, P-wave and S-wave velocities can be calculated for the saturated rock
using equation 3.1 and 3.2 shown in section 3.2.

Gassmann assumptions

The Gassmann-model is based on a set of assumptions, which are (Adam et al., 2006;
Chopra and Castagna, 2014):

1. The rock is homogeneous and isotropic.

2. The pore �uid is homogeneous.

3. The system is closed, which means that there is no �uid �ow in or out of the
system.

4. All pores, within the system, are connected and fully saturated, and the �uid
can move freely.

5. There is no interaction between the solid rock and the pore �uid.

6. Enough time for the pore pressure to equilibrate throughout the interconnected
pore space when the medium is being deformed.

Gassmann in carbonates

Due to the complex pore system of carbonate rocks, many authors question the
validity of Gassmann �uid substitution for carbonate rocks, while others believe that
experimental procedures must be carefully adapted to heterogeneities of carbonate
rocks for the Gassmann theory to be applicable (Rasolofosaon et al., 2008; Xu and
Payne, 2009).

The Gassmann assumptions do not account for or approve of many of the inherent
factors of carbonates such as di�erence in pore shape, heterogeneities, and also
the potential chemical reaction between the carbonate mineralogical constituents
and the pore �uid, which is an essential consideration due to the soluble nature of
carbonate rocks (Vanorio et al., 2008).

Since the seismic properties of carbonate rocks depend on the di�erent pore shapes,
they are an important consideration. Unconnected pores and cavities of di�erent
sizes are common in carbonate rocks, especially in karsti�ed formations, and do not
satisfy the Gassmann assumptions. These pores may cause higher seismic velocities
contra if the pores were connected (Agersborg et al., 2008).
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Further the Gassmann theory assumes that the shear modulus of a saturated rock
equals the shear modulus of a dry rock. This assumption seems to be inaccurate for
carbonates according to studies which report shear strengthening or weakening due
to pore �uid interaction with the rock matrix (Adam et al., 2006; Agersborg et al.,
2008).

Di�erential e�ective medium (DEM)

Since the Gassmann model does not take pore geometry into account, it could be
more suitable to use an inclusion based model which considers a rock volume to
contain pores as inclusions. The inclusions are uniformly distributed and randomly
oriented, where each inclusion represents a pore in the rock (Gelius and Johansen,
2012). The inclusion based model considers each pore to be a scatterer of seismic
wave energy (Gelius and Johansen, 2012). The scattered waves occur due to di�er-
ences in strain between the inclusion and the surrounding material.

Di�erential e�ective medium (DEM) is an example of a such scattering-model. DEM
is based on gradually implementing pore geometries of di�erent sizes and shapes
into a rock volume. After implementing the �rst set of pores, it uses Kuster-Toksöz
model to calculate the e�ective elastic properties of the rock volume. Next step is to
implement a second set of pores to the rock volume, which already includes the �rst
set of pores. Again, the e�ective elastic properties are calculated for the rock volume
with the new set of pores. This procedure continues until the desired porosity is
achieved (Gelius and Johansen, 2012). The e�ective bulk and shear moduli for a
rock volume where the inclusions contain �uids, the DEM-modelling are calculated
by a set of di�erential equations (Berryman, 1992; Mavko et al., 2009):

(1− φ)
d

dφ
[KDEM(φ)] = (Kfluid −KDEM(φ))P ∗, (3.18)

(1− φ)
d

dφ
[µDEM(φ)] = −µDEM(φ)Q∗, (3.19)

where φ represents the porosity, KDEM and µDEM represent the e�ective bulk and
shear moduli at a given porosity, respectively, Kfluid is the bulk modulus of the
�uid, and P ∗ and Q∗ represent components that take the geometrical factors of the
inclusions into account (Mavko et al., 2009).

DEM-modelling takes pore geometry into account by adding inclusions with di�erent
aspect ratio. The aspect ratio, which is the ratio between the minor and major axis
of an ellipsoid, decides if the inclusion is a spherical or �at ellipsoid (Gelius and
Johansen, 2012). A high aspect ratio gives a spherical pore, while a low aspect
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ratio gives a �at disc-like pore. All the di�erent inclusions with various aspect
ratios within the material are de�ned as the aspect ratio concentration (Gelius and
Johansen, 2012).

Figure 3.5-2: The schematics of the Di�erential e�ective medium (DEM) theory,
where (a) shows the �rst step of adding inclusions to the host matrix before calcu-
lating the e�ective elastic properties of the new matrix volume, including the initial
host matrix and the newly added inclusions. (b) and (c) show further steps of the
modelling method until the desired porosity is achieved. This �gure shows three steps
of the modelling method, though it could be a lot more depending on the amount of
porosity requested. Modi�ed from Gelius and Johansen (2012).

An important consideration in rock physics modelling, is the pore-to-pore interac-
tion in terms of the scattering interference between inclusion and the local �uid
�ow between pores. By using higher order scattering terms, the earlier embedded
pores in�uence the later embedded pores (Gelius and Johansen, 2012). The DEM-
modelling accounts for the local �uid �ow by implementing larger and larger pore
volumes for each stage (Gelius and Johansen, 2012).

The DEM-method is asymmetric meaning it considers a volume of solid matrix to be
a solid until there is a 100% porosity, which means the volume only contains �uids
(Mavko et al., 2009). This means the solid is connected until 100 percent porosity.
This does not realistic for reservoir rocks. A way of dealing with this problem, is
to introduce a critical porosity, φc, which is much lower than 100%. The critical
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porosity then replaces the end member which is pure �uid, to be more applicable
for reservoir rock scenarios (Mavko et al., 2009).

Contact cement theory (CCT)

Cementation of grains may occur before or after deposition and will in�uence the
elastic properties of the rock. The cement may occur either inside pores as pore-
�lling material or as a part of the matrix, where cement occurs at contacts (Gelius
and Johansen, 2012). The contact cement theory (CCT) is a method developed to
take the cement into consideration by computing the a�ect of the elastic properties
of the cement, its volume fraction and the critical porosity, and what in�uence these
factors have on the e�ective elastic moduli of the total cemented granular volume
(Gelius and Johansen, 2012).

Cementation between contacts cause a small porosity-decrease, while the sti�ness
of the granular composite will be subjected to a huge increase (Dvorkin and Nur,
1996). Even very small amounts of cement will signi�cantly increase the elastic
properties of the composite. This explains why sometimes high-porosity rocks may
have a much higher seismic velocity than expected (Dvorkin and Nur, 1996).

Hashin-Shtrikman bounds

To be able to compute the e�ective elastic moduli of a material containing a solid
matrix and pores, it is important to know the volume fractions, the elastic moduli
and geometric details of the di�erent phases and how they relate to each other
(Mavko et al., 2009). If only the volume fractions and the elastic moduli of each
constituents are known, an estimation of the value between an upper and a lower
bound are the best way of computing the e�ective elastic moduli of the total medium
(�gure 3.5-3). The exact value can be acquired by including the geometrical details
of the pores.

The upper and lower bounds for the range of possible solutions of the e�ective elastic
moduli are decided by the sti�ness of the pores, where sti� pores give a higher value
while soft pores give a lower value. The sti�ness is usually decided by the shape of
the pores (Mavko et al., 2009). The narrowest possible range of solutions, where the
geometrical details remain unknown, is called the Hashin-Shtrikman bounds. The
Hashin-Shtrikman bounds depend on an isotropic linear elastic composite, and for
two constituents the bounds are de�ned as (Mavko et al., 2009):

KHS± = K1 +
f2

(K2 −K1)−1 + f1(K1 +
4
3
µ1)−1

, (3.20)
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µHS± = µ1 +
f2

(µ2 − µ1)−1 + 2f1(K1+2µ1)

[5µ1(K1+ 4
3
µ1)]

, (3.21)

where K1 and K2 for the bulk moduli of di�erent phases, µ1 and µ2 are the shear
moduli of di�erent phases, and f1 and f2 are the volume fractions of di�erent phases.
When the sti�est material is termed 1, the expression provides the upper bound,
while it provides the lower bound when the softest material is termed 1 (Mavko
et al., 2009). The equations assume that when the bulk modulus of a constituent is
the largest, the shear modulus is also the largest for the same constituent (Mavko
et al., 2009).

Figure 3.5-3: A diagram illustrating the upper and lower bounds of the elastic bulk
(left) and shear (right) moduli (Mavko et al., 2009).
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The Kite-model

Avseth et al. (2014) present a hybrid rock physics model which takes depositional and
burial history into consideration. The model is called the Kite-model and consists
of three main steps describing the elastic properties for di�erent amount of porosity
present in the material. For a low-porosity case, the inclusion-based DEM-model is
used to account for di�erent pore geometries. For a high-porosity case (larger than
20%), the CCT-model is preferred. To calculate the elastic properties between these
two end-members, the Kite-model uses Hashin-Shtrikman upper bound (HSUB).
The basic concept of this model is illustrated in �gure 3.5-4.

Figure 3.5-4: Schematics illustrating the Kite-model, where a combination of dif-
ferential e�ective medium-theory (DEM), contact cement theory (CCT) and Hashin
Shtrikman upper bound (HSUB) are used to calculate the elastic properties of di�er-
ent amount of porosity (Avseth et al., 2014).

The pore geometry is an important consideration especially for low-porosity cases,
and that is why an inclusion based model such as DEM is chosen for the low-porosity
part. From �gure 3.5-4 it is possible to see how large e�ect the pore geometry has on
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the elastic properties. Where the porosity is very low and most of the inclusion may
be isolated, the DEM could be used to estimate the pore �uid e�ects. Otherwise for
low-porosity but connected pores, the dry rock properties are calculated by DEM,
and used as input for the Gassmann model (Avseth et al., 2014). Also, for higher
porosity cases, the Kite-model uses Gassmann-model to study the pore �uid e�ects.

The cement contact theory (CCT), used to calculate the elastic properties in the
high-porosity zone, is described as (Avseth et al., 2014):

KCCT =
n[1− φCCT/(1− SC)]

6
MCSn, (3.22)

µCCT =
1

5
KCCT +

3n[1− φCCT/(1− SC)]

20
µCSτ , (3.23)

where n is the coordination number, which is the number of contact points per grain,
MC and µC are the P-wave bulk and shear modulus of the cement, respectively, SC is
the fraction of the cemented porosity of the unconsolidated medium, and Sn and Sτ
are normal and shear sti�ness at the grain contacts, describing the relation between
the grains and the cement (Avseth et al., 2014). In the equation, φCCT describes
the porosity value at the maximum porosity point (Avseth et al., 2014). The shear
modulus calculated by the CCT is usually to high due to slip and/or torsion, and
therefore a shear relaxation factor, between zero and one, is multiplied to the shear
sti�ness (Avseth et al., 2014).

The HSUB is used to calculate the elastic properties between properties calculated
by the DEM- and the CCT-modelling methods. The sti� components represent the
cement properties in this case, and that is why the upper bound of the Hashin-
Shtrikman equation is used (Eq. 3.20 and 3.21).

The Kite-model presents a modelling method that account for complex geology and
the e�ects of di�erent elements such as porosity, pore aspect ratio of a low-porosity
case, cement between grains in a high-porosity case, and saturation. This approach
may be useful for estimating elastic properties in carbonate reservoirs (Avseth et al.,
2014).

Limitations of rock physics models

The rock physics models are based on assumptions and therefore have signi�cant
limitations (Wang, 1997). The more advanced and complicated models that tries to
explain the rocks more accurately, are usually too di�cult to understand and too
complicated to use (Wang, 1997). Therefore, the models often use simpli�cations to
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be applicable and easily understood, but simpli�cations cause inaccurate assump-
tions, which is important to have in mind. The main object with the rock physics
modelling are to make an adequate model that describe the rock conditions as good
as possible. It is useful to know the range of applicability for the di�erent models,
and therefore not expand beyond these theoretical boundaries, due to the possibility
of generating erroneous results (Wang, 2001).
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Chapter 4

Seismic Modelling

Seismic modelling is a tool to get a better understanding of the elastic wave prop-
agation in the subsurface (Lecomte et al., 2016). Modelling may help interpreters
to validate complex geological structures by comparing the seismic obtained from
geological models, with real seismic data. To get the ideal simulation of seismic
data concerning a speci�c geological feature, seismograms based on a conceptual
representation of a survey should be generated, where a full-wave�eld modelling ap-
proach, such as the �nite-di�erence method, should be considered (Lecomte et al.,
2015). Using a full-wave�eld approach is important when considering a comprehen-
sive complex structure and when the study demands an accurate result. For such
studies, the available computer power must be adequately large.

Where more e�cient methods are required, ray-based approaches are more suitable.
There exit several alternatives of ray based modelling methods, but in this study a
modelling approach based on convolution theory, will by considered. 1D convolution
is a popular and e�cient modelling method due to its simplicity (Lecomte et al.,
2015). When the geology is more complex than horizontally �at layers and lateral
variations are expected, in terms of structures and velocity, the validity of the 1D
convolution method is however restricted and does not represent realistic seismic
(Lecomte et al., 2015, 2016).

A way of keeping the e�ciency that comes with a ray-based approach and still be
able to take more complex geological structures with lateral variations into account,
is to use a 2(3)D convolution approach, which simulates prestack depth migrated
(PSDM)-images (Lecomte, 2008; Lecomte et al., 2016). Since the modelling in this
thesis includes complex geological structures, and since the work consists of vary-
ing petrophysical parameters to look at di�erent seismic responses, the modelling
method requires e�ciency with su�cient results. That is why the 2(3)D convolu-
tion approach will be suitable for this task. Further explanation about the 2(3)D
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convolution method and methods used for similar tasks will be presented in a later
section of this chapter, but �rst there will be a review of some of the theory behind
the selected seismic modelling method.

4.1 Seismic rays and raypath

Seismic rays represent the direction of a propagating seismic wave. Rays are per-
pendicular to the wavefront of the seismic wave in a isotropic homogeneous medium
(Kearey et al., 2013). A ray-based modelling method considers the ray path of the
travelling wave instead of the whole wave�eld. As rays are travelling through a
layered medium, the direction and energy of these rays may change due to di�erent
physical properties of the layers.

Snell's law is used to describe the change of direction of the re�ected and refracted
seismic wave when dealing with a non-zero incident angle (θi) (�gure 4.1-1). A
refracted wave is a transmitted wave that has changed direction and strength due
to a di�erent physical environment. When considering non-zero incident angles,
the waves may also be converted at the interface (P-wave converted to S-wave for
instance). The complex Zoeppritz's equations describe how the seismic energy is
distributed based on the incident angle (Kearey et al., 2013).

Figure 4.1-1: An incident P-wave with a non-zero angle will be partitioned into a
re�ected P- and S-wave, and into a refracted P- and S-wave, at an interface where
there exists a contrast in elastic properties (Kearey et al., 2013).
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The slowness vector is perpendicular to the wavefront, and in an isotropic case the
ray path will be parallel to the slowness vector (Claerbout, 1985; Lecomte, 2008).
The slowness vector has a magnitude inverse to the velocity, and is de�ned as the
�rst spatial derivatives (dx, dz) of the traveltime, t (Claerbout, 1985):

slowness vector =
( dt
dx
,
dt

dz

)
. (4.1)

The slowness vectors can be used to describe the illumination vector at a given
point in the subsurface (Lecomte, 2008). The illumination vector may help describe
which features that will be illuminated (visible) in synthetic seismic and which will
be invisible. The illumination vector will be further described in a later section
where a description of the modelling method will be given.

The lack of illumination is an important consideration for seismic modelling methods.
By considering this, one can better plan a seismic survey for a complex target.
Another important consideration is how much details are possible to determine with
seismic acquisition and imaging. The geology represents a perfect resolution, but by
imaging the geology with seismic, this perfect resolution will be distorted.
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4.2 Seismic resolution

Seismic resolution decides the degree of details that will be included in a seismic
image of the subsurface. Interpreters would want as high resolution as possible to
be able to distinguish between �ner geological details in the seismic data (Herron,
2011).

The seismic resolution is determined by the dominant wavelength of a seismic re�ec-
tion, which is given by the seismic velocity of the sedimentary strata and the dom-
inant frequency of the seismic signal. Since the seismic velocity usually increases
with depth and because higher frequencies get attenuated with large depths, both
the vertical and the lateral resolution get poorer with increasing depths (Kearey
et al., 2013).

Lateral resolution is de�ned by the Fresnel zone (�gure 4.2-1). For a ray with
in�nite frequencies, the re�ected energy will originate from one point at the re�ector.
This is not realistic for seismic signals, which have band-limited frequency content.
Considering frequencies with a band limit, the energy from a wavefront will not be
re�ected as one point, but as a zone around the point. This zone is called the Fresnel
zone and determines the lateral seismic resolution (Gelius and Johansen, 2012). For
a plane re�ector and zero-o�set case, the radius of the Fresnel zone, Rf , is given by
(Gelius and Johansen, 2012):

Rf =

√
zλ

2
, (4.2)

where λ is the wavelength and z is the depth. This equation can also be represented
by using the velocity (v) and the dominant frequency (fdom) since λ = v

f
:

Rf =

√
zv

2fdom
. (4.3)

The Fresnel zone describes the lateral resolution of un-migrated seismic data (Herron,
2011). Migration collapses this Fresnel zone which leads to an improved lateral
resolution (Simm and Bacon, 2014). The seismic modelling approach in this thesis,
simulates the results of a PSDM (migrated seismic), which means that the lateral
resolution mentioned later on, is referred to the collapsed Fresnel zone illustrated in
�gure 4.2-2.



Chapter 4. Seismic Modelling 40

Figure 4.2-1: Energy within the Fresnel zone is re�ected back to the surface, repre-
senting the target re�ector right beneath the source. Features smaller than this zone
will not be detected in the seismic data (Kearey et al., 2013).

Figure 4.2-2: The �gure describes the lateral resolution in terms of a Fresnel zone
before and after migration. Migration collapses the Fresnel zone to a circle (ideally)
with radius λ

4
(for 3D migration, see green circle). This enhancement of lateral

resolution will only occur in the direction of the 2D line, when a 2D migration case
is considered. Modi�ed from Simm and Bacon (2014).
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Vertical resolution decides if closely spaced re�ectors will be detected in the seis-
mic data (Kearey et al., 2013). The maximum resolution or the minimum thickness
(tuning thickness) that may be detected is determined by the wavelength of the
pulse, and is given as a rule of thumb as a quarter of a wavelength, λ

4
(Herron, 2011).

This is not �xed, which means that the resolution may be smaller or larger than λ
4
.

The essence of seismic modelling, is to reproduce the imaging e�ects that come
with seismic. The seismic modelling method used in this thesis, is a 3D convolution
approach where a point-spread function (PSF) is convolved with an input re�ectivity
model, which will result in a "blurred" representation of this input model (Lecomte
et al., 2015). The PSF may be seen as a 2(3)D representation of a wavelet.

4.3 Convolution theory

Convolution describes an alteration of the shape of an input signal due to an applied
�lter. In seismic modelling, the convolution is between an input source wavelet and a
re�ection coe�cient series (Kearey et al., 2013; Simm and Bacon, 2014). The re�ec-
tion coe�cients are determined by contrasts in elastic properties at boundaries in a
geological section (section 3.3). The mathematical operation describing convolution
is given by:

y(t) = g(t) ? f(t), (4.4)

where y(t) is the �ltered output, g(t) is input signal and f(t) describes the �lter.
Figure 4.3-1 illustrates a simple convolution based on Eq.4.4, while �gure 4.3-2
illustrates a 1D convolution between a re�ectivity series and corresponding wavelets
describing the di�erent re�ection coe�cients.

Figure 4.3-1: Simple illustration of an input signal convolved with a �lter which
results in an output signal (Kearey et al., 2013).
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Figure 4.3-2: The illustration describes a 1D convolution modelling. The re�ec-
tion coe�cients are retrieved from an acoustic impedance log representing geological
boundaries, and by convolving an input pulse with a re�ectivity function, a seismic
trace is obtained (Kearey et al., 2013).

The 1D convolution approach is also applied to more advanced re�ectivity models
with lateral variations, instead of just a vertical re�ectivity series, though this would
result in an unrealistic synthetic seismic, where the lateral resolution e�ects will not
be accounted for.
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4.4 The Fourier transform (FT)

The Fourier transform (FT) takes a signal de�ned in the time domain, and trans-
forms it to the frequency domain. Convolution in the time domain is equivalent
with multiplication in the frequency domain, which is an advantage considering that
multiplication is a much simpler calculation.

A signal in the time domain represented as the sum of sine or cosine waves with
various amplitudes, is decomposed into the frequency domain and represented as
amplitude and phase spectra describing the signal (Kearey et al., 2013). The Fourier
transform is described by:

g(t) = FT (G(f)), (4.5)

where g(t) represents the signal in time domain and G(f) in frequency domain,
making g(t) and G(f) a Fourier pair (Kearey et al., 2013). Example of such Fourier
pairs are displayed in �gure 4.4-1. The G(f) is a complex function including the
amplitude (A) and phase (φ) spectra:

G(f) = A(f)eiφ(f). (4.6)

For digitized signals, a Fourier transform may be conducted using an algorithm
called a Fast Fourier transform (FFT) which is implemented into di�erent computer
programs (Kearey et al., 2013). This makes the Fourier transform fairly simple to
use.

A signal in the time domain may be described by a time period, the time it takes the
signal to reach its starting position again, while a signal in the space domain may
be described by the wavelength, the distance of which the signal travels over over
a given time period (�gure 4.4-2) (Gelius and Johansen, 2012). The link between
these domains, is the velocity. FT may be performed in both time and space domain.
The FT of a time signal will give the amplitudes and phases plotted with di�erent
frequencies, while the FT of a signal in the space domain will give amplitudes and
phases plotted with di�erent wavenumbers, k, also called spatial frequencies (Kearey
et al., 2013).

The wavenumber of an image point, scattering wavenumber, describes the illumina-
tion and the resolution of the image point (Gjøystdal et al., 2002; Lecomte, 2008).
By performing an inverse FT back to the space domain, will give a representation
of a plane wavefront perpendicular to the scattering wavenumber vector (Lecomte,
2008). A good coverage in the wavenumber domain, described by a long illumination
vector and a long frequency band, will result in a sharp representation of the plane
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wavefront in the space domain, which describes a good resolution. When several
scattering wavenumbers for a set of source-receiver pairs (kSR) in the wavenumber
domain are included, and performing an inverse FT back to space domain, the PSF
representation of the image point is obtained (Lecomte, 2008).

Figure 4.4-1: Considering zero-phased waveforms, (a)-(d) illustrate the Fourier
pair of various waveforms (Kearey et al., 2013).

Figure 4.4-2: A signal displayed in (a) the time domain, and (b) the space domain.
The component linking the two domains, is the velocity (in this �gure represented by
c) (Gelius and Johansen, 2012).
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4.5 Prestack Depth Migration (PSDM)

What migration does is to move a seismic re�ected event from a recorded point in
the subsurface between a source and receiver (or right beneath for zero-o�set cases),
and move the re�ection point to its true location in the subsurface (Herron, 2011).
This process is illustrated by a simple example in �gure 4.5-1, where a migration is
performed for a dipping layer.

Figure 4.5-1: Seismic re�ection of a dipping layer for a zero-o�set case, where the
re�ection is recorded in time (t) to and positioned beneath the source and receiver
(SR). The re�ection is then moved to the true position in the subsurface due to a mi-
gration process. u and m represent the angles of the dipping layer for an unmigrated
case and a migrated case, respectively. Modi�ed from Herron (2011).

PSDM is migration performed before stacking the traces representing one re�ection
point, and it is performed directly in the depth domain. PSDM is usually necessary
for areas with signi�cant lateral variations in terms of velocity, because giving a
more accurate description of geological structures (Herron, 2011).

PSDM representations of seismic images are obtained by using scattering isochrones,
which are elliptical (or circular) representations of the wavefronts from a speci�c
source-receiver pair in a homogeneous medium (�gure 4.5-2). The isochrones will
cross each other at the location of the image point (Lecomte, 2008). By considering
the isochrones of several traces representing the same subsurface point, there will
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occur a superposition by constructive interference at the location of the actual point,
and destructive interference everywhere else (Lecomte, 2008). This is a PSDM
representation of a point scatter (PSF), which is further used in a convolution process
to generate synthetic PSDM images.

Figure 4.5-2: Scattering isochrones for an isotropic case, where the scattering
isochrones are combined by the wavefronts from source to the image point (IP), with
the wavefronts from receiver to the image point, resulting in elliptical isochrones
(Lecomte, 2008).

Figure 4.5-3: For an isotropic homogeneous background velocity case, (a) illus-
trates a zero-o�set case of a PSDM representation of a point scatterer (yellow) for
one single source-receiver (red/blue) pair. (b) Presents the same case as (a) but
includes an o�set of 3 km. (c) And (d) represents a superposition of all the PSDM
representations for several source-receiver pair for the same point scatterer, for a
zero-o�set case and one including o�set, respectively. The zero-o�set case leads to
a better resolution of the point scatterer (Lecomte, 2008).
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4.6 2(3)D Convolution method

The following description of the 2(3) convolution method is based on Lecomte (2008),
where further elaboration of the method is provided. The method described here
will be the method used for seismic forward modelling later in this thesis.

The 2(3)D wavelet used as input for 2(3)D convolution with a re�ectivity model, is
the PSF which is de�ned based on the survey geometry, background velocity model,
pulse and wave-types (in this thesis only P-waves will be considered). Considering
a source-receiver (SR) pair and an image point in the subsurface, the incident wave
(between the source and the image point), and the scattered wave (between the
image point and receiver), are described by slowness vectors pS and pR, respectively.
A illumination vector ISR is de�ned as the di�erence between the slowness vectors
(�gure 4.6-1):

ISR = pR − pS. (4.7)

The ISR represents the normal to a potentially illuminated re�ector. A survey
of several SR-pairs generate a family of illumination vectors. This family of ISR
form the restriction bounds of which re�ector can be illuminated. If there exists a
re�ector with a normal not covered by the calculated ISR family, the re�ector will
not be illuminated.

If survey geometry, background velocity model etc. are not speci�ed for a target
(as in this thesis), a general span of ISR are generated by de�ning an average back-
ground velocity, an incident angle and the steepest re�ector dip to be illuminated.
Based on these parameters, a symmetric cone will be created to represent a generic
illumination vector range, where the length of this cone will be controlled by the
velocity and incident angle (where a high velocity and/or incident angle will result
in a shorter cone and therefore a poorer resolution) (Lecomte et al., 2016).

Multiplication of the illumination vector with frequency, f , gives the scattering
wavenumber, kSR:

kSR = fISR. (4.8)

A so-called PSDM �lter will be created in the wavenumber domain by mapping the
calculated scattering wavenumbers (corresponding to di�erent SR-pairs) of the point
to be imaged and using the amplitude spectrum of a selected pulse as weight for
each kSR (Lecomte et al., 2016).
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Figure 4.6-1: Description of the illumination vector. a) Illustrate the di�erent
constituent a�ecting the calculation of the illumination vector, including a scattering
object to be illuminated in the subsurface, a background velocity model with layering
and di�erent ray paths between the surface and the image point. b) Representation
of the relationship between the illumination vector ISR of a point in subsurface path
between the source and receiver, with corresponding slowness vectors pS and pR and
opening angle θSR. c) And d) illustrate a zero o�set case and a large o�set case,
respectively, and how the length of the illumination vector is a�ected by o�set. Zero
o�set causes a long illumination vector, while a large o�set causes a short illumina-
tion vector. Longer ISR cause a better resolution (Lecomte, 2008).

These mapped and weighted kSR represent the local illumination pattern and thick-
ness of the corresponding scattering isochrone of a scattering point at the considered
location in the spatial domain. The superposition of the di�erent local shapes of the
scattering isochrones in the spatial domain is obtained by applying a Fourier trans-
form to the PSDM �lter (�gure 4.6-2). The result of that superposition is the PSF
mentioned earlier. This provides a more e�cient way of calculating PSF's instead
of including time recordings for each point scatterer and performing a PSDM each
time.



49 4.6. 2(3)D Convolution method

Figure 4.6-2: a) Left: shows a PSDM �lter in wavenumber domain with a fre-
quency band where the dominant frequency is 20 Hz, the average velocity 3 km/s,
the incident angel is 0◦ (zero-o�set case), and maximum re�ector dip to illuminated
is 45◦. Right: shows Fourier transform (FT) to spatial domain, which illustrates
the PSF generated based on the PSDM-�lter to the left. It is also possible to spot
the relationship between the cross-pattern of the PSF in spatial domain with the
maximum re�ector dip in the PSDM-�lter in the wavenumber domain (blue and red
coloured lines are perpendicular to each other in space- and wavenumber domain).
b) This illustrate the same mechanisms as in a), but using a perfect illumination
case, where all possible illumination vector orientations are considered (0-90◦ dip)
(Lecomte et al., 2016).
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The generated PSF is then either convolved with the re�ectivity model in the spatial
domain (�gure 4.6-3), or the PSDM-�lter is multiplied with the FT of a re�ectivity
model in the wavenumber domain.

The PSDM �lter is multiplied with the re�ectivity model in the wavenumber domain,
which is an equivalent to the convolution between a PSF and re�ectivity model in the
space domain (�gure 4.6-3). The PSF contains information about illumination and
resolution based on the elements mentioned above, i.e., survey geometry, background
velocity model, wavelet, etc. (Lecomte, 2008).

Figure 4.6-3: Example from Lecomte et al. (2015), where the re�ectivity (a) of a
model containing folds, is convolved with a PSF (displayed in the bottom left corner
in b), which results in a synthetic PSDM section (b).
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4.7 Previous work on seismic modelling of karst

There have previously been research on similar studies, where seismic modelling of
karst features have been investigated.

Janson and Fomel (2011) presented a worklow for generating 3D synthetic seismo-
grams for a 3D geocellular model, including a model of Lechuguilla cave. Unlike
the ray-based modelling approach presented in section 4.6, Janson and Fomel (2011)
used a more wave�eld-based technique, where one simulates a propagating wave-
�eld upward from each re�ector in the impedance model, where the arrival time
will be registered at the top of the model. Migration is then performed to obtain a
3D synthetic seismogram, where steep dips and rapid lateral velocity variations are
realistically accounted for. The seismic modelling method is e�cient, but since it in-
cludes synthetic trace modelling and then migration, it can not be as e�cient as the
2(3)D convolution method described in section 4.6. Some of the results presented
in Janson and Fomel (2011) from the seismic modelling of the cave, are displayed in
�gure 4.7-1.

Xu et al. (2016) went for a di�erent approach by doing a physical (analog) modelling
to study the seismic response of karst features, based on the karst reservoirs in the
Tarim Basin in China. The materials that are used in the experiment to reproduce
the correct elastic properties in a real karst feature, are a mix of epoxy resin and
rubber to represent low-velocity cases, and a mix of epoxy resin with talcum powder
to represent high-velocity cases. The amount of each constituent in the mix decides
the elastic property. The scale factor of the model is set to 1:20 000 (1 mm in the
model equals 20 m in a real scenario).

This approach leads to a more direct modelling approach. By including caves with
di�erent scales, velocities, shapes, �uids and spatial distribution, they investigated
how the seismic response, represented as anomalous bright spots typical for carbon-
ate karst reservoirs, changes with the di�erent scenarios.

A brief comparison between the results presented in this study (which will be given
in chapter 5) and the previous studies mentioned in this section (Janson and Fomel
(2011) and Xu et al. (2016)), will be discussed later in this thesis.
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Figure 4.7-1: Di�erent results from the seismic forward modelling presented in
Janson and Fomel (2011). (A) and (B) includes a layered background, while (C)
and (D) have a stochastic background. (A) and (C) are cases where the cave is
water-�lled, while (B) and (D) are �lled with limestone. The water-�lled cases give
a much higher impedance contrast, and the cave features are easier to distinguish,
at least in the horizontal seismic section. In the case where the cave is �lled with
limestone material, it is more di�cult to distinguish the cave from the surroundings,
where the stochastic background case represent the most di�cult (Janson and Fomel,
2011).
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Figure 4.7-2: Some of the results from Xu et al. (2016). The di�erent cave struc-
tures, scales and shapes are displayed to the right of the arrow, while the correspond-
ing seismic responses are displayed to the left. String of beads response (SBR) is
a name for the anomalous bright spots typical for karst reservoirs. (a)-(c) displays
the seismic responses of di�erent shapes and sizes of the caves, while (d) shows a
case of multiple caves where the distance between the caves is less than 100 m, which
results in an interference. (e) displays a case of how the seismic response is a�ected
by di�erent �uid saturations (Xu et al., 2016).
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Chapter 5

Results

In this chapter, I will present my results from the rock physics modelling and seismic
forward modelling. I have focused on two cave features, where one of them is an
outcrop of a paleocave structure located in the Franklin Mountains in Texas, USA,
and the second cave is a modern cave system called Setergrotta located in Mo i Rana,
Norway. The geological model representing the Franklin Mountains paleocaves is
based on the interpretations and some of the values presented in Målbakken (2009).
Since the focus of this study is to present a work�ow for modelling paleokarst reser-
voir features, the petrophysical properties used are simple estimates and not 100%
exact.

The geological model with corresponding petrophysical properties representing the
Franklin Mountains case was generated by adding the appropriate values to an image
of the model using a MATLAB script developed by Dani Schmid (February 2016)
and later modi�ed by Isabelle Lecomte (March 2016). The script was later adapted
(by the author of this thesis), to be able to account for the desired petrophysical
properties.

The 3D model of the Setergrotta cave system has previously been developed and
studied by Furnée (2015) and Ledsaak (2016), and is provided to this study through
the research project called FOPAK (Forecasting of architecture, seismic character-
istics and �ow behaviour in paleokarst reservoirs). Further details about the model
will be given in section 5.2.

The rock physics modelling script (ENTER) used in this thesis is provided by Ås-
mund Drottning (Rock Physics Technology), and is based on the Kite-model pre-
sented by Avseth et al. (2014), which is further described in section 3.5. A seismic
modelling software called SeisRoX, developed by NORSAR, is used for the seismic
forward modelling. SeisRoX is based on the 2(3)D convolution approach described
in section 4.6.
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5.1 2D model of the Franklin Mountains paleocaves

Introduction

The Great McKelligon Sag (GMS) is a large paleocave breccia structure located in
the southern Franklin Mountains area, in West Texas (Loucks, 2007; Målbakken,
2009). The site contains outcrops of paleocave features including cave breccias,
fractures and cave sediments, and is accessible to geologists for interpretation and
mapping of the di�erent cave facies. The Ordovician sequences in the Franklin
Mountains is considered to be an equivalent to the Ellenburger Formation of the
Permian Basin, which is a large hydrocarbon reservoir in West Texas (McDonnell
et al., 2007; Målbakken, 2009).

For that reason, the paleocaves in the Franklin Mountains are of great interest in
terms of simulating synthetic seismic of paleokarst to be able to understand seismic
responses related to analogous reservoir types. Since information about porosity,
geological constituents and paleocave structures can be derived from interpreting
these outcrops, a more realistic model of the paleocaves can be achieved.

However, considering that the aim of this study is to develop a work�ow for seismic
modelling of paleokarst reservoir, and not a detailed investigation of the paleocaves
in the Franklin Mountains, the properties added in the models are just simple as-
sumptions and approximations mainly based on the information and interpretations
provided by Målbakken (2009).

As a starting point for the modelling, I have used an illustration (�gure 5.1-1) from
Målbakken (2009), where the main composites of the paleocave are described. The
illustration has been modi�ed before imported into the MATLAB software (�gure
5.1-2), where various petrophysical properties have been added to the background
layers, and to the contents inside the paleocaves. The di�erent constituents of the
background stratigraphy are described in �gure 5.1-3. The background lithologies
including the paleocave �llings are also illustrated in �gure 5.1-4a-c.

The chosen porosities are displayed in �gure 5.1-5, where the properties are, as
mentioned earlier, mainly assumptions and approximations based on the work of
Målbakken (2009), and some additional information provided by Holtz and Kerans
(1992), where data from the Ellenburger Group equivalent to the Franklin Mountains
sequence are provided.

As seen in �gure 5.1-6a and b, I have chosen to �ll the paleocave features (including
the crackle breccia) with oil, while the surrounding layers are brine saturated. This
is for simplicity and the sake of illustration, although it is possible to distribute the
�uids di�erently.
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Figure 5.1-1: Illustration of the paleocave showing the distribution of the various
cave material, and the background stratigraphy with corresponding names. There
is also a phreatic tube located to the right of the Great McKelligon Sag, which is
included in the modelling (Målbakken, 2009).

Figure 5.1-2: An equivalent representation of �gure 5.1-1, which has been imported
and plotted in MATLAB. The di�erent colours in this plot corresponds to speci�c
block numbers (colour scale to the right). The model also includes the crackle breccia
features displayed in �gure 5.1-1.



57 5.1. 2D model of the Franklin Mountains paleocaves

Figure 5.1-3: Some of the di�erent units and corresponding lithologies found in
Franklin Mountains are listed under "Units" and "Lithology", where the red frame
indicates the units that are included in the model described in this study. The second
column from the left describes which group the di�erent units belong to, and the �rst
column describes which time period the di�erent units were developed in (Målbakken,
2009).
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Figure 5.1-4: (a)-(c) illustrate the distribution of the di�erent lithologies in the
paleocave model. These lithology descriptions are based on the information given
in �gure 5.1-3. (a) displays the fraction of limestone, (b) displays the fraction of
dolomite, and (c) displays the fraction of siliciclastic sediments (quartz) in the model.
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Table 5.1-1: The porosities of the background stratigraphic units used in the paleo-
cave model.

Background stratigraphy Porosity (%)
Cutter Fm. 2
Aleman Fm. 4
Upham Dolomite Fm. 6
Florida Mts. Fm. 12
Nameless Canyon Mb. 8
Black Band Mb. 6
McKelligon Fm. 10
Jose Fm. 6
Victorio Hills Fm. 2

Table 5.1-2: The various porosities inside the paleocave units. To locate the dif-
ferent porosity units mentioned below, refer to �gures 5.1-1 and 5.1-5 for guidance.

Paleocave units Porosity (%)
Crackle breccias 15
Phreatic tube (upper part) 12
Phreatic tube (lower part) 3
GMS (upper part) 15
GMS (middle part) 17
GMS (lower part) 5
Various pockets inside GMS 5
Pocket outside GMS 4
Cave passage close to the lower part of GMS 7
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Figure 5.1-5: The porosity distribution in the paleocave model. The porosities of
the di�erent units are further described in table 5.1-1 and 5.1-2.
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Figure 5.1-6: The two �gures above show the distribution of �uid saturations in the
model. (a) displays the brine saturation, while (b) displays the oil saturation. Notice
that the crackle breccias (showed in �gure 5.1-1) and the phreatic tube (elliptical
feature to the right) are also saturated with oil.



Chapter 5. Results 62

Rock physics modelling

For the rock physics (RP) modelling of the 2D-model, I have considered seven di�er-
ent RP-models each describing a speci�c condition of the various model units. Each
RP-model has a general set of parameters based on properties given in Avseth et al.
(2014), where the critical porosity is considered to be 40% and cement volume frac-
tion is 5%. The temperature, the pore pressure and e�ective pressure of the reservoir
are set to 60◦C, 20 GPa and 20 GPa, respectively. The critical porosity could be
higher than 40% for carbonates, where a typical critical porosity for a limestone is
considered to be 60% (Mavko et al., 2009). I have however chosen to stick with the
properties presented in Avseth et al. (2014) for simplicity.

Table 5.1-3 provides information of the elastic moduli and densities of the solid grains
for each composite. In this case, limestones consist of calcite minerals, dolomites
of dolomite minerals and siliciclastics and chert consist of quartz minerals. The
salinity of the brine is 5% and the oil reference density is equal to 0.8762 g/cm3.
Two di�erent pore geometries (represented by the aspect ratio) can be considered
within one RP-model, but to better visualize what e�ect each pore geometry has on
the elastic properties, only one pore type is considered in each RP-model. Beyond
these general settings, the characteristics of each model are described in table 5.1-4,
and �gure 5.1-7 shows which layers the di�erent rock physics models are added to.
Figures 5.1-8, 5.1-9 and 5.1-10 display the calculated bulk, shear and density plots,
respectively, of the di�erent RP-models described in table 5.1-4.

Table 5.1-3: Elastic moduli and densities of the di�erent minerals used in the rock
physics modelling. The properties representing the calcite and dolomite minerals are
from Sayers (2008), while the properties representing the quartz mineral are from
Avseth et al. (2014).

Bulk modulus [GPa] Shear modulus [GPa] Density [ g
cm3 ]

Calcite 76.8 32.0 2.71
Dolomite 76.4 49.7 2.87
Quartz 36.0 44.0 2.65

The aspect ratio describes the pore geometry, where the low aspect ratio represents
crack-like pores and high aspect ratio represents more spherical pores (intraparticle,
vuggy and moldic pores). The aspect ratio ranges between three values (1.0, 0.1
and 0.01), which are based on the aspect ratios given in �gure 3.5-4. The low aspect
ratio (0.01) represents the crackle breccias (�gure 5.1-1), the high aspect ratio (1.0)
represents the paleocave interbreccia pores, while the moderate aspect ratio (0.1)
represents the pores that occur in the background stratigraphy.

The low-porosity interval in the Kite-model is described by DEM theory. A maxi-
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mum porosity of this low-porosity zone, called φDEM,max, will vary in terms of which
aspect ratio is considered in the model. This is because the inclusions (pores) more
easily interact with each other in the case of low aspect ratio, which is a violation of
the Kuster-Toksöz model assumptions used in the DEM modelling. Therefore, an
aspect ratio of 1.0 corresponds to φDEM,max=0.1, aspect ratio of 0.1 corresponds to
φDEM,max=0.05, and aspect ratio of 0.01 corresponds to φDEM,max=0.02.

Table 5.1-4: Short description of the main di�erences between the rock physics
models used to compute the elastic properties of the 2D model of the paleocaves in
the Franklin Mountains. Where there are two di�erent lithologies within the same
rock physics model, the amount of each lithology is divided equally (50%/50%).

Lithology Fluid saturation Aspect ratio
Model 1 Dolomite 100% oil 1.0
Model 2 Dolomite/Limestone 100% oil 1.0
Model 3 Limestone 100% oil 1.0
Model 4 Dolomite 100% brine 0.1
Model 5 Dolomite 100% oil 0.01
Model 6 Limestone/Siliciclastic (quartz) 100% brine 0.1
Model 7 Limestone 100 % brine 0.1

Figure 5.1-7: The image shows which units the di�erent rock physics models are
added to. The white numbers correspond to the various model numbers given in table
5.1-4. Modi�ed from (Målbakken, 2009).
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Figure 5.1-8: The �gure describes the bulk modulus versus porosity for the di�erent
rock physics models presented in table 5.1-4. The solid lines represent oil saturation,
while the dashed lines represent brine saturation. The di�erent aspect ratios are
represented in the �gure as alpha = 1.0, 0.1 and 0.01. Note the huge impact the
pore geometry has on the bulk modulus when comparing Model 1 with Model 5, where
both represent a oil saturated dolomite, but where Model 1 has an aspect ratio of 1.0,
while Model 5 has an aspect ratio of 0.01.
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Figure 5.1-9: The plot describes how the shear modulus changes in terms of poros-
ity. Like in �gure 5.1-8, the pore geometry has the largest impact on the shear
modulus. Table 5.1-4 provides further details of the di�erent rock physics models
described in the �gure.

Figure 5.1-10: The �gure shows the density versus porosity. Unlike the bulk and
shear modulus, the density is not a�ected by di�erent pore geometries.
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Seismic forward modelling

The computed elastic properties, obtained from the rock physics modelling represent
the input values to the seismic forward modelling. Table 5.1-5 provides the properties
used in the calculation of the PSF (�gure 5.1-14) that the 2D paleocave-model is
convolved with, which includes restriction of illumination due to a conceptual survey
scenario.

The chosen peak frequencies of 30 Hz and 60 Hz are based on the seismic modelling
of paleokarst done by Janson and Fomel (2011). In the seismic survey described in
Zeng et al. (2011b), the dominant frequency was characterized as 25 Hz at depths
between 5650 to 6400 m, which are quite deep. Xu et al. (2016) also used a dominant
frequency of 25 Hz in a physical modelling of seismic features representing the same
paleokarst reservoir as Zeng et al. (2011b) (depths between 5500-6400 m). Based on
these studies, the chosen peak frequency of 30 Hz, used in the present work, seems
reasonable. The 60 Hz scenario is considered to give a comparison to the more low
resolution case of 30 Hz.

Table 5.1-5: Properties used in the seismic forward modelling. Maximum re�ector
dip describes the steepest feature that will be illuminated in the synthetic seismic.
The average velocity in target model is an approximate estimation of the average
velocity in the background velocity model. Only zero o�set cases are considered in
this study. The Ricker wavelets with peak frequencies of 30 and 60 Hz are chosen
for this study. Only P-wave re�ections are considered.

Maximum re�ector dip 45◦

Average velocity in target model 5.5 km/s
Incident angle 0◦

Wavelet Ricker: 30 Hz and 60 Hz
Re�ection mode P-P

The results of the seismic forward modelling for the 2D Franklin Mountains model
will be presented as two main cases. In the �rst one, the focus will be on the palocaves
in the model, while all the background layers will consist of the same petrophysical
properties, and therefore also the same elastic properties (�gure 5.1-11a). In the
second case, the background layers will be included and represent di�erent petro-
physical and elastic properties (�gure 5.1-11b). Both cases will also be displayed
with noise, where a signal-to-noise (S/N) ratio equal to 2 will be considered.
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Figure 5.1-11: P-wave velocity derived from the rock physics modelling of the
Franklin Mountains paleocaves, where (a) represents the model without the back-
ground layers, and (b) represents the model where the background layers are included.
The crackle breccia features represent the lowest p-wave velocity, while the low poros-
ity pockets inside the paleocave (cave sediments) represent the highest p-wave velocity
(applies both for a and b).
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Figure 5.1-12: Figure (a) and (b) display the re�ectivity of the the Franklin Moun-
tains paleocave model, where (a) shows the case where there are no background layers,
while (b) represent the case including the background layers. By introducing the back-
ground layers, the re�ectivity changes due to di�erent impedance contrast since layers
above the previously higher contrast now consist of di�erent physical properties.
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The re�ectivity model in �gure 5.1-12a, reveals a high negative re�ectivity between
the surroundings and the top of the crackle breccia features. This is due to the lower
elastic properties of the crackle breccias, where there is a higher porosity, and a low
aspect ratio representing the pore geometry.

The high negative re�ectivities presented in �gure 5.1-12a, are not that dominating
in �gure 5.1-12b, where background layers of various porosities and mineral con-
stituents are introduced. The change in re�ectivity strength is displayed in �gure
5.1-13a and b for the phreatic tube (small cave). There are also some features that
change re�ectivity from positive to negative and vice versa when background layers
are added to the model, such as the down-cutting vadose features (horizontal wiggly
feature) located at the bottom of the paleocave in �gure 5.1-12a and b, and the
bottom part of the phreatic tube displayed by the black arrows in �gure 5.1-13a and
b.

Figure 5.1-13: An enlarged version of �gure 5.1-12, where (a) and (b) in this
�gure correspond to (a) and (b) in �gure 5.1-12, respectively. The �gure illustrates
how the re�ectivity of the phreatic tube changes due to the modi�cation of the elastic
properties representing the background. The re�ectivity changes both on top and
bottom of the phreatic tube when background layers are added to the 2D model. The
arrows indicate a polarity change.
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To obtain synthetic seismic, a 2D convolution between the re�ectivity model and
the designed PSF (�gure 5.1-14a and b) has to be carried out. The output synthetic
seismic are displayed in �gures 5.1-15, 5.1-16 and 5.1-17, where both cases of not
including and including the background layers are presented.

These �gures all represent cases where the seismic has been calibrated with the
corresponding re�ectivity model, to be able to interpret the results with a �xed scale
range, which makes it easier to compare the amplitude of the synthetic seismic with
the re�ectivity, and therefore make reasonable quantitative observations between
them. The PSF's displayed in the following �gures are not calibrated, but only
there to illustrate the shape and size.

The calibration was done by generating a reference horizontal surface with the same
input modelling parameters as for the considered seismic model. The re�ectivity
of this reference surface was equal to one. The corresponding maximum amplitude
of the synthetic seismic of this reference surface was further used for calibration
computation, where the seismic amplitudes of the considered and more advanced
model, were divided by the reference seismic amplitude. This resulted in a calibrated
synthetic seismic.

The comparison between the re�ectivity and the seismic output shows that the
seismic is stronger than the re�ectivity in some areas, which is due to a constructive
interference phenomena.

Figure 5.1-14: Figure (a) and (b) illustrates the PSF calculated based on the values
presented in table 5.1-5, where (a) represents the 30 Hz case and (b) represents the
60 Hz case.
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Figure 5.1-15 and 5.1-16 represent synthetic seismic of the 30 Hz PSF case, while
�gure 5.1-17 shows the synthetic seismic where the 60 Hz PSF is considered. A
background noise is included in �gure 5.1-16 and 5.1-17 to make it more realistic
and to see if it has an e�ect on the output syntetic seismic. This is done by gener-
ating white random noise (Gaussian distribution) over the same target area as the
considered model, then that noise is "PSDM-coloured" by �ltering it with the same
PSDM �lter, i.e. having the same frequency range that the modelled seismic and
the same illumination/resolution pattern (Lecomte, pers.comm).

The 30 Hz synthetic seismic in �gure 5.1-15 and 5.1-16 represent a low resolution case
of the 2D paleocave model, and small details are hard to distinguish, especially for
the case including background layers. However, it is possible to observe certain char-
acteristics and a weak rendering representing the structure of the GMS-paleocave,
including the in case with background layers.

The pink box in �gure 5.1-15, which represents the phreatic tube from the 2D
paleocave-model, illustrates that it is possible to recognize an event in the synthetic
seismic causing a small sag in the case where the background layers are included.
The strong event in �gure 5.1-15a (green box), which represents a crackle breccia
feature, becomes much weaker in �gure 5.1-15b, though it is possible to notice that
an event breaks with the layering trend, observed as a small uplift.

The added noise in �gure 5.1-16 does not seem to have any crucial e�ect on the
interpretation of the synthetic seismic, other than possibly making the seismic look
more "realistic". The only features that seems to be a�ected are the down-cutting
vadose features at the bottom of the GMS-paleocave in �gure 5.1-15a, which more
or less disappear when the noise is added to the seismic, though these events were
quite weak without the noise as well.

Considerably more details can be distinguished in the synthetic seismic for a 60 Hz
PSF case, presented in �gure 5.1-17, compared to the 30 Hz cases. The seismic
events in the case without background layers are interpretable even when the back-
ground layers are included and despite of the noise. The phreatic tube can almost
be distinguished as an elliptical feature when there are background layers. As men-
tioned earlier in this thesis, paleokarst and paleocave features are often characterized
by separated bright spots on actual seismic, nearly appearing as scattered PSF-like
seismic features more or less chaotically distributed. Similar features are observed in
the 60 Hz synthetic seismic, especially when the background layers are not included.
This can also seen in the 30 Hz synthetic case, where the background lithologies are
not included.
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Figure 5.1-15: The �gures display synthetic seismic of the case where the re�ec-
tivity is convolved with the 30 Hz PSF (displayed in the top left corner of the �gure).
(a) represents the case where no background layers are included, while (b) displays
synthetic seismic where di�erent background lithologies are included in the model.
The green and pink boxes indicate areas where the seismic clearly has been a�ected
by the addition of di�erent background lithologies.
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Figure 5.1-16: The �gure illustrates the same synthetic seismic as in �gure 5.1-
15, but in this case, random noise has been added to the model. The strength of the
added noise has a S/N ratio equal to 2.
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Figure 5.1-17: The synthetic seismic in the �gure is the output of a 2D convolution
between the re�ectivity model and the PSF of 60 Hz, which is displayed in the top
left corner of the �gure (with the correct scale). (a) represent the case without
background layers, while (b) represent the case with background layers. Backround
noise is added to the model, where a S/N ratio of 2 is considered.
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Figure 5.1-18 shows a case where the re�ectivity model and the corresponding syn-
thetic seismic are displayed with a superposition plot. This is included to illustrated
how the seismic is related to the corresponding re�ectivity model. The reason for
not displaying calibrated plots is because the superposition option in SeisRoX only
work for the direct results of modelling, and not for the calibrated versions, which
are obtained via another option.

Figure 5.1-18: The �gure illustrates dual plots (superposition plots) of various
scenarios, where (a) and (b) represent 30 Hz seismic plotted with the correspond-
ing re�ectivity model, while (c) and (d) represent 60 Hz seismic plotted with the
re�ectivity models. (a) and (c) display the cases where the background layers are
not included, while (b) and (d) show the cases where the background layers are in-
cluded. The scale ranges between the positive maximum absolute value to the negative
maximum absolute value (from +max||value|| to -max||value||).

The 2D synthetic seismic images presented in this section have been derived from
an image of a paleocave-outcrop. In the following section, a 3D reservoir model of
a modern cave system will be presented.
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5.2 3D model of the Setergrotta cave

Introduction

The Setergrotta cave is a large cave system located in Mo i Rana, Norway. The cave
consists of marble (metamorphosed limestone) and is approximately 3 430 m long
(Lauritzen et al., 2005). By using this modern cave system as a basis for seismic
modelling of a paleokarst reservoir, a realistic cave geometry can be considered in
the modelling procedure in a �rst attempt, though actual (paleo)karst systems are
in practice more complex networks than just one cave system.

The input 3D model of the Setergrotta cave used in this study is a geocellular
model developed in the reservoir modelling software RMS (Furnée, 2015; Ledsaak,
2016).The model of the cave has been subjected to a collapse simulation, yielding
an expanded paleocave zone �lled with collapse material. A fracture model has
been added to the 3D model to account for the distribution of fractures which are
common in carbonates, especially related to karst systems (Furnée, 2015; Ledsaak,
2016).

The model was implemented by (Furnée, 2015) and further studied by (Ledsaak,
2016). The input 3D model was provided to this study as a SEG-Y �le through the
FOPAK-project. The input model of the cave system contains information about
porosity and pore pressure. The geometry of the cave system is described in 36
di�erent horizons each representing a slice of the total 3D cave volume.

For the rock physics modelling part, two scenarios will be �rst considered and a brief
comparison between these scenarios will be given, before one of these cases will be
investigated further under the seismic forward modelling segment. For the seismic
modelling part, a closer investigation of one seismic scenario will be considered. Af-
terwards, a last comparison will be provided, where the main case will be compared
with a high resolution case, and with another modelling approach (1D convolution),
to illustrate the bene�ts with a 2(3)D convolution modelling approach.
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Figure 5.2-1: The �gure illustrates the porosity distribution in the Setergrotta cave
model. The porosity is clearly higher (up to 14.2%) where the collapsed cave passages
are located, and much lower outside the collapsed passages, where the porosity is
approximately 5%. The �gure displays horizon number 22 of the total 36 horizons
representing the 3D cave model.



Chapter 5. Results 78

Figure 5.2-2: Horizon number 2, where no collapsed cave features are present,
displays the range of porosity of the fracture network populated in the 3D cave model.
These porosities are low (around 5%) and are distributed throughout the entire 3D
model.
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Rock physics modelling

The physical properties of the calcite mineral used in the rock physics calculations
for the Setergrotta cave are 76.8 GPa, 32.0 GPa and 2.71 g/cm3 representing the
bulk and shear moduli, and the density, respectively. Two rock physics scenarios will
be considered, where the only di�erence between these scenarios will be the aspect
ratio outside the cave passages.

The �rst case consists of two di�erent aspect ratios, where the aspect ratio inside
the cave passages will be 0.1, and the aspect ratio outside the cave passages will
be 0.01, which describes a more fracture dominated setting. For the second case,
an aspect ratio of 0.1 will be considered for the whole 3D model, both inside and
outside the cave passages. The two rock physics cases are displayed in table 5.2-6
and 5.2-7, while the resulting plot of the bulk and shear moduli, and the densities,
are displayed in �gure 5.2-3, 5.2-4 and 5.2-5. Other parameters included in the rock
physics modelling of the Setergrotta cave, are equal to the parameters presented in
Avseth et al. (2014) (and also mentioned at the beginning of the rock physics section
for the Franklin Mountains model 5.1).

Table 5.2-6: Rock physics models of the scenario with two di�erent aspect ratios.
The 3D model is considered to only consist of limestone and brine is considered to
�ll the pore space throughout the whole model.

Lithology Fluid saturation Aspect ratio
Inside cave passage Limestone 100% Brine 0.1
Outside cave passage Limestone 100% Brine 0.01

Table 5.2-7: The second case only considers one pore type, both outside and within
the cave passages in the 3D model. The 3D model is considered to only consist of
limestone and brine is considered to �ll the pore space throughout the whole model.

Lithology Fluid saturation Aspect ratio
Inside cave passage Limestone 100% Brine 0.1
Outside cave passage Limestone 100% Brine 0.1

Figure 5.2-6 displays the result of the rock physics modelling, and how the bulk
and shear moduli are distributed within the 3D model for the two scenarios. The
derived P-wave velocities representing these two cases are illustrated in �gure 5.2-7a
and b, including the computed re�ectivity in �gure 5.2-7c and d. The case where the
medium outside the cave passages consists of low aspect ratio pores (�gure 5.2-6a
and c, and 5.2-7 a and c), will be further investigated under the seismic modelling
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segment. The reason for choosing that speci�c scenario is because a medium domi-
nated by fractures, are (as mentioned earlier in this thesis) quite common nearby a
collapsed and deeply buried paleocave system.

Figure 5.2-3: The �gure shows a plot of the bulk modulus versus porosity for
two di�erent pore geometries. Both lines in the plot represent the same mineral
composition (calcite). The solid line represents an aspect ratio of 0.1, while the
dashed line represents an aspect ratio of 0.01.
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Figure 5.2-4: The shear modulus is plotted against the porosity. The di�erent lines
represent similar trends as the bulk versus porosity plot, except for the 0.01 aspect
ratio case, where the shear modulus decreases much faster with increasing porosity
than the bulk modulus case.

Figure 5.2-5: The �gure illustrates how the density is a�ected by the porosity.
Since the density does not take pore geometry into account, the densities of the two
di�erent cases of aspect ratio are the same.
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Figure 5.2-6: The �gures display the bulk (a and b) and shear (c and d) moduli
of the two di�erent scenarios mentioned earlier. (a) and (c) represent the scenario
where there are one type of pore geometry inside the cave (aspect ratio: 0.1) and a
di�erent pore geometry outside the cave (aspect ratio: 0.01). Figures (b) and (d)
consider the case where the pore geometry is the same both inside and outside the
cave (aspect ratio: 0.1).
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Figure 5.2-7: The P-wave velocities seen in (a) and (b) are derived from the bulk
and shear moduli (and the density) from �gure 5.2-6. Figures (c) and (d) represent
the re�ectivity based on the P-wave velocities in (a) and (b). (a) and (c) represent
two di�erent pore geometries (one inside the cave and one outside), while (b) and (d)
display only one type of pore geometry. In the re�ectivity plots (c and d), the black
arrows indicate areas where the most noticeable changes in the re�ectivity (between
the two di�erent scenarios) are located.
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Seismic forward modelling

The elastic properties derived from the rock physics modelling of the Setergrotta
cave model, where the cave interior and the surrounding medium consisted of two
di�erent pore geometries, are considered in the seismic forward modelling performed
in this section. Figure 5.2-8 illustrates the P-wave velocity of this model, where the
aspect ratio inside the cave is equal to 0.1, while the aspect ratio outside the cave
is equal to 0.01.

Figure 5.2-8: The �gure displays the P-wave velocity as seen from above (horizon
22) and the location of a vertical section crossing the horizontal view just above the
center of the image.

The input parameters and the corresponding values used in the seismic forward
modelling are displayed in table 5.2-8. Since the Setergrotta cave model is a 3D
model with several horizons describing it, I chose one horizontal section and one
vertical section which will be further investigated. The horizontal section is located
at a depth of 2048 m, in the vicinity of the horizon displayed in �gure 5.2-8, while
the position of the vertical section is illustrated in �gure 5.2-8 as a slice window
cutting through the 3D model.
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Table 5.2-8: The input parameters used in the seismic forward modelling of the
Setergrotta cave model.

Maximum re�ector dip 45◦

Average velocity in target model 5 km/s
Incident angle 0◦

Wavelet Ricker: 30 Hz
Re�ection mode P-P

Figure 5.2-9 and 5.2-10 show the re�ectivity and corresponding synthetic seismic
in the horizontal section and vertical section, respectively. The synthetic seismic
does not capture any distinguishable features representing the cave geometry. The
most noticeable from the synthetic seismic in the horizontal section is the correla-
tion between three high negative amplitudes in the seismic with the high negative
re�ectivity. In the vertical section, the seismic could be interpreted as representing
two di�erent units lying next to each other, based on the two separately seismic
events, though the re�ectivity model reveals that there exist more than two cave
units.

The �gures displaying the vertical sections have been vertically exaggerated, and
the PSF attached in these �gures are therefore vertically stretched. These PSF's
do not correlate with the same distance scale as the seismic image, because that
would have caused the PSF-display to cover some of the seismic events. The reason
for the vertical exaggeration is to better display the seismic, which makes it eas-
ier for interpretation. The exaggeration does not apply for the �gures representing
the horizontal section, where the PSF's attached (unlike in the vertical sections)
correlate with the scale of the seismic image. Figures 5.2-11 and 5.2-11 show a su-
perposition plot between the re�ectivity and the synthetic seismic image in di�erent
locations in the 3D model. All of the �gures represent calibrated seismic, except the
superposition plots in �gure 5.2-11 and 5.2-11.

As a result from the 3D convolution with a relatively large PSF (due to high velocity
and low frequency, in addition to the selected illumination pattern), interferences
with the surrounding structures will occur, both laterally and vertically. The lateral
and vertical seismic smearing-e�ect is displayed in �gure 5.2-11, where seismic signals
are registered in areas without re�ectivity. This is due to underlying or overlying
strong seismic events, where these may interfere either constructively or destructively
with the surrounding medium. Figure 5.2-11 displays three di�erent horizontal
sections, where (a) represents a section at 2048 m, (b) at 2038 m and (c) at 2028
m. Moving upwards from (a) to (c) in �gure 5.2-11, one can see that some of the
seismic amplitudes originating from the re�ectivity in (a) are displayed 20 m above
in (c). This is also illustrated in 5.2-12, where the section is shifted horizontally.
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Figure 5.2-9: The �gure displays the re�ectivity in a) and the corresponding syn-
thetic seismic in b), where both are located in the same horizontal plane at depth
2048 m (seen from above). The 30 Hz PSF that is used in the 3D convolution with
the re�ectivity is displayed at the top right of b).
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Figure 5.2-10: The �gure displays the re�ectivity in a) and the corresponding
synthetic seismic in b) from the vertical section (position displayed in �gure 5.2-8).
The 30 Hz PSF that is used in the 3D convolution with the re�ectivity is displayed
at the top right of b). The PSF is stretched vertically due to a vertical exaggeration
of the synthetic seismic image..
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Figure 5.2-11: Superposition plots of the re�ectivity model and the corresponding
synthetic seismic in the horizontal plane. (a) Displays a dual plot at a depth of
2048 m, (b) at 2038 m depth, and (c) at 2028 m depth. The black arrows indicate
areas where seismic energy is recorded at zones with no re�ectivity (b and c), which
originate from the re�ectivity in a section below (a).
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Figure 5.2-12: Figures a-b display superposition plots in three di�erent vertical
sections, showing the e�ect of vertical and lateral resolution of the 3D synthetic
seismic.
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High resolution case

To compare the seismic seen above with a higher resolution case, a 60 Hz PSF is
now considered. All the other inputs are the same as shown in table 5.2-8. Figure
5.2-13 and 5.2-14 show that far more details can be distinguished from the 60 Hz
PSF case, as expected. The structure of the paleocave and of some of the passages
can be better interpreted (horizontal section). Where we, for the low-resolution case,
barely could distinguish two di�erent cave-units in �gure 5.2-14a, we can can almost
identify four di�erent cave-units in the high-resolution case. Also, there are fewer
interferences from the surrounding medium, which in the low-resolution case caused
seismic energy to be projected further away from its "source".

3D convolution versus 1D convolution

A comparison between the 3D convolution versus 1D convolution was done to il-
lustrate the bene�ts with a 3D convolution approach in terms of generating more
realistic synthetic seismich. For the comparison, the same input parameters were
used (besides the max re�ector dip). From �gure 5.2-15 and 5.2-16, the di�erences
are noticeable. The 1D approach does not account at all for lateral resolution which
causes the 1D convolution case to almost match the re�ectivity model, except for
the vertical resolution e�ect, and the dominating "smeared out" features in the 3D
convolution case are not present in the 1D convolution case. Figure 5.2-16 displays
very well how the the di�erent seismic events almost connect with each other in
�gure 5.2-16a due to the lateral e�ect of the PSF, while these smooth lateral varia-
tions are non-existing for the 1D convolution case, where the lateral seismic events
change abruptly (�gure 5.2-16b). This do not represent realistic seismic images.

Also, the �gures display synthetic seismic with a "bilinear" resampling option, in-
troducing a fake cosmetic smoothing (adding a small lateral smearing), which is
more prominent for the 1D convolution case. A pixelated resampling would there-
fore show a even more abrupt lateral change for the 1D convolution approach. The
bilinear resampling was chosen due to a more "elegant" synthetic seismic display for
the 3D convolution case, and therefore also chosen for the 1D case to get a proper
comparison.
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Figure 5.2-13: Figure (a) represents the low resolution case with a 30 Hz PSF,
while (b) represents a high resolution case with a 60 Hz PSF. Both are located in the
horizontal plane.
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Figure 5.2-14: Figure (a) represents the low resolution case with a 30 Hz PSF,
while (b) represents a high resolution case with a 60 Hz PSF. Both are located in the
vertical section displayed in �gure 5.2-8.
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Figure 5.2-15: The �gures are displayed in the horizontal plane, where (a) rep-
resents synthetic seismic based on the 3D convolution approach, while b) represents
synthetic seismic derived from a 1D convolution approach. Notice the di�erence
between the 3D PSF in (a) and the 1D PSF in (b).
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Figure 5.2-16: (a) represents the 3D convolution based synthetic seismic, while
(b) represents the 1D convolution based synthetic seismic. Both (a) and (b) are
displayed in the vertical section displayed in �gure 5.2-8.
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Chapter 6

Discussion

The aim of this thesis has been to provide a work�ow related to modelling for seis-
mic characterization of paleokarst reservoirs. The results presented in chapter 5
include three main steps for each input model. The �rst step concerns the geo-
models described by porosity, �uid saturation and various mineral constituents, the
second step involves a rock physics modelling adapted to the carbonate and pa-
leokarst heterogeneities, and the last step consists of performing an e�ective and
su�cient seismic forward modelling. I have considered a set of di�erent scenarios
in the rock physics and seismic modelling parts, though there could have been done
much more research and more speci�c case studies, but due to time limitation this
study has been constrained to focus on the speci�c cases presented in chapter 5.
Potentially interesting considerations and applications related to this study will be
further addressed later, after the conclusion.

6.1 The 2D and 3D input models

Considering the two di�erent models presented in the results chapter, both were
insightful based on their main purpose. They were generated using two completely
di�erent generation and import strategies, where one was derived form an image
and the other one imported directly from Eclipse as a reservoir model, which shows
the �exibility of the input.

The 2D palocave model derived from a large outcrop in the Franklin Mountains gave
a more detailed information about the porosity and the geological composites of the
paleocave and the surrounding strata, and as such could provide realistic properties
representing true paleocave features. This outcrop is highly known and referred to
in the world of paleokarst, hence the choice of using it for modelling. Also, no one
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has, to the best of my knowledge, been modelling the outcrop seismically before.

The 3D model of the Setergrotta cave did not provide a detailed description of the
composites in the paleocave passages since it was based on a collapse simulation and
porosities were estimated throughout the model based on typical trends in collapsed
paleocaves. However, the 3D model of the Setergrotta cave provided an exceptional
opportunity to analyse the seismic response of a real cave geometry, while including
reservoir-like e�ects via both the cave structure and a surrounding fracture network.

Generating the Franklin Mountains 2D model was one of the most time-consuming
processes in terms of adding suitable petrophysical properties for the di�erent model
components. The import of the 2D model to the SeisRoX software did also cause
small complications, where the 2D model had sharp contrasts between the di�erent
layers before the import, but was a�ected by an issue causing the SeisRoX software to
possibly interpolate between the original grd points when extracting the properties
for the modelling in the considered target, which led to a smooth transition between
the di�erent layers. This issue could be a result of a mismatch between the import
grid of the target model in SeisRoX and the grid representing the original image.

The issue did cause a minor alteration to the computed re�ectivity model, which is
displayed in �gure 6.1-1. This will probably have a limited e�ect on the correspond-
ing synthetic seismic, in terms of a slightly weaker re�ectivity, though it will not be
a critical issue. The Setergrotta cave did not cause similar problems, and did on the
contrary represent a robust input model, directly imported as an Eclipse reservoir
�le.

An issue related to the software was the re�ectivity of very steep features. As seen
in �gure 6.1-2, the re�ectivity of these steep features resulted in a non-continuous
re�ectivity, where a steep near vertical line was presented as scattered points. This
is due to an aliasing e�ect that occurs as the modelling software only extracts the
elastic properties along vertical lines in that type of gridded model when calculating
the re�ectivity. That being said, pure vertical structures would not be imaged in
most actual seismics. One way of dealing with this issue could be to adjust the steep
features in the model to be represented with a more curvy appearance, instead of
straight lines, or start directly from the impedance models, but that would require
a phase-shift correction to come back to a zero-phase signal (Lecomte pers.comm.).
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Figure 6.1-1: The �gures illustrate that the smooth transitions, made from inter-
polated properties at the layer boundaries, have an e�ect on the computed re�ectivity.
(a) displays the P-wave velocity of the 2D model, while (b) represent the correspond-
ing re�ectivity model. The black arrows indicate areas where a smooth transition
occur. These artefacts only occur in some of the layer boundaries in the 2D model.



Chapter 6. Discussion 98

Figure 6.1-2: A (near) vertical component will be displayed as points in the re�ec-
tivity model (this �gure represents the Franklin Mountains paleocaves). The light blue
arrows indicate scattered points where a steep, near vertical continuous line should
have been displayed instead. These scattered points can also be seen on top of the
GMS paleocave, where the points represent the vertical breccia pipe.
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6.2 Rock physics modelling

Xu and Payne (2009) stated that the pore geometry could in�uence the P-wave
velocity by up to 40%, and considering the results in this study, that seems like a
reasonable statement for the most extreme cases. The estimated P-wave velocities
for the surrounding medium of the Setergrotta cave (�gure 5.2-7 a) and b)), are
equal to 4.69 km/s (aspect ratio = 0.01) and 5.78 km/s (aspect ratio = 0.1) which
gives a di�erence of ca. 19%. For the Franklin Mountains case, a di�erence of ca.
26% in P-wave velocity has been registered in the 2D paleocave model, where the
aspect ratio is the only parameter that has been changed (aspect ratio of 1.0 versus
0.01).

The pore geometry has been the most in�uential factor for determine the elastic
properties representing a saturated reservoir. The hybrid rock physics model, called
the Kite-model, used in this study has proved to be a valuable approach which
deals with complex carbonate conditions, where the low-porosity zone controlled by
the DEM method emphasizes the importance of the pore geometry, while the high-
porosity zone, determined by the CCT, takes the relatively high velocity occurrences
caused by cementation into account.

A drawback concerning the rock physics part in this study has been the import of the
rock physics model into SeisRoX, where the �uid e�ects does not seem to be taken
into account. Whether this is due to the imported rock physics �le from the external
program or if it is the SeisRoX software itself that does not manage to account for
di�erent �uids in that type of gridded model is temporarily unknown. The reason
for questioning this, is that the bulk modulus of the oil saturated paleocaves in
the Franklin Mountains 2D model does not seem to correlate with the output bulk
modulus plot calculated by the rock physics modelling script (�gure 6.2-1).

Oil saturation was included in the exported rock physics �le representing the pale-
ocave components, and further added to the corresponding blocks of the 2D model
in SeisRoX, but the output bulk modulus does however display a brine saturated
target. For the future, the link between an external rock physics modelling approach,
such as the Kite-model, and the SeisRoX modelling software should be improved for
a more e�cient modelling work�ow.

In the 3D Setergrotta model, one would probably expect a negative re�ectivity
when going from the medium surrounding the paleocave to the collapsed material
occupying the paleocave passages, this due to an increase in porosity. This is true
for the case where only one pore geometry is considered in the whole model, but
when a pore geometry with a lower aspect ratio is introduced to the surrounding
medium while the pore geometry inside the cave has a high aspect ratio, one may
get a positive re�ectivity between the surrounding medium and the cave composites.
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Figure 5.2-7c and d illustrate this, where black arrows indicate areas with distinct
changes in re�ectivity. This will also a�ect the synthetic seismic.

Figure 6.2-1: The paleocave features in the Franklin Mountains 2D model case
were saturated with oil, including the crackle breccia which has a porosity of 15%.
Figure (a) displays the bulk modulus versus porosity computed in the ENTER pro-
gram (rock physics modelling script). Figure (b) displays the bulk modulus computed
in the SeisRoX software based on the added rock physics model provided from the
ENTER program. The Bulk modulus (displayed in SeisRoX) does not correlate with
the bulk modulus graph for a oil saturated target, computed by ENTER. The two
graphs in �gure (a) have the same input values except for �uid saturation, where
the blue dashed line represents brine saturation, and the blue solid line represents oil
saturation. The bulk properties for 15% porosity are displayed by the pink and grey
dashed squares representing brine and oil saturation, respectively.
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6.3 Seismic forward modelling

Due to the high seismic velocities inherent in the carbonate minerals, the resolution
of the seismic representing carbonate reservoirs is poor. Heterogeneities in carbon-
ate reservoirs represented by fractures, �uids, more scattering, etc., cause a high
loss of elastic energy. This will e�ects high frequencies more than the low frequen-
cies. Therefore, a combination of seismic attenuation and high velocity will reduce
resolution, hence lower frequencies are chosen for this type of reservoirs. One can
argue that a higher frequency than the 30 Hz used in this study may be possible
in shallow subsurface scenarios, but by choosing the 30 Hz frequency case, one can
also consider these results as deep-lying carbonate paleokarst reservoirs at similar
depths as described in Zeng et al. (2011b).

By comparing my results with previous related works (described in section 4.7), one
can �nd some similarities. In Xu et al. (2016), the seismic response of cave fea-
tures with various shapes and sizes were investigated in a physical (tank) modelling
experiment. For instance, the seismic response of a spherical shaped conduit (di-
ameter 60m) they presented can be compared with the synthetic seismic response
of the spherical feature (phreatic tube) displayed in the 2D model of the Franklin
Mountains paleocaves, where the seismic characteristics are very similar, though
the feature in the Franklin Mountains case includes several component with di�er-
ent seismic properties and will therefore give a di�erent seismic response than the
feature presented in Xu et al. (2016). A reproduction of the experiment described in
Xu et al. (2016), but by using the 2(3)D convolution approach, could be a possibility
for a future study and a possible validation of the 2(3)D convolution method, though
one could question the applicability of the material used in the physical modelling
described in Xu et al. (2016).

One of the synthetic seismic models presented in Janson and Fomel (2011) describes
a 3D model of a modern cave system similar to the 3D model of the Setergrotta cave
system presented in this study. However, a major di�erence between the 3D cave
model presented in Janson and Fomel (2011) and the 3D model of the Setergrotta
cave is the seismic velocities outside the cave passages contra the seismic velocities
inside the collapsed cave, which in the Setergrotta case was due to the considered low
aspect ratio describing the pore geometry outside the collapsed cave passages. Rock
physics were not considered in Janson and Fomel (2011), where the velocities were
based on outcrop-based samples and one sonic velocity well, and where the velocity
distribution was decided by variograms. The layered velocity model surrounding
the 3D cave model in Janson and Fomel (2011) provided also an interesting feature
to the 3D model and presented a more realistic 3D representation of a paleokarst
reservoir.

A fracture model (�gure 5.2-2) was included in the Setergrotta cave model, but from
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the synthetic seismic section displayed in chapter 5 (�gure 5.2-9b), the seismic re-
sponse of these porosity variations was not easily detected due to stronger response
of the cave. Figure 6.3-1 displays a horizontal slice from the Setergrotta cave model,
above the paleocave features, where the seismic response is more distinguishable,
though vertical resolution smearing from underlying cave features a�ects the dis-
played seismic (the strongest seismic events in �gure 6.3-1). This illustrates the
impact of the vertical resolution. The porosity variations throughout the whole 3D
model, in terms of fractures, are expected to in�uence the synthetic seismic of the
paleocave features, though it may not be visible.

Figure 6.3-1: The �gure illustrates the synthetic seismic response of the fracture
model included in the 3D model of the Setergrotta cave system. The amplitude scale
is the same as the amplitude scales representing the synthetic seismic of the paleocave
features in chapter 5. The two largest amplitudes (relatively strong black events) in
this �gure originate from a strong seismic event located below this section. This
horizontal seismic section is located near the layer describing the porosity of the
fracture model in �gure 5.2-2.

The comparison between the 3D convolution approach and the 1D convolution ap-
proach shows how signi�cant the impact of not including lateral resolution e�ects
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in the synthetic seismic is. By excluding the lateral resolution e�ects, an inaccurate
representation of the seismic for a considered target is achieved.

Considering the e�ciency in terms of computation time, the 2(3)D convolution
approach used less than a minute computing the synthetic seismic (with a standard
school computer: 64 GB installed RAM and 2.67 GHz and 2.66 GHz processors).
This is considered quite e�cient, though the 1D convolution method would use
less time. It would still be worth considering the 2(3)D convolution over the 1D
convolution due to the bene�ts that comes with a more realistic synthetic seismic
image.

In this study, I have only considered normal incidence cases, but it is also important
to consider the e�ects of amplitude versus o�set (AVO) for paleokarst reservoirs.
This is something that should be taken into account for similar studies in the future.
When a non-zero incident angle is considered, wave conversions will occur (e.g. P-
S), and the e�ect of S-wave velocities will play a role. To illustrate the e�ect of
AVO, �gure 6.3-2 displays how the re�ectivity of a re�ector may change due to an
increasing incident angle. The properties describing the re�ector is taken from the
Setergrotta cave model. The P-P re�ection coe�cient decreases with ca. 37% from
a normal incident angle (0◦) to an incident angle of 30◦.

Figure 6.3-2: The �gure illustrates the e�ect of an increasing incident angle, and
how this a�ects the re�ection coe�cient. The input properties describe the re�ector
on top of the 3D model representing the Setergrotta cave system. The red line repre-
sents P-wave re�ection (P-P), while the blue line represents a mode conversion from
a P-wave to a S-wave at the re�ector. Incident angles up to 30◦ are considered.
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6.4 Reliability of the results

Several assumptions have been made throughout this study, mainly to be able look at
di�erent e�ects in a global modelling work�ow, such as the various pore geometries
and their distribution. The low aspect ratio representing the pore geometry of the
background medium of the Setergrotta model was based on theories suggesting that
a large fracture network is common in carbonates, especially surrounding collapsed
paleocave features. This led to a quite low P-wave velocity of the surrounding
medium (even lower than some parts of the collapsed paleocave interior). The
reliability of that result will probably be questioned, though there has not been
done much research including a similar rock physics modelling approach adapted to
the heterogeneities found in carbonate paleokarst reservoirs.

The results are based on an isotropic medium, due to simplicity. This does not rep-
resent a true representation of the subsurface, and therefore the e�ect of anisotropy
should be considered in future related work.

Other assumptions regarding the input paleocave models must also be considered
when evaluating the reliability of the results. As mentioned earlier, the physical
properties, such as the porosity in the Franklin Mountains 2D model, are based
on approximations from interpretation of an outcrop and from an equivalent reser-
voir formation. The structure of the Franklin Mountains cave model is also highly
simpli�ed.

However, this study has provided a useful and preliminary overall work�ow for
modelling paleokarst reservoirs. If seismic data from a real paleokarst reservoir
is provided in the future, one could compare with a model representing the same
reservoir, and possibly test the validity of the presented work�ow.
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Chapter 7

Conclusion

The objective of the thesis was to provide a modelling work�ow speci�cally aimed
at seismic characterization of paleokarst reservoirs, which could then help estab-
lish guidelines for interpreters in terms of identifying paleokarst features in seismic
images. This study has provided the following conclusions:

• The rock physics modelling results con�rmed that the pore geometry is a key
parameter in saturated carbonate paleokarst reservoirs. Pores with low aspect
ratio, which represented fracture-like pores, gave a signi�cantly lower seismic
velocity compared to pores with high aspect ratio, which represented more
spherical pores (moldic, intraparticle, vuggy pores). The Kite model provided
therefore a valuable insight to the carbonate heterogeneities.

• The seismic forward modelling using a 2(3)D convolution method gave both
fast modelling approach and the possibility to provide a realistic seismic rep-
resentation of a very complex reservoir type.

• The input geo-models gave useful insight to various paleokarst features, though
creating the 2D model of the paleocaves in the Franklin Mountains proved to
be challenging in terms of determine relevant petrophysical properties for the
di�erent features in the model. The Setergrotta 3D model contributed with
a robust model with realistic cave geometry and several petrophysical proper-
ties already included (from previous Msc thesis). Similar models representing
paleokarst reservoirs will be valuable for future studies using the work�ow
presented in this thesis.

• By linking the rock physics modelling approach presented in this study with
the 2(3)D convolution approach for seismic forward modelling, it has been
demonstrated that the proposed modelling work�ow aimed at complex car-
bonate reservoirs is a suitable approach for providing seismic characteristics
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concerning paleokarst reservoirs.

7.1 Outlook

The presented work�ow has been applied to two types of paleocave models in this
study. The results demonstrated the potential of this type of modelling work�ow,
though improvements should by done to increase the e�ciency and reliability in
terms of linking the rock physics with the seismic modelling. Also, additional appli-
cations could be interesting to consider in terms of identifying seismic characteristics
of paleokarst features. This section provides a few suggestions to future development
and testing.

Authenticity of the input models

Improvements in terms of making the input models more realistic could be valuable
and would provide a more reliable evaluation of the possible seismic characteristics.
By including well log data from real paleokarst reservoirs (or an equivalent) in the
input model, would give a more realistic representation of a background stratigraphy,
similar to what was done in the 3D paleocave model in Janson and Fomel (2011).
Rabbel et al. (2018) did include such a background stratigraphy based on well log
data (density and sonic velocity) when modelling volcanic intrusions from outcrop
data. The data was used to derive an acoustic impedance log, which was further
used to generate a 1D layered model to represent that background stratigraphy.

Random noise (white and Gaussian distributed, then coloured according to seismic
PSDM) could also be added to the 3D model, similar to what has been done in
this thesis for the Franklin Mountain case (�gure 5.1-16 and 5.1-17). The fracture
network in the Setergrotta 3D model simulates similar random background noise,
but here in the sense of surrounding structures of weak re�ectivity, barely visible in
comparison to the cave body itself.

A more complex cave network including several cave systems should be a possible
scenario for future studies, where several cave conduits are distributed both in later-
ally and vertically directions over large distances. Loucks (1999) suggested a similar
scenario, with fracture networks connecting the paleocave features, which implies
a potentially quite extensive exploration target. As mentioned earlier, open paleo-
cave conduits could potentially occur quite deep in the subsurface. In this study,
only cases where the paleocaves are completely �lled with collapse material have
been considered. One could also study di�erent scenarios regarding the paleocave
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content varying from a completely �lled conduit, from partially �lled to an open
conduit case.

Rock physics modelling parameter

The input rock physics properties in this study have been mainly based on the values
presented in Avseth et al. (2014). Only one pore type has been considered for each
rock physics model used in this thesis. A more complex pore shape distribution
could be achieved by adding more than one pore shape within one rock physics
model.

The �uid distribution within the paleocave models was very simplistic in this study,
in lack of more information. A simple assumption that the paleocave features con-
sisted of 100% �uid saturation with a homogeneous �uid mixing was considered.
For future studies, one may consider what happens if di�erent �uid occupy di�er-
ent parts of the pore space (patchy saturation), and how this may in�uence the
seismic response. Varying oil-water contacts and gas-oil contacts could also be con-
sidered, in terms of simulating variations in reservoir conditions during production,
and possibly establishing seismic characteristics related to this.

Anisotropy

The assumption of an isotropic medium made in this thesis does not necessarily re-
�ect a realistic representation of a carbonate paleokarst reservoir. Anisotropy should
therefore be considered in future related studies. Vertical or horizontal distribution
of aligned fracture sets, representing a simple case of anisotropy called transverse
isotropy, might be a good starting point for studying such anisotropy e�ects (Xu
and Payne, 2009).

AVO

As previously discussed, AVO needs to be addressed in future studies related to the
modelling work�ow presented in this thesis. The introduction of S-wave velocity that
comes with non-zero incident angles will have an impact on the seismic response.

Forecasting production behaviour

By considering a detailed input model, complex and realistic scenarios in terms of
rock physics parameters with varying �uid contacts and/or �uid substitution, includ-
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ing AVO e�ects, to provide a helpful guideline in forecasting production behaviour
in a very complex reservoir type such as paleokarst reservoirs.
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