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New theories suggest that the relationship between capillary pressure and saturation
should be enhanced by a dynamic term that is proportional to the time rate of change
of saturation. This so-called dyamic capillary pressure formulation is supported by labo-
ratory experiments, and can be included in various forms of the governing equations for
two-phase flow in porous media. An extended model of two-phase flow in porous media
may be developed based on fractional flow curves and a total pressure - saturation de-
scription that includes the dynamic capillary pressure terms. A dimensionless form of the
resulting equation set provides an ideal tool to study the relative importance of the dy-
namic capillary pressure effect. This equation provides a rich set of mathematical research
questions, and numerical solutions to the equation provide insights into the behavior of
two-phase immiscible flow. For typical two-phase flow systems, dynamic capillary pres-
sure acts to retard infiltration fronts, with responses dependent on system parameters
including boundary conditions.

1. INTRODUCTION

Recent theoretical work, e.g. [7,8], suggests that the traditional algebraic relationship
between capillary pressure and saturation may be inadequate. Instead, a so-called dy-
namic capillary pressure formulation is needed, where capillary pressure is defined as a
thermodynamic variable, and the difference between phase pressures is only equal to the
capillary pressure at equilibrium. Under dynamic conditions, the disequilibrium between
phase-pressure differences and the capillary pressure is taken to be proportional to the
time rate of change of saturation. A recent study by Hassanizadeh et al. [10] presents
experimental evidence, culled from the literature, to support this claim. Numerical simu-
lations using dynamic pore-scale network models, e.g. [5], and upscaling also support the
claim. In [10], numerical solutions were presented for an enhanced version of Richards’
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equation that included the dynamic terms. A preliminary assessment was made regard-
ing the magnitude of the proportionality coefficient in the dynamic equation, idenftifying
ranges that produce significant modification to infiltration results.

While the work presented in [10] provides a foundation for this problem, it only con-
sidered the specific case of flow in unsaturated soils, under the assumption that the air
phase remains at essentially atmospheric pressure everywhere in the domain. In the
present work, we expand this earlier work to include the general two-phase flow case,
using a fractional flow formulation for the governing equations. Into these equations are
embedded the dynamic capillary pressure terms. The equations are then written in di-
mensionless form, and a brief discussion of the mathematical properties of the enhanced
governing equations is presented. A numerical algorithm for their solution is given, and a
numerical simulation is presented to demonstrate the effects of the dynamic terms. Finally
the implication of these results is discussed, and a few comments on future directions for
research are given.

2. A TOTAL VELOCITY/GLOBAL PRESSURE FORMULATION

The basic equations describing two-phase immiscible flow in a porous medium are given
by mass balance equations, Darcy’s law, and associated constitutive relationships. In this
section we present a total velocity-global pressure formulation, [4,3], including a dynamic
capillary pressure term. Let 0 C R? denote the porous medium. Mass balance and
Darcy’s law for the phases are:
99paSa

—'at—+v‘(paua)ZQQa er? t>07 o =w,n, (1)

U =" A (Y, — Pai¥e2), T e Q, t>0, a=w,n. (2)

Here, @ = w, n, denote the wetting and non-wetting phases, respectively; s, pa, and p,
are the saturation, pressure and fluid density of phase «; Ay = kro/pta is the mobility of
phase o with k., and p, being the relative permeability and viscosity of the phase; ¢,
denotes a source term (mass per unit volume per time); ¢ is the effective porosity; K
is the intrinsic permeability tensor; g is the gravity constant and z denotes the depth.
In addition ), s = 1, and we assume a dynamic relationship between pressures and
saturations as derived by Hassanizadeh and Gray [8]:

0s
- = L e 3
Pn— Pw = Fe o ( )
Finally, we assume that
= PR e nd RS (4)

The pressure difference giving the left-hand side of Equation (3) should be interpreted
as a dynamic capillary pressure, whereas the P, function on the right-hand side is the
capillary pressure measured under equilibrium conditions. Subsequently we assume that
L is constant, although results reported in [10] may suggest a more general behavior. Also
note that the dimension of L is mass/(length x time). Next, we introduce

BN A
M=) day =D te falsa) = 37, and d(sa) = 5
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Here, Ar is the total mobility, u is the total Darcy velocity, f. is the fractional flow of
phase «, and d is the harmonic average of the mobility functions. Define compressibilities
ca = (dpa/dp)/pa and ¢; = (d¢/dp)/¢, and a global pressure by

1 a5
P = hepuw + hpnpn + 5{(hw — hp)P. — / (e = Rdeh. (5)

Here the weights h,, are assumed to be functions of s, and sum to 1. With these
definitions we can combine equations (1)-(3) to obtain:

V- cbcq Z co qbsa 7 + uq - Vp) + Z G/ Pas (6)

w= MK -[Vp+ %{(fw —~ j‘n)V(Lag;“) Wl lzn)La;;U = (wpw + Anon)gV 2, (7)
6222 49 {fuut dK (oo — pa)gVe+ VP~ LHD)]} 5
= Qu/pw — d)swcs%}—; 5 Ca(¢5w% + Uy * VD).

Supplied with appropriate constitutive relationship, equations (6)-(8) form a closed set of
equations with p and s, as primary variables.

2.1. One dimensional model

Assume that the flow takes place in one spatial dimension such that Q = (0,/) € R. To
simplify even more, assume that the flow is horizontal, Vz = 0, and that ¢, = ¢, = ¢, = 0.
Then equations (6)-(8) reduce to:

ou

G o )
i 0 G’w 0 a w

~ K <§p F((fu— fo) o (D5) = (= h) L2, (10)

¢>aﬂ i {fwu = dKaa (P. — aSw il (11)

Equatlon (9) implies that u = u(t ) We can therefore integrate (10) in space to obtain:

(2 doebala) - p(0,8) + [y 3{(f fn)az(Llasu) — 2l — ha) L% }dr ootk
JHENF de

This model is often used to describe core-plug experiments. To be able to solve (11) and
(12) we need to specify the initial saturation s,(z,0) = so(z) and appropriate boundary
conditions. If the volumetric flux u, = u,(t) of each phase is specified at the boundary,
Equation (12) become redundant, and a total-flux condition may be imposed on the
saturation equation (11). Furthermore7 it is useful to write (11) in non-dimensional form:

83 ds %s
8t {fw( ) )—a(s,x)[eb( )a.T 8:66%]}:0 (13)
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Here, [ and @ are respectively characteristic length scale and flow-rate; ¢ = l¢(1 — s, —
Sw)/ s theicharacteristic timel scale;iis =i (5,5 s ille—=ts; seis it vhisfreduced
saturation; P! and K are characteristic values for P/(s) and K; ko < 1 are the end-point
relative permeabilities; A\, = ko/fta; d = Ky /pw. Dimensionless quantities are:

ey RPN s s o dK Bt ol
H—E, fr= = = ¢—;L; v(t) :#; Aalsli= ;\(a)
e e e il L) st Dy

Ao (8) + KAn(s)’ ot ol 16 i 1P|
Notice that the Richards’ equation including a dynamic term is formally obtained from
(13) by letting k — oo.

2.2. Sobolev equations
Except for the z and ¢ dependency in coefficients, Equation (13) can be written in the
generic form

Ut + f(u)x = eg(u)m + v (h(u)utw)r ) (14)

where u(z,t) is the solution that is sought; subscripts connote partial differentiation; f(u)
(convection), g(u) (diffusion), and h(u) (dispersion) are given functions; while €, > 0
are given scaling parameters indicating the importance of diffusion (€) and dispersion
(v). PDEs of the form (14), which often are referred to as Sobolev equations in the
literature, occur in several different applications, besides the one considered herein. We
mention briefly flow of fluids through fissured rocks, heat conduction, shear in second
order fluids, and consolidation of clay (see also discussion below). It is worth while
noticing that the time derivative of the solution to a Sobolev equation (14) is not given
explicitly, and, for this reason, Sobolev equations are often also referred to as implicit
evolution equations. Sobolev equations have been extensively studied in the literature, at
least when the functions ¢'(u)andh(u) are bounded away from zero (the non-degenerate
case). Unfortunately, in the applications considered herein the functions ¢'(u), h(u) may
both vanish for some solution values. A general mathematical theory (encompassing
non-smooth solutions) for degenerate Sobolev equations of the type (14) has yet to be
developed. Although a general theory is missing, a traveling wave analysis is carried out
in [11] when f = 0 (more precisely, the authors consider a Richard type equation). In
the non-degenerate case, well-posedness of Sobolev equations are well-known. Typically,
existence and uniqueness of solutions are established by using “abstract” Hilbert space
techniques for evolution equations; see, e.g, [13] for some typical results and proofs. Let
us also mention that Sobolev equations have been extensively analyzed from a numerical
point of view, in particular when the convection term f is not dominating, see, e.g., 6]
and the references therein for some classical papers on finite difference and finite element
methods. Much more recently, in [9] the method of characteristics was applied to Sobolev
equations with a dominating convection term. The finite difference scheme that we used
herein (for the convection dominated regime) is in the spirit of the ones used in [12].

2.3. Vanishing diffusion-dispersion limits
Motivated by our numerical examples and the fact that we are particularly interested
in the Sobolev equation (14) when convection effects dominates over diffusion/dispersion
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effects, it is of great interest to understand the singular limit of solutions u** of (14) as
e,v — 0. Note that such a study is highly relevant when it comes to constructing correct
and accurate numerical methods for convection dominated Sobolev equations. We can
view (14) as a diffusion-dispersion regularization of the conservation law

s+ f(u), =0, (15}

Currently there is no theory for the “e,v — 0 limit” of (14) when the dispersion coefficient
h(u) is a nonlinear function. However, theory is available for the Cauchy problem for a
simpler Sobolev equation with a “constant dispersion coefficient”:

s =g P, zzag)ut + Pl = eglu)un: (16)

A particular example of this equation has been used to model the propagation of small
amplitude shallow-water waves (as an alternative to the Korteweg-de Vries (KdV) equa-
tion), see [1]. For some recent results on (16) when e = 0 (in which case the equation
possesses solitary-wave solutions), see [2].

3. NUMERICAL SOLUTION

To solve Equation (13) numerically, we shall use a semi-implicit conservative scheme.
Let [0,1] be divided into N uniform cells such that Az = 1/N, and let S satisfy:

Ay

x

A
G RS, S — BRI K:'E‘{FE(SH-M SRl o e
TRt ) N anid . —101 L Hiere. SP — 0 Af — b s the time step, S, = 5,(1)
is an approximate average value to the exact solution over grid-cell ¢ at time-level ¢, and
S = S;(t"). The numerical flux is divided into an implicit and explicit part such that:

e v SZTI—H i Sin—%—l
FI(Si—.Lly Si) = —a?ﬂ/g (ebiﬂ/? A E> —HF_—’

o 0 S
FE(Si11,50) = FulS7) + alyy jps A0,

with afy,/, = (a(SPy) + a(S7))/2 and 8, = (B(ST) + b(S))/2. Note that when
e = v = 0, (17) reduces to the standard first order Godunov scheme since f'(u) > 0.
This implies that the standard CFL-constraint on the time step must be imposed. In the

calculations we choose At = Az/(2max, f'(u)).

3.1. Test case and numerical results

The non-dimensional form of the saturation equation allows us to test the effect of the
dynamic capillary term for a wide range of characteristic values. Experimental results
suggest that over the scale of a core plug, L should be in the range 10* — 107kg/ms, see
[10). We will choose € ~ 10~1 — 1073, Since the dynamic capillary term is supposedly a
perturbation, we choose v ~ € — 1072¢. These numbers are also consistent with typical
characteristic values including the given values for L. Assume that K = K. We will
introduce some simple analytic forms for the constitutive relationships which will mimic
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typical behavior of measured relationships. Assume that k., (s) = kys? and ke,(s) =
kn(1 — 5)?, then:

5 s s

a(s)

el o e R e

andals )bl =11
The last relationship captures the degeneracy of the product of the mobilities and the
derivative at the residual saturations. In the computations we have chosen the mobility
ratio to be k = 1. Initially we assume that only the non-wetting phase is present so(z) = 0,
and we impose a fixed flow rate of the wetting fluid at the inflow boundary, u,, = @, and
a zero-Neumann condition at the outflow boundary:

ds O

0s
o — b e = = P = ==
fuw(s) —al(s)e (5)81: +V8$8t] e — 0 o e i = (18)

These boundary conditions can be implemented using

mhiel s BTG O e g S e (19)

All the simulations were run to t = 0.5, equivalent to displacing half the effective pore-
volume. To verify the implementation we checked that the solutions converged to the
Buckley-Leverett profile in the limit L,e — 0. We also checked the convergence rate in
a discrete L;-norm defined by ||f|i = Y.y |fi|Az;, by comparing a fine-grid solution,
N = 4000, with coarse-grid solutions. The result is reported in Table 1, and suggests
a convergence rate p close to 0.8. To investigate the effect of the dynamic term we ran

Table 1
Estimated L,-errors for ¢ = 0.01 and different mesh parameters N at t = 0.5. The
reference solution is computed with N = 4000 and p is the estimated order of convergence.
e 0100 0.001
Zoh B 2 s 6
50 0.0800 0.0385
100 © 0:0468 0.0258
200 0.0267 0.0152
4008 00154 0 00T
800 0.0085 0.0034
P 0.7749 0.7986

simulations with various values for € and L on a fine grid (N = 4000), and then calculated
the redistribution of saturation in comparison to the Buckley-Leverett profiles s = sz )
(e = L = 0), and the capillary diffusion solutions s = s°(z,?) (L = () Aigshime i (5.
To measure the redistribution we used Dy = ||s — s°||1/||s°|]x and D. = ||s — s¢||1/|s°[1-
The results are reported in Table 2, and the saturation profiles for € = 0.01 and various
values for L are shown in Figure 1. Qualitatively similar results to the profiles in Figure
1 were obtained for other choices of e.
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Table 2
Redistribution of saturations: N = 4000, ¢t = 0.5.

DO De

v\e (Al 0.0 0.001 (5] 0.01 0.001
W= iR - - 0.134 - -
RO 06 2611 - 0.0143 0.2590 -
=2 02595 ¢ 1.0230 10.2868 00013 L 0l0567  0.2915
105 - - U2 - - () 2007
107° - - 0.0128 - - 0.0180

0 0.2438 0.0515 0.0086 0 0 0

4. DISCUSSION AND CONCLUSIONS

The results presented above suggest that the effect of a dynamic term may easily be
of the same order as the effect of the equilibrium capillary pressure. We also observe
significant effects of these terms on the mass distribution even for fairly small values of e.
Capillary effects are often neglected in standard petroleum applications because € vanishes
in the limit of high flow rates. However, the scaling of the dynamic term is independent
of the characteristic flow rate. This may indicate that dynamic effects are important even
in cases when capillary effects would normally be omitted.

The main effect of the dynamic term on the solution profiles is to retard the fronts. Since
the simulations presented here are run with a fixed flow rate it follows that more mass
accumulate behind the front and the front height is increased. A retardation effect was also
observed for solutions of the Richards equation, see [10]. However, since the simulations
reported in [10] were run with Dirichlet boundary conditions, no significant change of the
shape of the fronts was observed, although the retardation was more pronounced.

Finally, to our knowledge no experiments have so far demonstrated that dynamic cap-
illary terms may affect field scale displacement. Although numerical simulations, as pre-
sented in this and other work, may indicate the importance of such terms, experimental
evidence in this direction is strongly needed.
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