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1 Introduction

Elastic curves have a long and rich history in the field of mathematics, and
is still being studied by many scientists today. As these curves appear in
many natural phenomena, their applicable potensiality hits a broad vari-
ety of modern sciences. To get a better understanding of how these curves
behave, mathematicians have uncovered different problem in mathematics
where these curves appear. Elastic curves can be formulated as a problem in
the calculus of variations, as a solution to elliptic integrals, or as the differ-
ential equation describing a mathematical pendulum, to name a few.

A seemingly different problem relating to elastic curves, is know as the
rolling sphere problem - first made famous by John Hammersley [10] in 1983.
Loosely speaking, the problem is to roll the sphere from an initial contact
configuration with the plane to a terminal contact configuration such that
the curve traced out by its point of contact is as short as possible. Amazingly,
the minimal curves that solve this problem are in fact elastic according to [3]
and [11]. We will get to the formal statement of this problem later on.

In this text, we will look at how the elastic curves relates to some of the
mathematical problems mentioned above. Our main focus will be on the
relation to the rolling sphere problem and the rolling of a hyperboloid.

In section 2 we will recall some of the history regarding elastic curves.
We will also recall some basic curve theory and properties regarding Jacobi
elliptic functions - which are essential in deriving the intrinsic equations
describing the behaviour of these curves. Next we will apply methods from
the calculus of variations to obtain the intrinsic equation of elastic curves. In
section 3 we will uncover the material or optimal control theory on Lie groups
which we will apply in section 4, where we revisit the problem of elastic curves
and study its relation to the rolling problems of both the sphere and the
hyperboloid. Finally, in section 5 we will see how the different energy levels
of the Hamiltonian system influences the optimal solutions. Furthermore,
we will study some of the rolling motions along elastic curves with constant
curvature.
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2 Elastic Curves

Elastic curves are the main characters of this text. To build interest and to
get a better understanding of how these curves appear, we present a short
summary on their history, before we approach them in a mathematical man-
ner.

2.1 History

Even though the modern version of the elastica is due to Euler, the history
of elastic curves dates all the way back to 13th century with Jordanus de
Nemore.

2.1.1 Early history

Jordanus de Nemore considered the shape of a uniform lamina resting at its
center of gravity with its endpoints bending slightly down. By the theory of
elasticity, this shape will resemble that of what we now call an elastic curve.
de Nemore thought that the shape would become a circle if the weighted
ends had sufficient weight to pull the them together. Though this proposed
solution was incorrect, we now know that the circle is in fact a solution for
another type of elastic curve.

Many years later, in 1638, Galileo also posed a problem regarding elastic
curves. He formulated the following problem:

Considered a prismatic beam attached to a wall. How much weight is
required to break this beam?

The following figure illustrates the setup:

6



Figure 1: Galileo’s problem.

Considering the beam as a compound lever with a fulcrum at B, Galileo
derived several scaling relationships of this problem. This marks the first
mathematical study of elasticity. Many scientists were inspired by Galileos
work on elasticity in the coming decades.

It wasn’t before Hookes law on the tension of springs and Christian Huy-
gens treatment of involutes and evolutes of curves - leading to a better un-
derstanding of curvature - that inspired James Bernoulli to reformulate the
problem of elastic curves. In 1691 James Bernoulli posed the following prob-
lem:

Consider a vertical lamina with a weight m attached at the top end of this
lamina. For what value m will the endpoint become horizontal?

The following figure illustrates the setup:
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Figure 2: Bernoulli’s problem.

The class of elastic curves which solves this particular problem, is now
known as rectangular elasticas. This naming is due to the tangents of the
endpoints being perpendicular with respect to each other. To get a grasp on
the difficulty of the problem in these days, Huygens expressed himself in a
letter to Leibniz, dated 16 November 1691, where he wrote:

”I cannot wait to see what Mr. Bernoulli the elder will produce regarding
the curvature of the spring. I have not dared to hope that one would come
out with anything clear or elegant here, and therefore I have never tried.”

Even though James Bernoulli made great contribution to the problem
of elastic curves, there was still lacking a great variety of elastic curves. It
wasn’t before his nephew, Daniel Bernoulli, proposed the general version of
the problem to Leonard Euler that we obtained the complete classification
of elastic curves.

2.1.2 Euler elastica problem

Daniel thought that Euler and his newly developed theory on calculus of
variations might do the job. In 1743 Daniel wrote to Euler suggesting that
the total energy of the elastic curves were proportional to the magnitude of

E =

∫
ds

r2
,

where r is the radius of curvature. With this in hand, Euler could use his
apparatus on calculus of variations to minimize the functional E. Eulers
formulation of the problem of elastic curves goes as follows:
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”That among all curves of the same length which not only pass through the
points A and B, but are also tangent to given straight lines at these points,

that curve be determined in which the value of∫ B

A

ds

r2

be a minimum.”

Euler published his treatment of elastic curves as an appendix to his land-
mark book [8] on variational techniques in 1744. Euler discovered that there
is an infinite number of elastic curves solving this variational problem. By
deriving the ODEs of the problem, he managed to classify all of these into
9 different types, depending on two parameters - which we will discuss in
section 5.1.

Figure 3: Euler’s drawings.
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Due to his detailed description on the solutions of elastic curves, the
general statement of this problem, as quoted above, is now often referred to
as the Euler elastica problem.

2.1.3 Elastica and the pendulum equation

Another important insight in the study of elastic curves, involves its rela-
tion to the pendulum equation. It is not entirely clear when the analogy
between the pendulum and the elastica was established, but Kirchhoff estab-
lished an analogy within the context of his study [14] of a spinning top and
a twisted rod. The spinning top and twisted rod are three-dimensional gen-
eralisations of the pendulum and elastica respectively. This relationship is
also attributed the German physicist and mathematician, Max Born. In his
1906 Ph.D. thesis [4] “Stability of elastic lines in the plane and the space”,
he discovered that the differential equation describing the elastica resembles
that of a mathematical pendulum.

The kinetic analogy of the pendulum is really helpful in understanding the
classifications of the elastic curves. In most literature on periodic systems, the
mechanics of the swinging pendulum is the most basic and standard example.
First of all, this analogy suggests periodicity in elastic curves. Moreover, we
have a connection between the curvature of the elastic curve and the swing
angle of the pendulum. More specifically, the curvature of the elastic curve
corresponds to the angular momentum of the pendulum. Considering the
pendulum equation

θ̈ +
g

r
sin θ = 0,

where θ is the angle that the pendulum makes with the vertical axis, g is the
gravitational constant, and r the radius of the pendulum, we see that only
the swing-height of the pendulum will infect the fundamental solution:
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Figure 4: Simple pendulum.

Thus, the family of solutions to the problem of elastic curves can be
characterized by a single scalar parameter. We will discuss this relation in
more depth in section 4.1.5 and 5.1.

2.1.4 Elastica and the rolling sphere

In more recent years, a new connection to the elastica was discovered. A.
Arthur and G.R. Walsh [3] (1986) and V. Jurdjevic [11] (1993) independently
discovered that the solution set of the rolling sphere problem coincides with
that of elastic curves. The rolling sphere problem says the following:

”Consider a ball rolling on a horizontal plane without slipping or twisting.
The problem is to roll the ball from an initial contact configuration (defined
by contact point of the ball with the plane, and orientation of the ball in the
3-space) to a terminal contact configuration, so that the curve traced by the

contact point in the plane is the shortest possible.”

The problem of the rolling sphere has been studied by many mathemati-
cians in recent years. Regarding the three model spaces in Riemannian ge-
ometry, it is natural to ask a similar question about the hyperbolic space.
Is it possible to roll a hyperbolic space from an initial configuration to a
terminal configuration, where no slipping nor twisting is allowed? And, if
such solutions exists, what can we say about the optimal solutions? Answers
to these questions can be found in the recent work [13] by Jurdjevic and J.
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Zimmerman. However, in this text we will show a direct passage between
these problems via the pendulum analogy.

For more on the history of elastic curves, the reader is referred to [22],
[20], [33]-[35], and [28]. For now, we are going to recall some curve theory to
better understand the structure of the problem regarding elastic curves.

2.2 Preliminaries

To better understand the structure of the problem on elastic curves, we need
some more terminology regarding curves and how they behave under certain
conditions. In deriving the closed-form solutions, we also need some proper-
ties regarding Jacobi elliptic functions. Hopefully, the following subsections
will strengthen the readers intuition on elastic curves. By recalling some
basic theory on curves and curvature, we are of to a gentle start and set the
stage for the material that is about to be covered.

2.2.1 Basic Curve Theory

In this section we will define some of the fundamental concepts regarding
curves and curvature. Moreover, we will introduce the Frenet-Serret appara-
tus which will be useful in the variational analysis of the elastic curves that
we will discuss in section 2.4. In this text we will be working with regular
curves in most of our calculations.

Definition 2.2.1. Let k be a non-negative integer and Ck([t0, t1]) the
space of continuously differentiable functions of order k on [t0, t1]. A k-
regular curve in R3 is a map γ : [t0, t1]→ R3 such that γ ∈ Ck([t0, t1])
and

dγ

dt
6= 0

for all t ∈ [t0, t1].

It is well known that the length of a curve does not depend on its
parametrization and, moreover, that any regular curve can be parametrized
by arc length, at least locally. All curves in this text will be parametrized
by arc length and is therefore of unitary speed. We define this notion by the
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following:

Definition 2.2.2. A curve γ : [t0, t1]→ R3 is said to be a unit speed
curve if ∥∥∥∥dγdt

∥∥∥∥ = 1

for all t ∈ [t0, t1], where ‖ · ‖ denotes the Euclidean norm on R3.

Definition 2.2.3. Let γ : [t0, t1] → R3 be a regular curve in R3. The
length of γ is defined by

`(`) :=

∫ t1

t0

∥∥∥∥dγdt
∥∥∥∥ dt

Remark 2.2.4. Note that, for unitary speed curves, we have that the length
of these curves are the same as the length of their time-domain. That is,

` = t1 − t0,

for any real numbers t1 > t0.

N

Definition 2.2.5. Let γ : [t0, t1]→ R3 be a k-regular unit speed curve.
The curvature κ : [t0, t1]→ R of γ is define by

κ(t) := ‖γ′′(t)‖.

We denote by T (t) = γ′(t) the tangent vector of t 7→ γ(t). Assuming that
our curve has non-vanishing curvature κ 6≡ 0, we can construct two other
vector fields which we will now define.
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Definition 2.2.6. Let γ : [t0, t1] → R3 be a k-regular curve with
non-vanishing curvature.

(a) The principal normal vector field of γ is the vector field

N(t) :=
T ′(t)

κ(t)
.

(b) The binormal vector field of γ is the vector field

B(t) := T (t)×N(t).

(c) The torsion of γ is a function τ : [t0, t1]→ R defined by

τ(t) := 〈B′(t), N(t)〉.

Note that all vectors in the definition above is of unit length. Thus,
for a curve with non-vanishing curvature κ 6≡ 0, we obtain a well-defined
orthonormal frame

{T (t), N(t), B(t)} (2.1)

along γ for almost all t ∈ [t0, t1].

Definition 2.2.7. The orthonormal frame in (2.1) is known as a
Frenet-Serret frame along γ. Together with the functions κ(t) and
τ(t) we have the Frenet-Serret aparatus

{κ(t), τ(t), T (t), N(t), B(t)}

along γ.

By the Frenet-Serret aparatus we easily obtain the Frenet-Serret equa-
tions

dγ

dt
= T,

dT

dt
= κN,

dN

dt
= −κT + τB, and

dB

dt
= −τN, (2.2)

by using the fact that

v = 〈T, v〉T + 〈N, v〉N + 〈B, v〉B
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for any vector v along γ. Worth mentioning is the known fact that any curve
γ : [t0, t1]→ R3 can be totally determined, up to some isomorphism, by the
functions κ(t) and τ(t) under the requirement that κ 6≡ 0. We will make use
of this fact in later calculations. For more on curve theory, see Millman and
Parkers - Elements of Differential Geometry [25].

2.2.2 Jacobi Elliptic Functions

Before we proceed in deriving the family of elastic curves and, moreover,
deriving the parametric equations of these curves, we need to justify some
basic properties regarding Jacobi elliptic functions.

The well understood functions cos θ and sin θ are defined on the unit cir-
cle. The Jacobi elliptic functions are defined in a similar fashion on the ellipse.

Let a and b be real numbers. Then, the general formula for an ellipse is
given by (x

a

)2

+
(y
b

)2

= 1,

with parameters a and b. Introducing polar coordinates, x = r sin θ and
y = r sin θ, the above equation yields

r(a, b, θ) =
ab√

b2 cos2 θ + a2 sin2 θ
,

describing the radius of the ellipse with respect to the parameters a and b
and the angle θ. In the unit ellipse we let a = 1 and b ≥ 1, such that the
above equation becomes

r(b, θ) =
1√

cos2 θ + 1
b2

sin2 θ
.

Making the substitution p2 = 1−1/b2 we have that 0 ≤ p ≤ 1 and the above
equation becomes

r(p, θ) =
1√

1− p2 sin2 θ
. (2.3)

By this, we can compute the angular arc length α of the ellipse via the
integral

α(p, φ) =

∫ φ

0

r(p, θ) dθ. (2.4)
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Definition 2.2.8. The integral in (2.4) is referred to as an elliptic
integral of the first kind where 0 ≤ p ≤ 1 is called the elliptic
modulus.

The geometric interpretation of the elliptic modulus p is best understood
via formula (2.3). When p → 0 we have that r → 1 yielding a circle of
constant radius 1 - the unit circle. For 0 < p < 1 we have π-periodic radius.
And when p→ 1 we get discontinuities at θ = nπ + π/2 for n ∈ Z.

Thus, for some fixed elliptic modulus 0 ≤ p ≤ 1, denoting the inverse of
the functional α by φ, we have that the Jacobi elliptic functions are defined
by 

am(α, p) := φ
sn(α, p) := sin(φ),
cn(α, p) := cos(φ),

dn(α, p) :=
√

1− p2 sin2 φ,

where, obviously, am(α, p) denotes the Jacobi amplitude, sn denotes the ellip-
tic sine, cn denotes the elliptic cosine, and dn denotes the elliptic delta. Note
that whenever p = 0, sn and cn are equivalent to sin and cos, respectively,
and when p = 1, sn and cn are equivalent to tanh and sech.

Similar to the identities of trigonometric functions, the elliptic functions
satisfy the following useful relations:

sn2(α, p) + cn2(α, p) = 1 (2.5)

and
p2sn2(α, p) + dn2(α, p) = 1. (2.6)

For more details on Jacobi elliptic functions, the reader is referred to [18].
We are now ready to delve into the theory of the family of curves which is
the topic of this section.
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2.3 The Problem of Elastic Curves

As we now have a better understanding on the theory of curves, we can make
a precise definition on the family of elastic curves. The most general form
of the problem on elastic curves, as formulated by Euler, states the following:

Problem 1 (Elastic curves). Suppose that p0 and p1 are arbitrary distinct
points in R2 and that v0 and v1 are fixed tangent vectors of unit length at
p0 and p1, respectively. Find a unitary speed curve γ : [t0, t1] → R2 of fixed
length ` with boundary conditions γ(ti) = pi and γ̇(ti) = vi such that

E[κ(t)] =
1

2

∫ t1

t0

k2(t) dt

is minimized over all such curves, where k(t) denotes the curvature of γ(t).

Remark 2.3.1. Note that the unitary speed and fixed length condition of
the problem above implies that the length ` of the elastic curve γ is given
by:

`(γ) = t1 − t0.
Note also that if we drop the fixed length length condition in this problem,

the resulting curve is usually referred to as a free elastica. We will make
further remarks on this type of elastic curves in section 2.4.1.

N

Definition 2.3.2. A curve that solves Problem 1 on elastic curves, is
called an Euler elastica or simply an elastica.

When completely unconstrained, the elastica will assume the shape of a
straight line, in which the curvature is everywhere zero, and thus the total
bending energy is also zero. When constrained, the bending energy will tend
to the minimum possible under the constraints. The problem of the elastica
is related to many other optimization problems. Thus the presence of elastic
curves arises in many natural phenomena. We will only give a few examples:
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Example 2.3.3. Imagine a robot that has to move some load m from one
initial point p0 ∈ R3 to another terminal point p1 ∈ R3 with initial velocity
v0 and terminal velocity v1. The amount of work, or energy, required of the
robot to preform this task, is the total amount of force applied to the load
under the motion. The force at any instant is given by

F (t) = ma(t)

where a(t) is the acceleration of the load under the motion. As acceleration
is the rate of change in velocity, the optimal path, that minimizes the total
amount of work, in which the robot moves the load from p0 to p1 is via an
elastic curve that minimizes the curvature. This example generalizes to any
setting where the goal is to minimize the acceleration along a curve.

Elastic curves also appear in the shape of the capillary [24], and in three-
dimensions it resembles the shape of a helix - the main structure of DNA
molecules.

�

2.4 Variational Analysis

We will now attempt to solve the problem of elastic curves (Problem 1). We
proceed by deriving the intrinsic equations in the general case of three space
dimensions. In this way, we will obtain useful relations that we will use in
further calculations. Then we use the fact that the torsion τ ≡ 0 for planar
curves to obtain the planar elasticas.

Let γ : [t0, t1] → R3 be a unit speed curve in R3. Assume that the cur-
vature κ of γ in non-vanishing such that we have a well-defined orthonormal
Frenet-Serret frame {T,N,B} along the curve γ for all t ∈ [t0, t1]. Given two
distinct points p0, p1 ∈ R3, and two corresponding tangent vectors v0 and v1,
define the set of curves connecting p0 with p1 by:

Ω := {γ ⊂ R3 : γ(ti) = pi, and γ′(ti) = vi, for i = 1, 2}.

Denote by Ωu the set of unit speed curves in Ω. That is,

Ωu := {γ ∈ Ω : ‖γ′(t)‖ = 1}.

18



The problem of elastica (Problem 1) is defined to minimize the functional
F : Ωu → R defined by

F (γ) :=

∫ t1

t0

κ2(t) dt,

where γ has fixed length and boundary conditions.

To apply the method of Lagrange multipliers, we define the functional
F λ : Ω→ R by

F λ(γ) :=
1

2

∫
γ

(
‖γ′′‖2 + Λ(t, λ)(‖γ′‖2 − 1)

)
dt.

The Lagrange multiplier principle tells us that a minimum of F over Ωu

is a stationary point for F λ for some Λ(t, λ), where Λ(t, λ) is a pointwise
multiplier constraining the speed. We will see in the following subsection
how the function Λ(t, λ) depends on the parameter λ.

2.4.1 Intrinsic equation

Assume that γ is an extremum of F λ. Then, if X is some arbitrary vector
field along γ, we have that the first variation of the functional F λ is given by

d

dε
F λ(γ + εX)

∣∣∣
ε=0

= 0,

since γ is assumed to be a stationary point of the functional F λ. By this, we
have that

0 =
d

dε

(
1

2

∫ t1

t0

[
‖(γ + εX)′′‖2 + Λ(t, λ)(‖(γ + εX)′‖2 − 1)

]
dt

) ∣∣∣∣
ε=0

=
1

2

∫ t1

t0

[
∂

∂ε

(
(γ′′ + εX ′′)2 + Λ(t, λ)(γ′ + εX ′)2 − Λ(t, λ)

) ∣∣∣
ε=0

]
dt

=
1

2

∫ t1

t0

2γ′′X ′′ + 2Λ(t, λ)γ′X ′ dt

=

∫ t1

t0

γ′′X ′′ + Λ(t, λ)γ′X ′ dt.
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Preforming integration by parts on the integrals I1 =
∫ t1
t0
γ′′X ′′ dt and I2 =∫ t1

t0
Λγ′X ′ dt yields

I1 = [γ′′X ′ − γ′′′X]
t1
t0

+

∫ t1

t0

γ′′′′X dt and I2 = [Λγ′X]
t1
t0
−
∫ t1

t0

(Λγ′)′X dt

such that

0 = I1 + I2 = (γ′′X ′ + (Λγ′ − γ′′′)X)
∣∣∣t1
t0

+

∫ t1

t0

[γ′′′′ − (Λγ′)′]X dt.

Denote by
E(γ) = γ′′′′ − (Λγ′)′

such that the above formula becomes

0 = (γ′′X ′ + (Λγ′ − γ′′′)X)
∣∣∣t1
t0

+

∫ t1

t0

E(γ)X dt. (2.7)

By the boundary conditions on the variational field X, X(t0) = X(t1) = 0,

we have that (γ′′X ′ + (Λγ′ − γ′′′)X)
∣∣∣t1
t0

= 0 such that

∫ t1

t0

E(γ)X dt = 0.

Now, since the variational field X was arbitrary, the elastica must satisfy
E(γ) ≡ 0 or equivalently

γ′′′′ − d

dt
(Λγ′) ≡ 0

for some function Λ(t, λ). Integrating this formula with respect to t, we
obtain

γ′′′ − Λγ′ ≡ Y, (2.8)

for some constant vector field Y .

We will now determine the constant vector field Y . Using the Frenet-
Serret formulas (2.2), we get that

γ′ = T and γ′′′ = (κN)′ = −κ2T + κ′N + κτB.
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Setting these relations back into equation (2.8) yields:

Y = −(κ2 + Λ)T + κ′N + κτB. (2.9)

By differentiating this equation with respect to time, we obtain:

0 = −(3κκ′ + Λ′)T + (κ′′ − κ3 − Λκ− κτ 2)N + (2κ′τ + κτ ′)B. (2.10)

Now, since {T,N,B} is an orthogonal system, we must have that all the
scalar terms are zero. In particular, we have that −3κκ′ − Λ′ = 0 which
implies that

Λ(t, λ) = −3

2
κ2(t) +

λ

2
, (2.11)

for some constant λ ∈ R. Plugging this back into equation (2.9), we have
that the constant vector field Y along γ is given by

Y :=
κ2 − λ

2
T + κ′N + κτB. (2.12)

By the above calculations, we have the following results:

Theorem 2.4.1. An elastica with curvature κ and torsion τ satisfies the
following relations:

2κ′τ + κτ ′ = 0 (2.13)

and

κ′′ +
κ3

2
− κτ 2 − λ

2
κ = 0, (2.14)

for some constant λ ∈ R.

Proof. Since {T,N,B} is an orthogonal system, we must have that all the
scalar terms in (2.10) are zero. In particular, we have that 2κ′τ + κτ ′ = 0
proving (2.13), and κ′′ − κ3 − Λκ− κτ 2 = 0. Now, using the formula (2.11)
for Λ(t, λ), we obtain (2.14).

Corollary 2.4.2. An elastica with curvature κ and torsion τ satisfies

κ2τ = c (2.15)

for some constant c ∈ R.
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Proof. If we differentiate the quantity κ2τ , we obtain

d

dt
(κ2τ) = κ(2κ′τ + κτ ′),

which is zero by equation (2.13).

Remark 2.4.3. Equation (2.14) is intrinsic to the curve and is usually re-
ferred to as the elastica equation in the literature. In the case where λ = 0,
there is no restriction on the length of the curve making it tension free.
Curves satisfying this relation is usually referred to as free elastica - as men-
tioned earlier in the text. A similar form of the free elastica equation was
studied by Bernulli in his search for the rectangular elastica. In [7] we learn
that it is actually possible to pass from the free elastica to the elastica with
tension.

N

Since the vector field Y is constant, we can write

4‖Y ‖2 = (κ2 − λ)2 + 4(κ′)2 + 4κ2τ 2 = a2 (2.16)

for some constant a ∈ R. Observe that, if we differentiate equation (2.16),
we obtain equation (2.14) by plugging in equation (2.13). Setting equation
(2.15) into equation (2.16) and making the substitution u = κ2, we can write
equation (2.16) on the form

(u− λ)2 +
(u′)2

u
+

4c2

u
= a2,

or equivalently
(u′)2 = P (u), (2.17)

for a cubic polynomial

P (u) = −u3 + 2λu2 + (a2 − λ2)u− 4c2

= u(a2 − (u− λ)2)− 4c2.

22



By a brief analysis of the polynomial P (u), we observe that P (0) =
−4c2 ≤ 0 with limits P (u) → −∞ as u → ∞ and P (u) → ∞ as u → −∞.
By this, and the fact that u = κ2 is a nonconstant solution of P such that
P (u) > 0 for some value of u, we may assume that P (u) have three real roots
satisfying −α1 ≤ 0 ≤ α2 ≤ α3. Thus we might write P (u) = −(u + α1)(u−
α2)(u− α3) such that equation (2.17) becomes

(u′)2 + (u+ α1)(u− α2)(u− α3) = 0,

where the roots α1, α2, and α3 of P (u) are related to the coefficients of P (u)
by

2λ = α3 + α2 − α1,

a2 − λ2 = α1α3 + α1α2 − α2α3, and

4c2 = α1α2α3.

The solution of equation (2.17) is given by

u(t) = α3(1− q2sn2(rt, p)), (2.18)

where sn(x, p) is the elliptic sine function with parameter p, and the variables
p, q, and r are related to the roots α1, α2, and α3 by

p2 =
α3 − α2

α3 + α1

, q2 =
α3 − α2

α3

, and r =
1

2

√
α3 + α1.

Note that, by the assumption on the roots, we have |p| < 1 and |q| < 1. If

we denote by w2 = p2

q2
and κ0 =

√
α3 the maximum curvature of γ, we can

write equation (2.18) on the form

κ2(t) = κ2
0

(
1− p2

w2
sn2
( κ0

2w
t, p
))

, (2.19)

where the parameters p, w, and κ0 is related to the constants λ and c by

2λ =
κ2

0

w2
(3w2 − p2 − 1).

and

4c2 =
κ6

0

w4
(1− w2)(w2 − p2). (2.20)
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2.4.2 Classification

Since planar curves must satisfy τ ≡ 0, we have that c = 0 by (2.15) be-
cause γ is regular (i.e. κ(t) 6≡ 0). Therefore, whenever γ is a planar elastica,
we must have either w = ±1 or w = p by equation (2.20). Every solution
corresponds to a point in the triangle 0 ≤ p ≤ w ≤ 1. The planar curves
corresponds to two of the three edges of the triangle. The third edge of the
triangle, p = 0 is made up of curves of constant curvature and torsion.

Now, using the relations (2.5) and (2.6) of the Jacobi elliptic functions,
we have the following cases:

1 : For w = p we have that κ2(t) = κ2
0

(
1− sn2

(
κ0
2p
t, p
))

= κ2
0cn2

(
κ0
2p
t, p
)

such that

κ(t) = κ0cn

(
κ0

2p
t, p

)
, (2.21)

where the curvature oscillates between −κ0 and κ0:

Figure 5: Curvature of inflectional elastica with κ0 = 1 and p = 0.2
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Figure 6: Curvature of inflectional elastica with κ0 = 1 and p = 1/
√

2

Figure 7: Curvature of inflectional elastica with κ0 = 1 and p = 0.99

We refer to such solution as a wave-like or inflectional elastica.

2 : In the case where w = p = 1 we have that κ2(t) = κ2
0

(
1− sn2

(
κ0
2
t, 1
))

=

κ2
0

(
1− tanh2

(
κ0
2
t
))

= κ2
0sech2

(
κ0
2
t
)

such that

κ(t) = κ0sech
(κ0

2
t
)
, (2.22)

which has non-periodic curvature:
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Figure 8: Curvature of critical elastica.

We refer to such solutions as borderline or critical elastica.

3 : For w = ±1 we have that κ2(t) = κ2
0

(
1− p2sn2

(
κ0
2
t, p
))

= κ2
0dn2

(
κ0
2
t, p
)

such that
κ(t) = κ0dn

(κ0

2
t, p
)
, (2.23)

where κ is non-vanishing:

Figure 9: Curvature of non-inflectional elastica with κ0 = 1 and p = 0.4
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Figure 10: Curvature of non-inflectional elastica with κ0 = 1 and p = 0.9

We refer to such solutions as orbit-like or non-inflectional elastica.

The naming of these solutions follows that of [16] and [22], respectively.
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3 Optimal Control Problems on Lie Groups

Another approach to the solutions of the elastica can be obtained using a
more modern tecnique. In this section we will introduce the theory of op-
timal control problems on Lie groups, which we will adapt in section 4 to
derive both the pendulum equation and the intrinsic equation (2.14) of the
elastica. A central result in this approach relies on Pontryagin maximum
principle for invariant optimal control problems on smooth manifolds - we
will discuss this further in section 3.3.

We start of by defining some basic concept from Lie theory. We will
also introduce the notion of what it means to be an left-invariant optimal
control problem on a Lie group. Next, we will lay the foundation for applying
Pontryagin maximum principle on such problems by introducing Hamiltonian
systems on T ∗M for a smooth manifold M , and more specifically when M is a
Lie group. Many interesting problems that arises in geometry or mechanics
can be described by statespaces that have a Lie group structure - that is,
a manifold that also have a group structure for which the group operation
are smooth operators. Moreover, the cotangent bundle of Lie group has a
particularly nice structure which we will uncover in section 3.4.1.

3.1 Control Theory on Lie Groups

Throughout this section, let (M,J) denote a smooth Riemannian manifold
M with a Riemannian structure J .

Definition 3.1.1. Let g : [t0, t1] → M be a smooth curve in M and
V : [t0, t1]→ TM a smooth vector field along g. A smooth dynamical
system on M is an ODE on the form

ġ(t) = V (g(t)). (3.1)

The solution of the dynamical system (3.1) above is usually called an
integral curve of the vector field V . In order to control a dynamical system,
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we consider a collection of dynamical systems

ġ(t) =
n∑
i=1

ui(t)Vi(g(t)) (3.2)

where the control parameters ui(t) : [t0, t1] → U ⊂ R are measurable and
locally bounded.

Definition 3.1.2. Equations on the form (3.2) are called kinematic
equations, and a collection Γ ⊂ TM of vector fields uiVi(g) is called
a control system on M .

The problems that we are going to explore in section 4 will be described
via Lie groups. Luckily for us, in the case where the underlying manifold
M is a Lie group, we obtain some nice properties which is encoded in the
associated Lie algebra of this group.

3.1.1 Lie groups and Lie algebras

Definition 3.1.3. A Lie group G is a group that is also a smooth
manifold. That is, for all g, h ∈ G, the group operations:

• (multiplication) (g, h) 7→ gh;

• (inversion) g 7→ g−1

are smooth functions.

The Lie groups in this text will be subgroups of the connected part of
GL(n), for some integer n > 0. That is, sets of n× n-matrices with positive
determinant, together with the usual matrix multiplication and inversion.

29



Definition 3.1.4. Let L be a linear space. A bilinear operator [·, ·] :
L× L→ L that

(a) is skew-symmetric:
[X, Y ] = −[Y,X];

(b) satisfies the Jacobi identity:

[[X, Y ], Z] + [[Y, Z], X] + [[Z,X], Y ] = 0,

is called a Lie bracket (or commutator) on the linear space L.

Definition 3.1.5. A Lie algebra is a linear space that is endowed
with a Lie bracket.

Since a Lie group G ∈ GL+(n) is also a smooth manifold, we can al-
ways define the tangent space TgG for each g ∈ G. A linear space of special
importance is the tangent space to a Lie group at its group identity element e.

Definition 3.1.6. The Lie algebra L of the Lie group G is defined
to be the linear space

L := TeG,

together with the Lie bracket [·, ·] : L× L→ L defined by

[X, Y ] = XY − Y X.

All Lie algebras mentioned in this text will be the Lie algebra that is
associated with a corresponding Lie group. That is, we will never work with
Lie algebras in their own right.

A particularly nice property of Lie groups, is that we can understand most
of its group structure only by looking at its Lie algebra, i.e., its tangent space
at the identity element. This property is described through the concept of
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left-invariance of vector fields on Lie groups. We describe it in the following
manner: Let g ∈ G and consider the map `g : G→ G defined by

`g(h) := gh.

Evaluating this map at the identity yields `g(e) = g. By taking the differen-
tial of this map at the identity, we obtain a new map d`g : L→ TgG defined
by

d`g(X) := gX.

Definition 3.1.7. Any vector field V : G→ TG satisfying

V (g) = gX,

for g ∈ G and X ∈ L, is said to be a left-invariant on the Lie group
G.

Remark 3.1.8. We have a similar definition for right-invariant vector fields.
Thus, all the following results also holds in this case simply by exchanging
”left” by ”right”.

N

By the property of left-invariant vector fields on Lie groups, we have that
for all g ∈ G, any element V in the tangent space TgG can be represented
as a multiple of g and a linear combination of elements of its associated Lie
algebra L. We summarize this in the following proposition:

Proposition 3.1.9 (Left-invariance of vector fields on Lie groups). Let G be
an element of GL+(n) and L its corresponding Lie algebra. If g ∈ G, then

TgG = {gX : X ∈ L}.

By the result above, we have a nice and easy way to understand the struc-
ture of TgG for any g ∈ G through left translation. A direct consequence of
this result is stated in the following corollary:
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Corollary 3.1.10. Let G and L be as above. Then the Cauchy problem{
ġ = gX,
g(0) = g0

(3.3)

for g ∈ G and X ∈ L, is well-defined and has the solution

g(t) = g0 exp(tX).

3.1.2 Adjoint Maps on Lie Groups and Lie Algebras

Let G be a Lie group, and let

φ : G→ Aut(G)

be a map that sends the element g ∈ G to the automorphism φg : G → G
defined by

φg(h) = ghg−1.

Denote by L the Lie algebra associated with the Lie group G.

Definition 3.1.11. We define the adjoint map of the Lie group G
to be the derivative of the automorphism φg at the origin. That is,

Adg := (dφg)e : L→ L,

where d denotes the differential operator.

By the definition of the Lie algebra, we have that X ∈ L if and only if
eX ∈ G. Let t 7→ tX ∈ L be a curve in L for t ∈ [0, t1] such that t 7→ etX ∈ G
is a curve in G. Then

d

dt
(φg(e

tX))
∣∣
t=0

=
d

dt
(getXg−1)

∣∣
t=0

= gXetXg−1
∣∣
t=0

= gXg−1.

such that Adg : L→ L is defined by

Adg(X) := gXg−1.

32



By taking the derivative of the adjoint map Ad : G → Aut(L) at the
identity element e ∈ G, we obtain the adjoint map ad : L → Der(L) of the
Lie algebra L. We define this adjoint map by

adX(Y ) := [X, Y ]

where [·, ·] : L× L→ L is the Lie bracket associated with the Lie algebra L.

Definition 3.1.12. Suppose L is n-dimensional. We define the ad-
joint operator ad : L→ L by the following

adei =
(
adei(e1) · · · adei(en)

)
, (3.4)

where adei(ej) = [ei, ej] are column vectors and [·, ·] denotes the usual
Lie bracket operator on L.

3.1.3 Semi-direct products of Lie groups

Definition 3.1.13. Suppose a Lie group G acts linearly on a linear
space V . The semi-direct product of G and V is the Lie group H
defined by

H = Gn V = {(g, v) : g ∈ G and v ∈ V }

with group operations

(g1, v1) · (g2, v2) = (g1g2, v1 + g1v2)

and
(g, v)−1 = (g−1,−g−1v).

A Lie group of special importance to us will be the special Euclidean
group SE(n). We define this group by the following:

Definition 3.1.14. The special Euclidean group SE(n) is defined
as the semi-direct product SO(n) nRn.
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Remark 3.1.15. It will be convenient for us to represent the group SE(n) as
a subgroup of GL(n+1). Consider the embedding SO(n)nRn ↪→ GL(n+1)
defined by

(R, γ) 7→
(
R p>

0 1

)
,

where R ∈ SO(n), p ∈ Rn, and the group operations are defined by:(
R1 p1

0 1

)(
R2 p2

0 1

)
=

(
R1R2 R1p2 + p1

0 1

)
and (

R p
0 1

)−1

=

(
R−1 −R−1p

0 1

)
.

N

The special Euclidean group SE(n) acts as an isometry group of Rn.
That is, any element φ ∈ SE(n) acts on vectors v ∈ Rn by

φ(v) = R2v + p2

where R2 ∈ SO(n) is a rotation and p2 ∈ Rn is a translation. By this, we can
check the group operations by the following calculations. Acting by another
isometry ψ ∈ SE(n) on the already transformed vector φ(v) ∈ Rn we obtain

ψ(R2v + p2) = R1R2v +R1p2 + p1,

where R1 ∈ SO(3) and p1 ∈ Rn, which justifies the group multiplication. For
the inverse operation, consider the matrix equation(

R p
0 1

)(
A b
0 1

)
=

(
I 0
0 1

)
,

for some A ∈ SO(n) and b ∈ Rn. By the group multiplication, this equa-
tion suggests that RA = I and p+Rb = 0 such that A = R−1 and b = −R−1p.

Later, in section 4.1, we are going to revisit the problem of elastia as an
optimal control problem on the Lie group SE(2). In doing so, we will need to
know how curves in SE(2) behave. By the identification SE(2) = SO(2)nR2

and the definition of its corresponding Lie algebra se(2) ' so(2) × R2, this
boils down to understanding the structure of the Lie algebra of SO(2). We
consider this in the following proposition:
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Proposition 3.1.16. The Lie algebra so(n) of the Lie group SO(n) is the
set of n× n skew-symmetric matrices.

Proof. Consider a smooth curve R : [0, t1]→ SO(n) for some t1 > 0 satisfy-
ing the initial conditions

R(0) = I and Ṙ(0) = X,

where X is an element in the Lie algebra TISO(n) = so(n) of the Lie group
SO(n). Since R(t) ∈ SO(n) for all t ∈ [0, t1], we must have, by the orthogo-
nality condition, that

R>(t)R(t) = I

holds for all t ∈ [0, t1]. Differentiating this equation with respect to t yields

Ṙ>(t)R(t) +R>(t)Ṙ(t) = 0

for all t ∈ [0, t1]. Now, evaluating this equation at t = 0 yields

X> +X = 0,

which implies that the Lie algebra so(n) is the set of n× n skew-symmetric
matrices.

Another Lie group of importance is the semi-direct product SO+(2, 1) n
R2,1 where R2,1 denotes the Euclidean space R3 under the metric

J =

−1 0 0
0 −1 0
0 0 1

 , (3.5)

and SO+(2, 1) denotes the group of orientation preserving rotations of R3

that preserve the metric J . The group SO+(2, 1) is a subgroup of O+(2, 1)
and the semi-direct product O+(2, 1) n R2,1 is know as the Poincaré group.
We are mostly interested in the group SO+(2, 1) nR2,1, so we will denote it
by

SP (3) = SO+(2, 1) nR2,1 (3.6)

and refer to it as the special Poincaré group. In section 4.2, when we are
considering the rolling problems, we need to understand the behaviour of
curves in SP (3). This boils down to understanding the structure of the Lie
algebra of SO+(2, 1). We justify this structure in the following proposition:
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Proposition 3.1.17. The Lie algebra so(2, 1) of the Lie group SO+(2, 1) is
given by

so(2, 1) =

{(
A u
u> 0

)
∈ gl(3) : A ∈ so(2), u ∈ R2

}
.

Proof. Consider a curve R : [0, t1] → SO+(2, 1) for some t1 > 0 satisfying
the initial conditions

R(0) = I and Ṙ(0) = X,

where X is an element in the Lie algebra TISO+(2, 1) = so(2, 1) of the Lie
group SO+(2, 1). Since R(t) ∈ SO+(2, 1) for all t ∈ [0, t1], we must have, by
the orthogonality condition, that

R>(t)JR(t) = I

holds for all t ∈ [0, t1], where J denotes the metric on R3 defined in (3.5).
Differentiating the equation above yields

Ṙ>(t)JR(t) +R>(t)JṘ(t) = 0

for all t ∈ [0, t1]. Evaluating this equation at t = 0 yields

X>J + JX = 0. (3.7)

Now, suppose X ∈ so(2, 1) is given by

X =

(
A u
v> w

)
for some A ∈ gl(2), u, v ∈ R2, and w ∈ R. Plugging this back into equation
(3.7), we obtain(

A> v
u> w

)1 0 0
0 1 0
0 0 −1

+

1 0 0
0 1 0
0 0 −1

(A u
v> w

)
=

(
0 0
0 0

)
,

implying A>+A = 0 such that A ∈ so(2), u = v, and w = 0 which was what
we wanted to show.

For more details on semi-Riemannian geometry, the reader is referred to
[26].
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3.1.4 Left-invariant control systems on Lie groups

Similar to the definition of a control system, we can now use the notion of
left-invariance to define another class of control systems on Lie groups that
we refer to as left-invariant control systems. We define it by the following:

Definition 3.1.18. A left-invariant control system Γ on a Lie
group G is an arbitrary collection of left-invariant vector fields on G.

Remark 3.1.19. There is a slight difference between this definition and
that of Definition 3.1.2. By left-invariance of vector fields on a Lie group, we
actually have that

Γ ⊂ L, (3.8)

where L denotes the associated Lie algebra of G. Usually, we write these
control systems on the form:

Γ =

{
n∑
i=1

uiXi : ui ∈ U ⊂ Rn

}
, (3.9)

where Xi ∈ L.

N

Throughout this text, we will write left-invariant control systems on the
form (3.8) or (3.9), i.e., as a collection of left-invariant vector fields, and we
write the kinematic equation on the form:

ġ(t) =
n∑
i=1

ui(t)g(t)Xi(g(t)), (3.10)

with u(t) ∈ U , g(t) ∈ G, and Xi(t) ∈ L for t ∈ [0, t1].

37



Definition 3.1.20. A trajectory of a left-invariant control system Γ
on a Lie group G, is a continuous curve g : [0, T ]→ G such that there
exists a partition

0 = t0 < t1 < · · · < tn = T

and left-invariant vector fields

X1, . . . , Xn ∈ Γ

such that the restriction of g(t) to each of the open intervals (ti−1, ti)
is differentiable and

ġ(t) = g(t)Xi

for t ∈ (ti−1, ti) and i = 1, . . . , N .

Definition 3.1.21. Let G denote a Lie group. For any time t1 ≥ 0
and any g ∈ G, we have the following definitions:

(a) The reachable set for time t1 of a left-invariant control system
Γ ⊂ L from the point g is the set AΓ(g, t1) of all points that can
be reached from g in exactly t1 units of time. That is,

AΓ(g, t1) = {g(t1) : g(·) is a trajectory of G and g(0) = g}.

(b) The reachable set for time not greater that t1 ≥ 0 is defined
as

AΓ(g,≤ t1) =
⋃

0≤t≤t1

AΓ(g, t).

(c) The reachable (or attainable) set of a left-invariant control sys-
tem Γ from a point g ∈ G is the set AΓ(g) of all terminal points
g(t1) for t1 ≥ 0 of all trajectories of Γ starting at g. That is,

AΓ(g)
⋃
t1≥0

AΓ(g, t1).

Usually, we denote the reachable sets AΓ(g, t1) and AΓ(g) by A(g, t1) and
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A(X), respectively, if there is no room for confusion.

Definition 3.1.22. Let g0, g1 ∈ G. A left-invariant control system
Γ ⊂ L on G is said to be controllable if the point g1 can be reached
from g0 along a trajectory of Γ. That is,

g1 ∈ A(g0)

for any g0, g1 ∈ G. Or, in other words, if

A(g) = G

for any g ∈ G.

To determine whether a left-invariant control system Γ is controllable, we
have a central result in control theory due to Rashevsky-Chow which states
the following:

Theorem 3.1.23 (Rashevsky-Chow). Let Γ be a left-invariant control sys-
tem on the form (3.9). If we can generate the whole Lie algebra by using the
Lie bracket on the elements X1, . . . , Xn, then Γ is controllable.

Definition 3.1.24. An optimal control problem on G is given by
ġ =

∑n
i=1 ui(t)g(t)Xi(g(t)), g ∈M, u ∈ U ⊂ Rn,

g(0) = g0, g(t1) = g1,

E(u) =
∫ t1

0
ϕ(g(t), u(t))dt→ min,

(3.11)

where f(g, u) and ϕ(g, u) are smooth functions, and the admissible
controls u(t) are measurable and locally bounded.

Remark 3.1.25. In order to compare the controls t 7→ u(t) ∈ U , we intro-
duce the cost functional

E(u) =

∫ t1

0

ϕ(g(t), u(t))dt.
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The problem is to minimize the functional E over all control functions t 7→
u(t) for which the corresponding solution to the Cauchy problem above sat-
isfies the boundary condition g(t1) = g1.

N

3.2 Hamiltonian Systems on T ∗M

In the Hamiltonian formulation of classical mechanics, we view the set of all
possible configurations of a dynamical system as a smooth manifold M , where
its associated cotangent bundle T ∗M describes the phase space of the system.

Let p ∈ M and x(p) = (x1, . . . , xn) be local coordinates on a smooth
manifold M . Then the collection {∂/∂x1|p, . . . , ∂/∂xn|p} form a basis for the
tangent space TpM , and {dx1|p, . . . , dxn|p} forms a basis for its dual - the
cotangent space T ∗pM . By this, we have that any covector λp ∈ T ∗pM can be
uniquely written as a linear combination on the form

λp =
n∑
i=1

ai(p)(dx
i)p,

for some functions ai : M → R. Thus any coordinates (x1, . . . , xn) on M
gives rise to the canonical coordinates (a, x) = (a1, . . . , an, x

1, . . . , xn) on the
cotangent bundle T ∗M .

In optimal control problems we would like to study trajectories on the
cotangent bundle T ∗M . To study the behaviour of these trajectories, we
need to look at the vector fields in the tangent bundle of T ∗M . That is, to
understand the structure of T (T ∗M). To do so, we start of by defining a
1-form on T ∗M .

3.2.1 The Liouville form and the symplectic form

Consider the canonical projection π : T ∗M →M that maps (λ, p) to its base
point p ∈M for all λp ∈ T ∗pM . The differential, or pushforward, of this map
will be a map π∗ : T (T ∗M)→ TM . We define this differential pointwise by

π∗|(λ,p) : T(λ,p)(T
∗M)→ TpM
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that pushforward vectors in T(λ,p)(T
∗M) to vectors in TpM . To simplify no-

tation, we will from now on write the element (λ, p) ∈ T ∗M simply as λ. By
the differential map π∗, we can now define the Liouville form - also known
as the tautological 1-form in the literature.

Definition 3.2.1. Given Xλ ∈ Tλ(T
∗M), we define the tautolog-

ical 1-form τ ∈ Λ1(T ∗M) pointwise at λ ∈ T ∗M as the map
τλ : Tλ(T

∗M)→ R given by

〈τλ, Xλ〉 := 〈λ, π∗Xλ〉.

Remark 3.2.2. The definition above tells us to project the vector Xλ ∈
Tλ(T

∗M) to the vector π∗Xλ ∈ TpM , and the act by the covector λ ∈ T ∗pM .
That is,

τλ := λ ◦ π∗.
We refer to the Liouville form τλ as the tautological form because its

representation in canonical coordinates is the same as that for the base form
λ. Indeed, in canonical coordinate (a, x) on T ∗M , we have that

λ =
n∑
i=1

aidx
i and Xλ =

n∑
i=1

(
αi

∂

∂ai
+ βi

∂

∂xi

)
.

The canonical projection written in canonical coordinates π : (a, x) 7→ x is a
linear mapping for which its differential acts as

π∗

(
∂

∂ai

)
= 0 and π∗

(
∂

∂xi

)
=

∂

∂xi

for i = 1, . . . , n such that

π∗Xλ =
n∑
i=1

βi
∂

∂xi
.

By this, we have that

〈τλ, Xλ〉 = 〈λ, π∗Xλ〉 =
n∑
i=1

aiβi.

41



But βi = 〈dxi, Xλ〉, which implies that the form τ is expressed as

τλ =
n∑
i=1

aidx
i

in canonical coordinates (a, x).

N

Another important operator in symplectic geometry is that of a symplec-
tic form. We define it by the following:

Definition 3.2.3. We define the symplectic form σ ∈ Λ2(T ∗M) to
be the differential of the tautological 1-form τ ∈ Λ1(T ∗M). That is,

σ := dτ,

where τ is the tautological 1-form defined above.

Since τ =
∑n

i=1 aidx
i, we have that

σ =
n∑
i=1

d(aidx
i) =

n∑
i=1

d(ai ∧ dxi) =
n∑
i=1

(
dai ∧ dxi + ai ∧ d(dxi)

)
=

n∑
i=1

dai ∧ dxi,

in canonical coordinates. This expression shows that the bilinear skew-
symmetric symplectic form is nondegenerate. That is, the map

σλ : Tλ(T
∗M)× Tλ(T ∗M)→ R

has no kernel such that σ(Xλ, ·) = 0 if and only if Xλ = 0. Moreover, we
have that σ is closed because d ◦ d = 0.

Definition 3.2.4. A smooth manifold for which a symplectic form is
defined is said to be a symplectic manifold.
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Since the tautological 1-form τ is an element of Λ(T ∗M), we have that
the symplectic 2-form σ belongs to Λ2(T ∗M). This makes T ∗M a symplectic
manifold by the definition above.

3.2.2 Hamiltonian Vector fields

Due to the symplectic structure σ ∈ Λ2(T ∗M), we are now ready to uncover
the Hamiltonian formalism on T ∗M . We start by introducing the Hamilto-
nian:

Definition 3.2.5. Any smooth function on a symplectic manifold is
called a Hamiltonian.

Since (T ∗M,σ) is a symplectic manifold, we have that any function h ∈
C∞(T ∗M) is a Hamiltonian. We will now see that the Hamiltonian function
h induces a special vector field on the symplectic manifold T ∗M . This vector
field is known as the Hamiltonian vector field associated with the Hamil-
tonian function. We define it in the following manner: First we define a
1-form on T ∗M by taking the differential of the Hamiltonian function. That
is, dh ∈ Λ1(T ∗M) for some Hamiltonian function h ∈ C∞(T ∗M). Now,
using the symplectic form σ ∈ Λ2(T ∗M), we might define another 1-form
on T ∗M by a contraction of σ with a vector field V ∈ X(T ∗M). That is,
σ(V, ·) = iV σ ∈ Λ1(T ∗M). By this, the Hamiltonian vector field is defined
by the following:

Definition 3.2.6. The Hamiltonian vector field corresponding to
a Hamiltonian function h ∈ C∞(T ∗M) is defined to be the vector field
H ∈ X(T ∗M) which satisfy

dh = −iHσ.

Remark 3.2.7. To clearify the above definition, we have that h : T ∗M → R,
and the corresponding vector field is a function H : T ∗M → T (T ∗M). Now
dh : T (T ∗M)→ T (R) ' R. That is, dh ∈ T ∗(T ∗M) or dh ∈ Λ(T ∗M).
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Since the symplectic form σ is nondegenerate, we have that the mapping

Tλ(T
∗M)

σλ−→ Tλ(T
∗M)

is a linear isomorphism. We can therefore say that the Hamiltonian vector
field H exists and is uniquely determined by the Hamiltonian function h.

N

Now, in canonical coordinates (a, x) on T ∗M , the differential of the Hamil-
tonian function h = h(a, x) ∈ C∞(T ∗M) reads

dh =
n∑
i=1

(
∂h

∂ai
dai +

∂h

∂xi
dxi
)
.

Thus, by the definition of the symplectic form, we have the Hamiltonian
vector field H given by

H =
n∑
i=1

(
∂h

∂ai

∂

∂xi
− ∂h

∂xi
∂

∂ai

)

Now, we have the Hamiltonian system of ODEs dλ
dt

= H(λ) on the form

dλ

dt
=

(
da

dt
,
dx

dt

)
=

(
−∂h
∂x
,
∂h

∂a

)
= H(λ),

such that
da

dt
= −∂h

∂x
and

dx

dt
=
∂h

∂a
(3.12)

in canonical coordinates (a, x) on T ∗M where x ∈M and a ∈ Λ1(M).

Definition 3.2.8. A system on the form (3.12) is refered to as a
Hamiltonian System. The first equation is referred to as the verti-
cal part and the second equation as the horizontal part.
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3.3 Pontryagin Maximum Principle on Smooth Mani-
folds

Consider the optimal control problem that we defined in (3.11):
ġ =

∑n
i=1 ui(t)g(t)Xi(g(t)), g ∈M, u ∈ U ⊂ Rn,

g(0) = g0, g(t1) = g1,

E(u) =
∫ t1

0
ϕ(g(t), u(t))dt→ min,

for some smooth function ϕ(g, u).

Let λ ∈ T ∗M be a covector, ν ∈ R a non-positive parameter, and u ∈ U
a control parameter. We define a family of Hamiltonians associated with an
optimal control problem on the form (3.11) by

hνu(λ) =

〈
λ,

n∑
i=1

ui(t)g(t)Xi(g(t))

〉
+ νϕ(g, u). (3.13)

The Pontryaginal maximum principle gives us the necessary condition of
optimality for optimal control problems on smooth manifolds. We state it
by the following Theorem:

Theorem 3.3.1 (Pontryagin maximum principle on smooth manifolds). If
ũ : [0, t1] → Rn is an optimal control of problem (3.11), then there exist a
non-trivial Lipschitzian curve λ : [0, t1] → T ∗g̃(t)M and non-positive constant
ν ∈ R such that

λ̇ = Hν
ũ(t)(λ) and hνũ(t)(λ) = max

u∈U
hνu(λ) (3.14)

holds for all t ∈ [0, t1].

Proof. See [1] section 12.

Remark 3.3.2. This theorem tells us that solving the problem (3.11), that is,
to minimize the functional E(u), is equivalent to finding the maximum over
the Hamiltonian functions hνu associated with the optimal control problem
(3.11). If we were to consider a problem on the form (3.11) where we wanted
to maximise the functional instead of minimizing it, we only need to reverse
the property of ν. That is, to require ν to be a non-negative real number.
That being said, we will only consider minimization problems in this text.
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There are two distinct possibilities for the constant ν ≤ 0 in the Pontryag-
inal maximum principle (PMP) above. We define them by the following:

Definition 3.3.3. Let λt ∈ T ∗g̃(t)M denote the Lipschitzian curve ob-
tained in Theorem 3.3.1 above.

(a) (Normal case) If ν 6= 0, then λt is called a normal extremal of
the Hamiltonian.

(b) (Abnormal case) If ν = 0, then λt is called a abnormal extremal
of the Hamiltonian.

Remark 3.3.4. Since the pair (ν, λt) can be scaled by a positive real number,
we can always normalize ν < 0, such that it suffices to consider ν = −1 in
the normal case. Thus we might always assume that either ν = 0 or ν = −1.

N

3.4 Hamiltonian Systems on The Cotangent Bundle of
a Lie Group G

The problems that we are going to explore in section 4 are described as left-
invariant optimal control problems on Lie groups. To apply the PMP, we
will like to know how we can write the Hamiltonian system on the cotangent
bundle of a Lie group. As mentioned before, the cotangent bundle of a
Lie group has a particularly nice structure obtained through what we call a
trivialization. We define this concept in the following subsection.

3.4.1 Trivialization of T ∗G

Consider first an n-dimensional smooth manifold M and a n-dimensional lin-
ear space V .
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Definition 3.4.1. A trivialization of the cotangent bundle T ∗M is
a diffeomorphism φ : V ×M → T ∗M such that

(a) φ(v, p) ∈ T ∗pM for v ∈ V and p ∈M ,

(b) φ(·, p) : V → T ∗pM is a linear isomorphism for all p ∈M .

By the definition above, the linear space V is identified with the vertical
fiber T ∗pM of the cotangent bundle T ∗M for all p ∈M .

Note that, in general, the cotangent bundle of a smooth manifold is not
trivial. That is, it cannot be identified as a product of a linear space and its
base space. However, the cotangent bundle of a Lie group G has a natural
trivialisation on the form L∗ × G where L denotes its corresponding Lie al-
gebra and L∗ its dual. We will apply this trivialization in order to write the
Hamiltonian system of the PMP for optimal control problems on Lie groups.

Thus for any manifold M that admits a natural trivialization of the cotan-
gent bundle V × M ' T ∗M , we have the following identifications for all
(v, p) ∈ T ∗M :

T(v,p)(V ×M) ' TvV ⊕ TpM ' V × TpM,

T ∗(v,p)(V ×M) ' T ∗v V ⊕ T ∗pM ' V ∗ × T ∗pM.

By this, we have that any tangent vector X ∈ T(v,p)(V ×M) and covector
ω ∈ T ∗(v,p)(V ×M) can be decomposed into their vertical and horizontal parts.

That is, for X ∈ T(e,p)(E ×M) and ω ∈ T(e,p)(E ×M) we have that

X = Xv +Xh and ω = ωv + ωh,

where Xv ∈ V , Xh ∈ TpM , ωv ∈ V ∗, and ωh ∈ T ∗pM .

Now, let G denote a Lie group and L its associated Lie algebra. Then
the cotangent bundle T ∗G has the natural trivialization

φ : L∗ ×G→ T ∗G,

where L∗ denotes the dual space of the Lie algebra L. This trivialization is

defined by the following: let ωe ∈ L∗ and g ∈ G, then (ωe, g)
φ−→ ωg where
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ωg ∈ Λ1(G) is the left-invariant 1-form on G obtained by left translations of
ωe ∈ L∗ by g ∈ G such that

〈ωg, gX〉 = 〈ωe, X〉

holds for all g ∈ G and X ∈ L.

To make use of this trivialization, we will now compute the pullback of the
tautological 1-form τ ∈ Λ1(T ∗G), the symplectic 2-form σ ∈ Λ2(T ∗G), and
the Hamiltonian vector field H ∈ X(T ∗G) to the trivialized cotangent bundle
L∗×G. In doing so, we denote by φ∗ : T (L∗×G)→ T (T ∗G) the differential
of the trivialization φ : L∗ ×G→ T ∗G, and by φ∗ : T ∗(T ∗G)→ T ∗(L∗ ×G)
the codifferential that pulls back k-forms on T ∗G to k-forms on L∗ ×G.

3.4.2 Tautological form on L∗ ×G

For the tautological 1-form φ∗τ ∈ Λ1(L∗×G), take any point (ωe, g) ∈ L∗×G
and a tangent vector (ξ, gX) ∈ L∗ ⊕ TgG ' T(ωe,g)(L

∗ ×G) such that〈
(φ∗τ)(ωe,g), (ξ, gX)

〉
=
〈
τωg , φ∗,(ωe,g)(ξ, gX)

〉
.

Note that π∗(φ∗,(ωe,g)(ξ, gX)) = gX, thus we might write〈
τωg , φ∗,(ωe,g)(ξ, gX)

〉
=
〈
ωg, π∗(φ∗,(ωe,g)(ξ, gX))

〉
= 〈ωg, gX〉 = 〈ωe, X〉,

such that 〈
(φ∗τ)(ωe,g), (ξ, gX)

〉
:= 〈ωe, X〉. (3.15)

3.4.3 Symplectic form on L∗ ×G

For the symplectic 2-form φ∗σ ∈ Λ2(L∗×G), take any point (ωe, g) ∈ L∗×G
and tangent vectors (ξ, gX), (η, gY ) ∈ L∗ ⊕ TgG. We will like to compute〈
(φ∗σ)(ωe,g), ((ξ, gX), (η, gY ))

〉
. Since the pullback commutes with the differ-

ential, we have that φ∗σ = φ∗dτ = dφ∗τ such that〈
(φ∗σ)(ωe,g), ((ξ, gX), (η, gY ))

〉
=
〈
(dφ∗τ)(ωe,g), ((ξ, gX), (η, gY ))

〉
.

Remark 3.4.2. Note that, if α is a 1-form on a vector space containing v1

and v2. Then the exterior derivative dα is a 2-form on the same vector space
satisfying the the relation

〈(dα, (v1, v2)〉 = v1〈α, v2〉 − v2〈α.v1〉 − 〈α, [v1, v2]〉.
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Using this observation on the expression above, we get that

〈
(dφ∗τ)(ωe,g), ((ξ, gX), (η, gY ))

〉
=


(ξ, gX)〈(φ∗τ)(ωe,g), (η, gY )〉
−(η, gY )〈(φ∗τ)(ωe,g), (ξ, gX)〉
−〈(φ∗τ)(ωe,g), [(ξ, gX), (η, gY )]〉

.

Now, by the pullback of the tautological 1-form in equation (3.15), we have
that

(ξ, gX)〈(φ∗τ)(ωe,g), (η, gY )〉
−(η, gY )〈(φ∗τ)(ωe,g), (ξ, gX)〉
−〈(φ∗τ)(ωe,g), [(ξ, gX), (η, gY )]

 = (ξ,X)〈ωe, Y 〉 − (η, Y )〈ωe, X〉 − 〈ωe, [X, Y ]〉

= 〈ξ, Y 〉 − 〈η,X〉 − 〈ωe, [X, Y ]〉,

such that〈
(φ∗σ)(ωe,g), ((ξ, gX), (η, gY ))

〉
:= 〈ξ, Y 〉 − 〈η,X〉 − 〈ωe, [X, Y ]〉 (3.16)

3.4.4 Hamiltonian system on L∗ ×G

To define the Hamiltonian h ∈ C∞(L∗ ×G), fix g ∈ G and consider h(·, g) :
L∗ → R with only ωe ∈ L∗ as a free variable. Decompose the associated
vector field H ∈ X(L∗ ×G) into its vertical and horizontal parts such that

H(ωe, g) = (ξ, gX) ∈ T(ωe,g)(L
∗ ×G) ' L∗ ⊕ TgG,

with ωe ∈ L∗ and g ∈ G. We define this vector field using the pullback of σ
such that

dh = −(φ∗σ)(H, ·).

Since the Hamiltonian h does not depend on g ∈ G, we have that

dh =
∂h

∂ωe
,
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with ∂h
∂ωe
∈ (L∗)∗ ' L. Now, for an arbitrary tangent vector (η, gY ) ∈ L∗ ⊕

TgG, we have
〈
∂h
∂ωe

, (η, gY )
〉

= 〈dh, (η, gY )〉 = −
〈
(φ∗σ)(ωe,g), ((ξ, gX), (η, gY ))

〉
such that 〈

∂h

∂ωe
, (η, gY )

〉
= −〈ξ, Y 〉+ 〈η,X〉+ 〈ωe, [X, Y ]〉 (3.17)

We compute the vertical part of H by setting Y = 0 in (3.17) such that〈
∂h

∂ωe
, (η, 0)

〉
=

〈
η,
∂h

∂ωe

〉
= 〈η,X〉

for all η ∈ L∗. Thus

X =
∂h

∂ωe
. (3.18)

We compute the horizontal part of H by setting η = 0 in (3.17) such that
−〈ξ, Y 〉+ 〈ωe, [X, Y ]〉 = 〈dh, (0, gY )〉 = 0 and

〈ξ, Y 〉 = 〈ωe, [X, Y ]〉.

Denote by adX : L→ L the adjoint action of X on L defined by

adX(Y ) = [X, Y ].

Now 〈ωe, [X, Y ]〉 = 〈ωe, adX(Y )〉 = 〈(adX)∗ωe, Y 〉 where the last equality
follows by the definition of the adjoint map (adX)∗ : L∗ → L∗ to the linear
adjoint operator adX : L → L. Thus 〈ξ, Y 〉 = 〈(adX)∗ωe, Y 〉 holds for all
Y ∈ L such that

ξ = (adX)∗ωe =
(

ad ∂h
∂ωe

)∗
ωe. (3.19)

By this, we have that the Hamiltonian system on the trivialized cotangent
bundle T ∗G ' L∗ ×G for a left-invariant Hamiltonian h(·, X) : L∗ → R has
the form

dωe
dt

=
(

ad ∂h
∂ωe

)∗
ωe and

dg

dt
= g

∂h

∂ωe
, (3.20)

where ωe ∈ L∗ and g ∈ G.
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4 Elastic Curves and Rolling Manifolds

Now that we have uncovered some of the central ideas in optimal control
theory, we are ready to apply our knowledge on the main problems of this
text, namely, the problem of elastica and the problem of rolling manifolds.
We will also look at how these problems are connected. We will view all of
these problems as left-invariant optimal control problems on Lie groups.

To adapt the optimal control theory, we will start by lifting the problems
onto the trivialized cotangent bundle - the phase space in classical mechanics
- of its corresponding configurations space. Next, we will apply Pontryagin
maximum principle to obtain the extremal curves in the trivialized bundle.
Finally, we project the extremal curves onto the state space to obtain the
minimal curves as solutions to our problems.

We will start by revisiting the problem of elastica. The problem of the
rolling sphere is widely treated in [12], so our main goal of this section will
be to adapt similar methods in describing both the rolling of a sphere and
the rolling of a hyperboloid.

4.1 Elastica as an Optimal Control Problem

We will now return to the problem of elastic curves (Problem 1) which is one
of the main characters of this text. In this section we will see how the op-
timal control approach towards a solution of elastica resembles the equation
of a mathematical pendulum. This relationship was first hinted by Kirchhoff
[14] and is therefore usually referred to as Kirchhoffs kinetic analogy in the
literature.

Let γ : [t0, t1]→ R2 denote an elastic curve that solves Problem 1. Let θ :
[t0, t1]→ S1 denote the angle between the velocity vector γ̇(t) = (ẋ(t), ẏ(t))
and the positive direction of the x-axis as illustrated in the following figure:
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Figure 11: Problem or elastica.

As usual, we assume that γ is a unitary speed regular curve. Then the
curvature equals, up to sign, to the angular velocity θ̇. That is,

κ = ±θ̇ or κ2 = θ̇2.

4.1.1 Kinematic equations

To describe the problem of elastica as an optimal control problem on a Lie
group, we need to reformulate the problem as a dynamical system. To totally
describe the dynamics of the elastica, we need to know γ(t) = (x(t), y(t)) and
γ̇(t) = (ẋ(t), ẏ(t)) for each t ∈ [t0, t1]. γ(t) is easily described as a point in R2

for each t ∈ [t0, t1]. A good candidate for describing γ̇(t), will be an element
of the group SO(2) - the group of orientation preserving rotations of R2. We
can regard the element R(t) ∈ SO(2) as the rotation by the angle θ that
the tangent vector γ̇(t) makes with the positive x-axis for each t ∈ [t0, t1].
Thus we can totally describe the dynamics of the elastic curve by a curve
t 7→ g(t) = (R(t), γ(t)) ∈ SO(2)× R2.

As topological spaces, we have that SO(2)× R2 is homeomorphic to the
special Euclidean group SE(2) - the group of orientation preserving isome-
tries of R2. Following Remark 3.1.15, we will embed SE(2) into GL(3) and
denote this subgroup by G. In this way, the curve t 7→ g(t) = (R(t), γ(t)) ∈
SO(2)× R2 is represented as

t 7→
(
R(t) γ(t)>

0 1

)
∈ G ⊂ GL(3).
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The problem can now be considered as a left-invariant optimal control prob-
lem on the group of planar Euclidean isometries, SE(2).

Now, taking the derivative of g with respect to time yields:

ġ =
d

dt

cos θ − sin θ x
sin θ cos θ y

0 0 1

 =

− sin θ θ̇ − cos θ θ̇ ẋ

cos θ θ̇ − sin θ θ̇ ẏ
0 0 0


=

− sin θ u − cos θ u cos θ
cos θ u − sin θ u sin θ

0 0 0


=

cos θ − sin θ x
sin θ cos θ y

0 0 1


︸ ︷︷ ︸

g

0 −u 1
u 0 0
0 0 0


︸ ︷︷ ︸

Xu

,

where Xu is an element in the Lie algebra L associated with the Lie group
G and u = θ̇. The equation ġ = gXu is consistent with the left-invariant
structure of vector fields on Lie groups.

By the identification G ' SO(2)×R2, we have that the Lie algebra L of
G can be identified with so(2) × R2 because L = TeG ' Te(SO(2) × R2) '
so(2) × R2. By this, we have that the Lie algebra L of G is determined by
L = span{E21 − E12, E13, E23}, where

E21 − E12 =

0 0 0
1 0 0
0 0 0

−
0 1 0

0 0 0
0 0 0

 =

0 −1 0
1 0 0
0 0 0

 ,

E13 =

0 0 1
0 0 0
0 0 0

 , and

E23 =

0 0 0
0 0 1
0 0 0

 .

Let us denote by e1 = E21 − E12, e2 = E13, and e3 = E23 the basis
elements of L = se(2). In this notation, we might write the left-invariant
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vector field Xu ∈ L as Xu = (ue1 + e2) and we have the kinematic equation

ġ(t) = g(t)(u(t)e1 + e2), (4.1)

describing the dynamics of the elastic curve γ. By this, we might restate
the problem of elastica as a left-invariant optimal control problem on the Lie
group G in the following manner:

Problem 2 (Elastica). Consider a curve g : [t0, t1]→ G satisfying the kine-
matic equation (4.1) and the boundary conditions g(ti) = gi for i ∈ {1, 2}.
Find the optimal control u : [t0, t1]→ R for which

1

2

∫ t1

t0

u2(t) dt→ min .

4.1.2 Controllability

The element ue1 + e2 generates the subspace Γ = span{ue1, e2} $ L where
u ∈ R. Since [ue1, e2] = u(e1e2 − e2e1) = ue3, controllability follows by
Rashevsky-Chow Theorem 3.1.23.:

4.1.3 Hamiltonian system

We now turn our attention towards the Hamiltonians for the PMP on T ∗G.
By the bracket operations on L, we have [e1, e3] = −e2 and [e2, e3] = 0 such
that

ad(e1) =

0 0 0
0 0 −1
0 1 0

 , ad(e2) =

 0 0 0
0 0 0
−1 0 0

 , and

ad(e3) =

0 0 0
1 0 0
0 0 0

 .


(4.2)

where ad : L→ L is the adjoint operator defined in (3.4).

Let L∗ denote the dual space of the Lie algebra L and denote by ω1, ω2,
and ω3 its basis elements such that

L∗ = span{ω1, ω2, ω3} and 〈ωi, ej〉 = δij.
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We write elements of the Lie algebra X ∈ L as column vectors

X =
3∑
i=1

X iei =

X1

X2

X3

 ,

and elements of its dual a ∈ L∗ as row vectors

a =
3∑
i=1

aiω
i = (a1 a2 a3).

Now, as all the necessary tools are established, we are ready to describe
the extremal trajectories. The family of Hamiltonian functions of the PMP
is given by

hνu(a) = 〈a, ue1 + e2〉+
ν

2
u2,

where a ∈ L∗, u : [t0, t1] → R is a control, and ν ∈ R a parameter. To
compute the vertical part of (3.20), we first note that

∂h

∂a
= ue1 + e2.

To compute the map ad ∂h
∂a

: L → L, we evaluate it at an arbitrary element

Y ∈ L. This yields

ad ∂h
∂a

(Y ) = [ue1 + e2, Y ]

= u[e1, Y ] + [e2, Y ]

= u ade1Y + ade2Y

= u(ade1 + ade2)(Y ),

such that

ad ∂h
∂a

=

 0 0 0
0 0 −u
−1 u 0

 ,

by (4.2). Now, by the definition of the dual to the linear adjoint operator
ad ∂h

∂a
: L→ L, we have (

ad ∂h
∂a

)∗
a = a

(
ad ∂h

∂a

)
.
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Evaluating the right hand side of this equation yields

a
(

ad ∂h
∂a

)
= (a1 a2 a3)

 0 0 0
0 0 −u
−1 u 0


= (−a3 ua3 − ua2),

such that the Hamiltonian system (3.20) takes the form

Vertical part:


ȧ1 = −a3

ȧ2 = ua3

ȧ3 = −ua2

, Horizontal part: ġ = gXu.

Remark 4.1.1. Notice that the subsystem for the vertical coordinates is
independent of the horizontal coordinates. This is a corollary of the left-
invariant symmetry of the system and of appropriate choice of the coordinates
(a1, a2, a3) (see [1]).

N

4.1.4 Solutions

In the abnormal case, the maximality over the Hamiltonians yields

h0
u(a) = max

u∈R
(ua1 + a2) <∞

such that ∂uh
0
u(a) = 0 and

a1 ≡ 0.

By this, we have that ȧ1 = 0 such that a3 = 0. Now ȧ2 = ua3 = 0 such that
a2 is constant and ȧ3 = 0 = −ua2 such that u must be identically 0 by the
nontriviality (ν, λt) 6= 0 of the PMP. Since the abnormal extremal control is
identically zero, the energy functional E = 0, the absolute minimum, and the
elastic curve must be a straight line. Notice that these controls are singular
since they are not uniquely determined by the maximality condition of PMP.
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In the normal case, ν = −1, the maximality condition of the PMP yields

h−1
u (a) = max

u∈R

(
ua1 + a2 −

1

2
u2

)
<∞,

such that ∂uh
−1
u (a) = a1 − u = 0 and

a1 = u.

So the corresponding normal Hamiltonian of the PMP is

h =
1

2
a2

1 + a2 (4.3)

and the vertical subsystem of the Hamiltonian system (3.20) of the PMP
reads 

ȧ1 = −a3,
ȧ2 = a1a3,
ȧ3 = −a1a2,

(4.4)

Note that d
dt

(a2
2 + a2

3) = 2(a2ȧ2 + a3ȧ3) = 0 such that

a2
2 + a2

3 = A2, (4.5)

for some constant A ∈ R. By this observation, we can make the following
change of coordinates

a2 = ±A cosϕ and a3 = ±A sinϕ,

for some ϕ : [t0, t1]→ S1. Any choice of the variables a2 and a3 above, solves
system (4.4) up to a sign. However, we will now consider the case where

a2 = A cosϕ and a3 = −A sinϕ.

By this choice, the vertical subsystem (4.4) of the PMP becomes
ȧ1 = A sinϕ,
ȧ2 = −a1A sinϕ,
ȧ3 = −a1A cosϕ,
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implying a1 = ϕ̇. Note that, by choosing the coordinates a2 = −A cosϕ and
a3 = A sinϕ we will also obtain a1 = ϕ̇. Since a1 = u = θ̇, we have ϕ = θ+ψ
for some ψ ∈ S1 and the vertical subsystem (4.4) yields the equation:

θ̈ − A sin(θ + ψ) = 0.

Moreover, choosing a2 and a3 with equal sign will lead to a1 = −ϕ̇. By this,
the vertical subsystem (4.4) yields the equation:

θ̈ + A sin(θ − φ) = 0,

for some constant shift in angle φ ∈ S1. By the symmetry of the problem, we
might set ψ and −φ equal to ϕ. Thus the optimal control u = θ̇ that solves
the problem of the elastica, satisfies the general formula for a mathematical
pendulum

θ̈ ± A sin(θ + ϕ) = 0. (4.6)

4.1.5 The pendulum equation in elastic curves

As mentioned earlier, Kirchhoff discovered a relation between the elastic
curves and the pendulum equation. By this observation we refer to the pen-
dulum equation in the context of elastica as Kirchhoffs kinetic analogy. We
will now uncover this relation in a similar fashion.

Consider the pendulum equation (4.6) with positive sign. A similar re-
lation holds for the negative case. Differentiating this with respect to time
yields

...

θ + θ̇A cos θ = 0. (4.7)

On the other hand, multiplying (4.6) by θ̇ and taking the integral yields

1

2
θ̇2 − A cos θ = B, (4.8)

for some constant B ∈ R. Inserting (4.7) into (4.8) we obtain

...

θ +
1

2
θ̇3 −Bθ̇ = 0. (4.9)

This equation should look familiar to us.
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To link equation (4.6) with the solutions (2.21)-(2.23), recall the fact that
κ = θ̇ and τ ≡ 0 for planar curves. By this, equation (4.9) yields the intrinsic
equation (2.14) of the elastica with B = λ/2. Multiplying (2.14) with 8κ′

on both sides and taking the integral yields (2.16), which is the equation we
obtained from the variational analysis of the elastica. We will return to this
relation later on in section 5.1.

4.2 Euclidean Rollings

As mentioned in section 2.1.4, A. Arthur and G.R. Walsh [3] (1986) and V.
Jurdjevic [11] (1993) independently discovered that the solution set of the
rolling sphere problem coincides with that of elastic curves. Furthermore,
Jurdjevic and J. Zimmerman [13] (2008) generalized this result relating the
elastic curves on the Riemannian model spaces to rolling problems on the
corresponding model spaces - where euclidean rolling refer to the case where
the stationary manifold is Euclidean. From now on, when we say Euclidean
rolling ”problems” we refer to both the rolling of the sphere and the rolling
of the hyperboloid. Moreover, we will adapt the term pseudo-sphere as a
reference to the hyperboloid. Thus, when we speak of ”spheres” we refer to
both the sphere and the hyperboloid.

In this section, we will show how the Euclidean rolling problems are re-
lated to the elastica by extracting the general pendulum equation (4.6) from
the Hamiltonian system of the rolling sphere problems. We approach this in
a similar fashion as we did for the elastica in the previous section.

Before we start, we need a proper definition of what it means to roll a
manifold over a stationary plane where no ”slipping” nor ”twisting” between
the two is allowed.

4.2.1 Definition of rolling

To treat both the rolling of the sphere and the rolling of the hyperboloid at
once, let µ ∈ {−1, 1} and denote by Mµ the rolling manifold where

M−1(c) := H2
1 (c) = {(x1, x2, x3) ∈ R3 : −(x1−c1)2−(x2−c2)2+(x3−c3)2 = 1},
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denotes the two-sheeted unit hyperboloid with center c = (c1, c2, c3) ∈ R3,
and

M1(c) := S2
1(c) = {(x1, x2, x3) ∈ R3 : (x1− c1)2 + (x2− c2)2 + (x3− c3)2 = 1},

denotes the unit sphere with center c = (c1, c2, c3) ∈ R3. Since we are only
considering a two-sheeted hyperboloid in this text, the tangent space will
only intersect the hyperboloid in one point. Denote by M̂ the stationary
plane which we will now define. To allow an arbitrary initial contact point
p ∈ Mµ ∩ M̂ ⊂ R3 and orientation of Mµ, we define the stationary plane M̂
as the affine tangent space of Mµ at p ∈Mµ. That is,

M̂ := TpMµ = {p+X ∈ R3 : X ∈ TpMµ}.

The notion of a ”rolling manifold” might be a bit vague. To make this notion
clearer, we define the rolling of Mµ in the following manner:

Let us denote by SOµ(3) where SO−1(3) = SO+(2, 1) and SO1(3) =
SO(3). We know that the group SOµ(3) acts transitively on orthonormal
bases of Mµ. That is, given any p, q ∈ Mµ and orthonormal bases {X1, X2}
for TpMµ and {Y1, Y2} for TqMµ, there exists R ∈ SOµ(3) such that Rp = q
and R∗Xi = Yi for i = 1, 2 (see [19] Proposition 3.3 & 3.6). Thus, given any
initial point p ∈Mµ, we can determine any point q ∈Mµ by an element R of
SOµ(3). Furthermore, a piecewise smooth curve t 7→ R(t) in SOµ(3) defines
a piecewise smooth curve t 7→ R(t)p in Mµ. Next, the corresponding contact

point between Mµ and M̂ can be identified by a point in R2. Now, regarding
the rolling process as a matching of contact points between the two manifolds
Mµ and M̂ , we have that any state of this system can be determined by a
point in the configuration space SOµ(3)× R2.

The configuration space SOµ(3)×R2 sits naturally inside of SOµ(3)×R3

with one coordinate kept constant. Furthermore, we defined the semi-direct
products SO(3) n R3 as the special Euclidean group and SO+(2, 1) n R3 as
the special Poincaré group SP (2, 1) in section 3.1.3. Thus we might regard
our configuration space as the semi-direct product SOµ(3)nR2 endowed with
the group operations induces by SE(3) or SP (2, 1), depending on the value
of µ.
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An element of SOµ(3)nR2 acts on R3 by orientation preserving isometries
that preserve the structure of Mµ - as described in section 3.1.3. In the case
µ = −1, we have that R2,1 → R2,1 is an orientation preserving isomorphism
of R3 under the metric

J =

−1 0 0
0 −1 0
0 0 1

 ,

where R2,1 denotes the pseudo-Riemannian manifold (R3, J). By this, we
have that an isometric motion of Mµ can be described by a continuous curve
in the Lie group SOµ(3) nR2. We are now ready to formulate the notion of
a rolling manifold.

Definition 4.2.1. Let M be a smooth manifold isometrically embed-
ded into R3. A rolling of M in R3 is an isometric motion of M in
R3.

By the definition above, a smooth manifold M together with an isometric
motion of M is referred to as a rolling manifold. To define a specific rolling
process, we consider the following type of curves:

Definition 4.2.2. A piecewise smooth curve t 7→ γ(t) in a rolling
manifold M is called a rolling curve.

Definition 4.2.3. Let γ : [t0, t1] → M be a rolling curve. A rolling
of M over M̂ along γ is an isometric motion ι : [t0, t1] → Isom(M)
such that

(a) ι(t)γ(t) ∈ M̂ and

(b) Tι(t)γ(t)(ι(t)M) = Tι(t)γ(t)M̂

holds for each t ∈ [t0, t1].

By the definition of rolling above, we might regard the rolling process
as a matching of contact points between the two manifolds such that their
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corresponding tangent spaces are identical. The curve γ̂ : [t0, t1] → M̂ de-
fined by γ̂(t) := ι(t)γ(t) is usually referred to as the development curve of
the rolling curve γ on the stationary manifold M̂ - it is the curve in M̂ that
is traced out by the point of contact between the two manifolds under the
rolling process.

The map ι : [t0, t1]→ Isom(M) in the definition above describes a rolling
process in generality. To restrict the rolling process where no slipping nor
twisting between the two manifolds is allowed, we need some additional re-
strictions on the curve t 7→ ι(t).

Definition 4.2.4. Let ι : [t0, t1] → Isom(M) be a rolling of M over
M̂ . Then ι is a rolling without slipping nor twisting if

ι(t)γ̇(t) = ˙̂γ(t) (4.10)

holds for all t ∈ [t0, t1].

In short, we shall refer to the map ι : [t0, t1]→ Isom(M) satisfying (4.10)
in the definition above simply as a rolling map - when there’s no confusion of
the manifolds involved in the rolling process. We state the Euclidean rolling
sphere problem by the following:

Problem 3 (Euclidean rolling). Given g0, g1 ∈ SOµ(3) n R2, find a rolling
map g : [t0, t1]→ SOµ(3)nR2, with t 7→ (R(t), x(t), y(t)) such that g(ti) = gi
and

` =

∫ t1

t0

√
ẋ2 + ẏ2dt→ min,

for i ∈ {0, 1}, where γ̂(t) = (x(t), y(t)) is the development curve in M̂ ' R2

traced out by the contact point and R(t) ∈ SOµ(3) is the orientation matrix.

Note that the definition of rolling above only covers the no slip condition.
Since the codimension of the rolling manifold is 1 in our case, the no twist
condition comes for free. Indeed, we have the following lemma:
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Lemma 4.2.5. Let γ : [t0, t1] → Mµ be a rolling curve and Y ∈ Tγ(t)Mµ.

If g : [t0, t1] → SOµ(3) n R2 is a rolling map, then Ẏ ∈ (Tg(t)γ(t)Mµ)⊥. In
particular,

(Ṙ(t)R−1(t))X̂ ∈ span{e3}, (4.11)

for all X̂ ∈ Tγ̂(t)M̂ .

Proof. Consider a tangent vector Y ∈ TpMµ for some p ∈ Mµ. Now, the
motion of Y under the action of g(t) on Mµ determines a family of vectors
Yt defined by

Yt := g(t)∗Y = R(t)Y,

such that Yt ∈ Tg(t)p(g(t)M) for each t ∈ [t0, t1]. Fix some T ∈ [t0, t1] and

pick some tangent vector X̂ ∈ Tγ̂(T )M̂ = Tg(T )γ(T )(g(T )M). Now, if we let

Y = (g(T )∗)
−1X̂ = R−1(T )X̂, we have that X̂ = g(T )∗Y = R(T )Y = YT

and
Ẏt|t=T = Ṙ(T )Y = Ṙ(T )R−1(T )X̂.

Thus Ṙ(t)R−1(t)X̂ ⊂ span{e3} for all X̂ ∈ Tγ̂(t)M̂ , which was what we
wanted to show.

4.2.2 Kinematic equations

Before we start to describe the kinematic equations of the rolling sphere prob-
lem, the reader might want to recall the structure of the Lie algebra so(2, 1)
and so(3) described in section 3.1.3. The dynamics of the rolling spheres can
be described by the following ODEs:

Proposition 4.2.6. If R : [t0, t1] → SOµ(3) and γ : [t0, t1] → R2 solves the
following system of ODEs:

ẋ = u1

ẏ = u2

Ṙ = R

 0 0 −µu1

0 0 −µu2

u1 u2 0


 , (4.12)

for some piecewise smooth functions u1, u2 : [t0, t1]→ R, then ι = (R−1, γ) :
[t0, t1]→ SOµ(3) nR3 is a rolling map satisfying ι(0) = (I, 0).

63



Proof. The condition of rolling without slipping nor twisting link the trans-
lational motion of the spheres with their rotational motion - a rotation
generates a translation and vice versa. So we might define the controls
u1, u2 : [t0, t1] → R generating the motion by the two first equations. That
is,

u1 = ẋ and u2 = ẏ.

We will now like to show how these controls are related to the rotational
matrix R ∈ SOµ(3). By Proposition 3.1.16 and 3.1.17, together with their
left-invariant structure, we might write

Ṙ = R

 0 −a3 a1

a3 0 a2

−µa1 −µa2 0


for some piecewise smooth functions a1, a2, a3 : [t0, t1] → R. Fix t ∈ [t0, t1]
and denote by c(t) = (x(t), y(t), 1) the center of the sphere, and p(t) an
arbitrary point on the sphere with respect to the stationary frame E =
span{e1, e2, e3} of the ambient space. Moreover, define q(t) = p(t) − c(t)
such that

q̇(t) = ṗ(t)− ċ(t).

Following the notation of [2], let Q denote the point q(t) with respect to the
moving frame F = span{f1, f2, f3} attached to the center of the sphere, we
have that

q(t) = QR(t).

Now, let us assume that p(t) is the point of contact. Then the rolling without
slipping nor twisting condition implies ṗ(t) = 0. By this, we have that

ċ = −q̇ = −QṘ = −QR

 0 −a3 a1

a3 0 a2

−µa1 −µa2 0

 = −q(t)

 0 −a3 −µa1

a3 0 −µa2

a1 a2 0

 .

Moreover, since p(t) is assumed to be the point of contact, we have that
q(t) = −e3 and the above equation reads

(u1, u2, 0) = (0, 0, 1)

 0 −a3 a1

a3 0 a2

−µa1 −µa2 0

 = (−µa1,−µa2, 0),
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such that a1 = −µu1, a2 = −µu2.

It remains to show that a3 ≡ 0. If t 7→ (R−1(t), γ(t)) is a rolling map, the
no-twist condition reads

dR−1(t)

dt
(R−1(t))−1X̂ =

dR−1(t)

dt
R(t)X̂ ∈ span{e3} (4.13)

for all X̂ ∈ Tγ(t)M̂ by Lemma 4.2.5. Differentiating the orthogonality condi-
tion for R(t) ∈ SOµ(3) we obtain

dR−1

dt
= R−1ṘR−1

such that condition (4.13) is equivalent to

R−1(t)Ṙ(t)X̂ ∈ span{e3}

for all X̂ ∈ Tγ̂(t)M̂ . Now, by our assumption above, we have that

R−1Ṙ =

 0 −a3 u1

a3 0 u2

u1 u2 0

 ,

and  0 −a3 u1

a3 0 u2

u1 u2 0

 ei ∈ span{e3}

for i ∈ {1, 2} if and only if a3 ≡ 0.

Similarly, as for the problem of elastica, we embed our configuration space
SOµ(3) n R2 into GL(6) and denote this subgroup by Gµ. We achieve this
by the following diffeomorphism:

(R(t), γ(t)) ↪→


R(t) 0

1 0 x(t)
0 0 1 y(t)

0 0 1

 ∈ Gµ ⊂ GL(6). (4.14)
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In this setting, we might view the problem of rolling the sphere as a left-
invariant optimal control problem on the Lie group Gµ.

Now, taking into account the embedding SOµ(3) nR2 ↪→ GL(6), we can
write the kinematic equation of the rolling sphere problem on the form:

ġ =


Ṙ 0

1 0 ẋ
0 0 1 ẏ

0 0 1

 =


R 0

1 0 x
0 0 1 y

0 0 1




0 0 −µu1

0 0 −µu2 0
u1 u2 0

0 0 u1

0 0 0 u2

0 0 0

 ,

using the relation in equation (4.12). Writing this equation in terms of the
basis elements of GL(6), we obtain

ġ = g (u1(E31 − µE13 + E46) + u2(E32 − µE23 + E56)) .

The Lie algebra Lµ associated with the Lie group Gµ is given by

Lµ = span{E32 − µE23, µE13 − E31, E21 − E12, E46, E56},

which is consistent with what we obtained in Proposition 3.1.16 and 3.1.17,
depending on the value of µ. If we denote by eµ1 = E32 − µE23, eµ2 = µE13 −
E31, e3 = E21 − E12, e4 = E46, and e5 = E56 the basis elements of Lµ, we
might write the vector field Xµ

u ∈ Lµ as Xµ
u = u1(eµ2 + e4) + u2(eµ1 + e5). In

this way, the kinematic equation of the rolling sphere becomes

ġ = gXµ
u = g(u1(e4 − eµ2) + u2(eµ1 + e5)). (4.15)

By this, we can rephrase the rolling sphere problem as a left-invariant op-
timal control problem on the Lie group Gµ ⊂ GL(6) in the following manner:

Problem 4 (Euclidean Rolling). Let g : [t0, t1] → Gµ be a rolling map
satisfying the boundary conditions g(ti) = gi for i ∈ {0, 1}. Find the optimal
control u : [t0, t1]→ R2 in (4.15) such that

E(u) =
1

2

∫ t1

t0

u2(t) dt→ min .
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Remark 4.2.7. The problem was originally stated as to minimize a length
functional `(u) on R2. In the problem above, we have introduced a new
functional E(u) on R2 that minimizes the energy. The minimization of this
functional is equivalent to that of the original problem. Indeed, by Cauchy-
Schwartz, we have that

`2(u) =

(∫ t1

t0

‖u(t)‖dt
)2

≤
∫ t1

t0

‖u(t)‖2dt,

where we have equality if and only if u is a constant function. The functional
E is smooth and easier to work with than the functional `.

N

4.2.3 Controllability

The vector field Xµ
u in (4.15) defines a subspace Γ = span{u1(eµ2 +e4), u2(eµ1 +

e5)} ( Lµ that is bracket generating by the following bracket operations:

[eµ1 , e
µ
2 ] = µe3, [eµ1 , e3] = −eµ2 , [eµ2 , e3] = eµ1 , and ade4 = ade5 = 0. (4.16)

Thus, the system is controllable by the Rashevski-Chow Theorem 3.1.23.

4.2.4 Hamiltonian system

We now turn our attention towards the Hamiltonians for the PMP on T ∗G.
By the bracket operations in (4.16), we have the following nonzero adjoint
operators:

adeµ1 =


0 0 0
0 0 −1 0
0 µ 0

0 0

 , adeµ2 =


0 0 1
0 0 0 0
−µ 0 0

0 0

 ,

and ade3 =


0 −1 0
1 0 0 0
0 0 0

0 0





(4.17)
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where ad : Lµ → Lµ is the adjoint operator defined in (3.4).

As before, let L∗µ denote the dual space of the Lie algebra Lµ and denote
by ω1, . . . , ω5 its basis elements such that

L∗µ = span{ω1, . . . , ω5} and 〈ωi, ej〉 = δij.

Furthermore, we write the elements X of the Lie algebra Lµ as column vec-
tors:

X =
5∑
i=1

X iei =

X
1

...
X5

 ,

and elements a of the corresponding dual space L∗µ as row vectors:

a =
5∑
i=1

aiω
i = (a1 · · · a5).

The Hamiltonians of the PMP now takes the form

hν,µu (a) = 〈a, u1(e4 − eµ2) + u2(eµ1 + e5)〉+
ν

2
(u2

1 + u2
2)

= u1(a4 − aµ2) + u2(aµ1 + a5) +
ν

2
(u2

1 + u2
2),

such that
∂h

∂a
= u1(e4 − eµ2) + u2(eµ1 + e5).

To determine the operator ad ∂h
∂a

, we evaluate it at an arbitrary element Y ∈ L.

This yields

ad ∂h
∂a

(Y ) =

[
∂h

∂a
, Y

]
= [u1(e4 − eµ2) + u2(eµ1 + e5), Y ]

= u1[e4, Y ]− u1[eµ2 , Y ] + u2[eµ1 , Y ] + u2[e5, Y ]

= u1ade4(Y )− u1adeµ2 (Y ) + u2adeµ1 (Y ) + u2ade5(Y )

= (u1(ade4 − adeµ2 ) + u2(adeµ1 + ade5))(Y ),
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such that

ad ∂h
∂a

= u1(ade4 − adeµ2 ) + u2(adeµ1 + ade5)

=


0 0 −u1

0 0 −u2 0
µu1 µu2 0

0 0

 ,

by equation (4.16) and (4.17). Now, by the definition of the adjoint to the
linear adjoint operator ad ∂h

∂a
: L→ L, we have〈(

ad ∂h
∂a

)∗
, a
〉

=
〈
a, ad ∂h

∂a

〉
.

Evaluating the right hand side of this equation yields

〈
a, ad ∂h

∂a

〉
= (aµ1 , a

µ
2 , a3, a4, a5)


0 0 −u1

0 0 −u2 0
µu1 µu2 0

0 0


= (µu1a3, µu2a3, −u1a

µ
1 − u2a

µ
2 , 0, 0).

So the Hamiltonian system (3.20) of the PMP takes the following form:
ȧµ1 = µu1a3

ȧµ2 = µu2a3

ȧ3 = −u1a
µ
1 − u2a

µ
2

ȧ4 = 0
ȧ5 = 0

and


ẋ = u1

ẏ = u2

Ṙ = R

 0 0 −µu1

0 0 −µu2

u1 u2 0

 .

4.2.5 Solutions

Consider first the abnormal case ν = 0:

h0
u(a) = max

(u1,u2)∈R2
(u1(a4 − aµ2) + u2(aµ1 + a5)) <∞,
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which implies that a4 − aµ2 ≡ 0 and aµ1 + a5 ≡ 0 such that{
aµ1 = −a5 ≡ constant,
aµ2 = a4 ≡ constant,

and

{
ȧµ1 = 0 = µu1a3,
ȧµ2 = 0 = µu2a3.

Now 0 = (ȧµ1)2 + (ȧµ2)2 = (µu1a3)2 + (µu2a3)2 = (u2
1 + u2

2)a2
3. Assuming

nontrivial solutions (u1, u2) 6≡ (0, 0), we must have a3 ≡ 0 such that

ȧ3 = −u1a
µ
1 − u2a

µ
2 = 0.

Thus the abnormal optimal controls (u1, u2) must be constant and the cor-
responding curve γ̂(t) = (x(t), y(t)) is a straight line with orientation matrix
R(t) given by

Rµ(t) = exp

t
 0 0 −µu1

0 0 −µu2

u1 u2 0

 .

For the normal case ν = −1, we have

h−1
u (a) = max

(u1,u2)∈R2

(
u1(a4 − aµ2) + u2(aµ1 + a5)− 1

2
(u2

1 + u2
2)

)
<∞,

which implies that

u1 = a4 − aµ2 and u2 = aµ1 + a5.

For these controls, the vertical subsystem of the Hamiltonian system of the
PMP takes the form

ȧµ1 = µ(a4 − aµ2)a3,
ȧµ2 = µ(aµ1 + a5)a3,
ȧ3 = −(a4 − aµ2)aµ1 − (aµ1 + a5)aµ2 ,
ȧ4 = 0,
ȧ5 = 0.

By making the following change of variables bµ1 = a4−aµ2 = u1, bµ2 = aµ1 +a5 =
u2, and bµ3 = a3 we have that ḃµ1 = ȧ4 − ȧµ2 = −µ(aµ1 + a5)a3 = −µb2b3, ḃ2 =
ȧµ1 + ȧ5 = µ(a4− aµ2)a3 = µb1b3, and ḃµ3 = ȧ3 = −(a4− aµ2)aµ1 − (aµ1 + a5)aµ2 =
a5b

µ
1 − a4b

µ
2 , such that the vertical subsystem becomes

ḃµ1 = −µbµ2b3,

ḃµ2 = µbµ1b3,

ḃµ3 = a5b
µ
1 − a4b

µ
2 ,

(4.18)
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where we have used the change of variables to obtain an expression only con-
taining the constants a4 and a5 in the last equation.

Note that d
dt

((bµ1)2 + (bµ2)2) = 2(bµ1 ḃ
µ
1 + bµ2 ḃ

µ
2) = 0 which implies that

(bµ1)2 + (bµ2)2 = A2 for some constant A ∈ R. Indeed, by the unitary speed
condition of the problem, we have that 1 = ẋ2(0) + ẏ2(0) = u2

1(0) + u2
2(0) =

b2
1(0)+b2

2(0) such that A = 1. By this observation, we can make the following
change in coordinates:

bµ1 = ± cosϕµ and bµ2 = ± sinϕµ

for some function ϕµ : [t0, t1]→ S1. Consider the case where bµ1 = cosϕµ and
bµ2 = sinϕµ. By these coordinates the vertical subsystem (4.18) becomes:

ḃµ1 = −µ sinϕµ bµ3 ,

ḃµ2 = µ cosϕµ bµ3 ,

ḃµ3 = ȧ3.

Define ϕµ := µθ for some function θ : [t0, t1] → S1. Now, the above system
have a solution for bµ3 = ϕ̇µ = µθ̇. By this, the vertical subsystem (4.18)
yields the equation:

µθ̈ = a5 cos(µθ)− a4 sin(µθ). (4.19)

If we set a4 = B cosψ and a5 = B sinψ for some constants B ∈ R and
ψ ∈ S1, equation (4.19) becomes

θ̈ +B sin(θ − ψ) = 0,

for µ = 1, and
θ̈ +B sin(θ + ψ) = 0,

for µ = −1. Furthermore, by the symmetries of the problem, we might set
ψ = 0 and B = ±1. In conclusion, the rolling sphere problem satisfy the
general equation of a mathematical pendulum (4.6), which we obtained for
the elastica problem. That is, the development curves of the rolling spheres
traces an elastica in the plane. This also concludes a similarity between the
rolling sphere and the rolling hyperboloid. We will discuss some of these
solutions in section 5.2.

71



5 Analysis

As we have just seen that the optimal rolling of the spheres traces an elastica
in the stationary manifold, we will now consider the different energy levels
of the pendulum and see how they effect the optimal solutions. Finally, we
will consider some of the rolling motions of the sphere along rolling curves of
constant curvature.

5.1 Elastic Curves and The Pendulum Equation

Note that, by the kinetic analogy of the pendulum equation (4.6), the con-
stant A is given by

A =
g

L
,

where g is the constant of gravitational acceleration and L is the length of
the pendulum.

We will now consider the possible solutions of equation (4.6). In the case
where A = 0, we have that θ̈ = 0 such that θ̇ = C for some constant C ∈ R.
Since κ = θ̇, the curvature of the elastica must be constant. That is, the
optimal trajectories must either be straight lines or circular arcs:

Figure 12: Straight line elastica.
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Figure 13: Circular elastica with κ0 = 1.

By the kinetic analogy, we can look at this case as a pendulum in the ab-
sence of gravity at a fixed angle (Figure 12) or in continuous motion (Figure
13).

Consider now the case where A > 0. Since the physical nature of the
problem is invariant under translations and rotations, we can apply homo-
theties and rotations to obtain ±A = 1 and ϕ = 0 depending on the sign
chosen in (4.6). By this, the angle θ satisfies the standard equation of the
mathematical pendulum

θ̈ + sin θ = 0,

with θ̇ = κ and κ′ = − sin θ, where κ denotes the curvature of the elastica.
The different solutions of the pendulum equation depends on the different
energy levels of the dynamical system describing the motion. Multiplying the
pendulum equation above by θ̇ and taking the integral yields the conservation
law

E =
θ̇2

2
− cos θ,

which takes values in [−1,∞). Note that, in Hamiltonian formalisation of
classical mechanics, this energy integral is described by the Hamiltonian func-
tion. We have the following possible cases for the total energy:

1. E = −1: By the energy equation above, we must have that θ̇ ≡ 0 and
θ ≡ 0. So this case leads to straight line elasticas as in figure 12. By
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the kinetic analogy, this corresponds to the case where the pendulum
is at rest at a stable equilibrium.

2. E ∈ (−1, 1): By the energy equation above, we must have that −π <
θ < π. At θ = 0, we have that cos θ = 1 such that θ̇2 > 0. That is,
θ̇ takes on both signs. So this case leads to the following inflectional
elasticas determined by (2.21):

(a) For p ∈ (0, 1/2), we have:

Figure 14: Inflectional elastica - sinusoidal.

Note that whenever p→ 0, the elastica tends to a sinusoidal wave
- by the definition of the Jacobi elliptic function cn(α, p).

(b) For p = 1/2, we have rectangular elasticas:
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Figure 15: Inflectional elastica - rectangular.

(c) For p ∈ (1/2, 0.826), we have:

Figure 16: Inflectional elastica.

(d) For p ≈ 0.826, we have the figure eight elastica:
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Figure 17: Inflectional elastica - figure eight.

Together with the circle, these are the only closed elasticas.

(e) For p ∈ (0.826, 1), we have self-intersecting elasticas:

Figure 18: Inflectional elastica - self-intersecting.

By the kinetic analogy, these elasticas have inflections at points where
θ̇ = 0.

3. E = 1 and

(a) θ 6= ±π: When θ → ±π, we have that cos θ → −1 such that θ̇ → 0.
When θ = 0, we have that cos θ = 1 such that θ̇ = 2. So this case
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leads to critical elasticas determined by (2.22):

Figure 19: Critical elastica.

By the kinetic analogy, this is equivalent to the case where we start
the pendulum as close to the maximal angle ±π as possible - the
unstable equilibrium. In this case, the pendulum will swing once
and tend towards its initial position in infinite time.

(b) θ = ±π: When θ = ±π, we have that cos θ = −1 such that θ̇ ≡ 0.
So this case leads to straight line elasticas, as in Figure 12. By the
kinetic analogy, this is equivalent to the case where we start the
pendulum at the maximum angle ±π. In this case, the pendulum
is at rest at an unstable equilibrium.

4. E ∈ (1,∞): We have that cos θ = 1 for θ = 0, thus θ̇ > 2 for all
t ∈ [t0, t1]. That is, we have non-vanishing curvature. So this case
leads to non-inflectional elasticas determined by (2.23):
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Figure 20: Non-inflectional elastica.

By the kinetic analogy, the pendulum rotates non-uniformly in the
clockwise direction whenever θ̇ < 0 and counter-clockwise whenever
θ̇ > 0.

5.2 Rolling Along Constant Curvature Elasticas

Even though the rolling sphere problems are solvable and we know that the
optimal solutions are given by an eastic curve, it is still very hard to pick an
optimal elastic curve that minimizes the length functional on the sphere. In
fact, the problem of finding the optimal elastica in its own right still remains
open. Resent work regarding both the local and global optimality, together
with a precise description of conjugate points, can be found in [28] and [29].

Constructive proofs on the controllability of the Euclidean rolling sphere
problems are given in [15] and [23], using piecewise constant controls. Though
these rolling motions are far from optimal in most cases, they, at least, show
us how any configuration can be reached by a rolling motion of the sphere.
These proofs boils down to generating the restricted motions of slipping and
twisting.

We will now consider some cases where we can preform the rolling along
a constant curvature elastica. That is, straight lines or circular arcs. We will
study which configurations can be obtained, and look at the controllability
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using a composition of these curves.

Before we start, recall the kinematic equations (4.12) of the Euclidean
rolling sphere with µ = 1:{
ẋ(t) = cos(θ(t))
ẏ(t) = sin(θ(t))

and Ṙ(t) = R(t)

 0 0 − cos(θ(t))
0 0 − sin(θ(t))

cos(θ(t)) sin(θ(t)) 0

 ,

where R ∈ SO(3) and the angle θ(t) satisfies the pendulum equation

θ̈ + sin θ = 0.

From now on, following the notation from section 4.2, we denote by x̂, ŷ,
and κ̂0 variables related to the stationary plane M̂ and x, y, z, and κ0 the
variables related to the rolling sphere M . By this, the two first kinematic
equations determines the development curve t 7→ γ̂(t) under the rolling, and

θ(t) = κ̂0t+ θ0, (5.1)

where κ̂0 denotes the curvature of the development curve and the constant
of integration determines the direction of motion. For simplicity, we assume
that we start our rolling in the direction of the positive x-axis, such that
θ0 = 0, and with initial orientation R(0) = I.

5.2.1 Rolling along straight lines

First we consider the case of vanishing curvature. That is, θ̇ ≡ κ̂0 ≡ 0 for
which the elastic curve is just a straight line. In this case, the kinematic
equations becomes: 

˙̂x(t) ≡ 1,
˙̂y(t) ≡ 0,

Ṙ(t) = R(t)

0 0 −1
0 0 0
1 0 0

 .

Integration of the two first equations gives{
x̂(t) = t
ŷ(t) = 0

,
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where the constant of integration is set to zero by the initial condition
(x̂(0), ŷ(0)) = (0, 0). Moreover, the orientation matrix is given by

R(t) = exp

t
0 0 −1

0 0 0
1 0 0

 =

cos t 0 − sin t
0 1 0

sin t 0 cos t

 .

For obvious reasons, the possible configurations of rolling along straight lines
are quite restricted. As an example, we have that the attainable set for which
the terminal orientation of the sphere is given by R(t1) = I, is the family of
concentric circles of radius 2nπ about the origin:

Figure 21: Concentric circles.

5.2.2 Rolling along circular arcs

Let us now consider a rolling of the sphere along circular arcs. That is, with
κ̂0 a non-negative real constant. As before, let us assume that we start our
rolling at (0, 0) ∈ R2 in the direction of the positive x-axis, such that θ0 = 0,
and with an initial orientation R(0) = I. In this setting, equation (5.1) reads

θ(t) = κ̂0t,

and the kinematic equations of the rolling sphere becomes:
˙̂x(t) = cos(κ̂0t)
˙̂y(t) = sin(κ̂0t)

Ṙ(t) = R(t)

 0 0 − cos(κ̂0t)
0 0 − sin(κ̂0t)

cos(κ̂0t) sin(κ̂0t) 0

 (5.2)
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Integration of the two first equations yields the development curve:

γ̂(t) = (x̂(t), ŷ(t)) =
1

κ̂0

(sin(κ̂0t), 1− cos(κ̂0t)), (5.3)

where the constants of integration follows by the initial condition (x̂(0), ŷ(0)) =
(0, 0).

5.2.3 Parametric equation for circular rolling curves

To work with rolling motions along circular rolling curves, we need a way to
describe the chosen rolling curve t 7→ γ(t) on M . To get a parametric equa-
tion for the rolling curve, we first work out how the curvature of the rolling
curve t 7→ γ(t) relates to the curvature of the development curve t 7→ γ̂(t),
which we already have defined in (5.3). We state this relationship by the
following theorem:

Theorem 5.2.1. If κ0 denotes the curvature of a circular rolling curve and
κ̂0 denotes the curvature of the development curve, then

κ2
0 = κ̂2

0 + 1 (5.4)

where 1 < κ0 <∞.

Proof. With initial conditions as described above, we can view the rolling of
the sphere as a rolling of a cone as in the following illustration:
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Figure 22: Cross-section of sphere in cone.

By the figure above, we have that the radius r of the rolling curve is given
by the length of BD and the radius r̂ of the development curve is given by
the length of AD. Note that as r → 0, we have that r̂ → 0, and as r → 1, the
cone tends to a cylinder - for which the rolling curve becomes a great circle
and the development curve a straight line - which justifies the restriction
1 < κ0 <∞.

By the geometric equivalence 4ADC ∼ 4ABD ∼ 4DBC, we extract
the following relationship between r and r̂:

r2 =
r̂2

1 + r̂2
and r̂2 =

r2

1− r2
. (5.5)

By definition of curvature, we have that κ0 = 1/r and κ̂0 = 1/r̂. Inserting
this into the equation above yields (5.4).
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A direct consequence of the result above states the following:

Corollary 5.2.2. Circular rolling curves with curvature

κ0 =
n√

n2 − 1

returns the unit sphere to its initial configuration for all integers n ≥ 2.

Proof. Writing equation (5.4) on the form (5.5), we have that the circumfer-
ence of the rolling curve and the development curve is given by

Cκ0 =
2πr̂

r̂2 + 1
and Cκ̂0 = 2πr̂,

respectively. We need to check for which integer n the equation

nCκ0 = Cκ̂0

holds. This equation leads to

r̂ =
√
n2 − 1

for n ≥ 2. Taking into account κ̂0 = 1/r̂ and (5.4) the result follows.

We will now like to derive the parametric equation of the rolling curve. By
the rolling cone analogy above and the assumption of initial rolling direction
θ0 = 0, we have that the rolling curve can be determined by the intersection
of the sphere and the plane spanned by the x-axis and the vector ~OP , where
P (y, z) is defined for 0 < y ≤ 1 and 0 < z < 2:

Figure 23: Cross-section of sphere.
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By inspection of this figure, we have that

z2 + y2 = 4r2

and
y(z) =

√
1− (z − 1)2 =

√
z(2− z),

for 0 < z < 2. By these two equation, we get that

z(r) = 2r2. (5.6)

We can parametrize the rolling curve by

γ(t) = Q+ r(cos t)v1 + r(sin t)v2,

where v1 and v2 are unit vectors that span the plane containing the circle and
Q denotes the center of the circle. If we let v1 = (1, 0, 0) and v2 = ~OP/‖ ~OP‖
span the plane that contains the rolling curve, we have that Q = rv2 and the
above equation reads

γ(t) = r(cos t)v1 + r(sin t+ 1)v2

Now, v2 is given by

v2 = (0,
√
z(2− z), z)/

√
z(2− z) + z2

=
1√
2z

(0,
√
z(2− z), z)

= (0,
√

1− r2, r),

using relation (5.6). Putting all this together yields the equation

γ(t) = r(cos t,
√

1− r2(sin t+ 1), r(sin t+ 1)).

To make the parametrization coincide with our initial condition γ(0) =
(0, 0, 0), we make the shift in parameter t 7→ t− π/2 such that

γ(t) = r(sin t,
√

1− r2(1− cos t), r(1− cos t)).

This parametrization has constant speed equal to r. So, by redefining t by
t 7→ κ0t and by using (5.4) we obtain the unitary speed parametrization

γ(t) =
1

κ2
0

(κ0 sin(κ0t), κ̂0(1− cos(κ0t)), 1− cos(κ0t)) (5.7)

for the rolling curve. We summarize this construction in the following result:
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Proposition 5.2.3. Given any P = (p1, p2, p3) ∈ M \ (0, 0, 2) and v1 ∈ R2,
there exists a unique circular rolling curve t 7→ γ(t) satisfying γ(0) = (0, 0, 0),
γ̇(0) = v1, and γ(t1) = P for some t1 > 0.

Proof. We have that r =
√
p2

1 + p2
2 + p2

3/2 < 1 which uniquely defines the
curvature κ0 = 1/r > 1. By the initial conditions γ̇ = v1, we have that

γ(t) ∈ span{v1, v2} ⊂ R3 for all t, where v2 = ~OP . The result now follows by
the fundamental theorem of planar curves together with the initial condition
γ(0, 0) = (0, 0, 0).

5.2.4 Attainable sets

Rolling along circular arcs will not lead to optimal solution in most cases.
However, we will now study some configurations that can easily be obtained
using these elastic curves.

To get a better understanding of where these curves will bring the sphere
under a rolling, we can look at how the reachable points in M̂ distributes. If
we fix t, say t = 2π, the reachable points in M̂ forms a periodic spiral as we
vary κ̂:

Figure 24: Periodic spiral for 0 < κ̂0 ≤ 5.

It is obvious from equation (5.7) that any rolling curve t 7→ γ(t) de-
termined by 1 < κ < ∞ will, eventually, return the sphere to its initial
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position. By Corollary 5.2.2 we know which values of κ0 the sphere also re-
turns to its initial orientation. Moreover, we can get an exact description of
the possible configurations of the sphere along rolling curves with curvature
κ0 = n/

√
n2 − 1 for any t = 2πm/κ0, where m is an integer determined

by 1 ≤ m ≤ n. In fact, recalling the sphere in cone analogy in Figure 22,
we have that for each n that the initial contact point P ∈ M gets matched
with γ̂(2πm/κ0) ∈ M̂ for each integer 1 ≤ m ≤ n, and the corresponding
orientation of the sphere is given by Rz(2π/m).

We will now see that Corollary 5.2.2 is a special case of the following
result:

Proposition 5.2.4. A rolling curve t 7→ γ(t) determined by 1 < κ0 < ∞
have periodic contact configuration if and only if

κ0 =
n√

n2 −m2
, (5.8)

for 1 ≤ m < n.

Proof. The circumference of the rolling circle is given by Cκ0 = 2π/κ0. So
the initial contact point will be matched with γ̂(Cκ0n) for each n ≥ 1. Now,
suppose γ̂(Cκ0n1) = γ̂(Cκ0n2) for some integers n1 6= n2. Then x̂(Cκ0n1) =
x̂(Cκ0n2) and ŷ(Cκ0n1) = ŷ(Cκ0n2) if and only if

sin

(
2π
κ̂0n1

κ0

)
= sin

(
2π
κ̂0n2

κ0

)
and cos

(
2π
κ̂0n1

κ0

)
= cos

(
2π
κ̂0n2

κ0

)
.

These equations holds if and only if

κ̂0n1

κ0

= m1 and
κ̂0n2

κ0

= m2,

for some m1,m2 ∈ Z, or, equivalently,√
κ2

0 − 1

κ0

=
m̄

n̄

for some integers n̄ > m̄ ≥ 1, using (5.4). The above equation yields (5.8)
with m = m̄ and n = n̄.
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By the result above, we might ask ourself what happens under a rolling
motion where the rolling curve t 7→ γ(t) is determined by κ0 6= n/

√
n2 −m2.

We conjecture the following:

Conjecture 5.2.5. Let P ∈ M and t 7→ γ(t) be a rolling curve determined
by κ0 6= n/

√
n2 −m2 for some integers 1 ≤ m < n such that γ(t1) = P for

some t1 > 0. Then, given any ε > 0 and P̂ ∈ Im(γ̂), there exists an integer
k ≥ 1 such that ∥∥∥∥P̂ − γ̂ (t1 +

2πk

κ0

)∥∥∥∥ < ε.

That is, we can get arbitrarily close to the terminal contact configuration by
rolling the sphere k times.

As we do not have periodicity in the contact configurations, we might
argue that the above statement is true. However, as κ0 → 1 we have that
κ̂0 → ∞ and the development curve tends towards a straight line. Can we
still find k in this setting? Unfortunately, we will have to leave this as an
open question for further research.

5.2.5 Constructive proof on the controllability of the rolling sphere
problem

To round this text of, we introduce a simple constructive proof on the con-
trollability of the rolling sphere problem. That is, to show that any point
on the sphere can be matched with any point in the plane under a rolling
without slipping nor twisting.

Let P = (p1, p2, p3) be the point on the sphere M that we want to match
with P̂ = (p̂1, p̂2, p̂3) in the plane M̂ .

1. Given a point P ∈ M , we have that r =
√
p2

1 + p2
2 + p2

3 and κ0 = 1/r,
which uniquely defines a rolling curve t 7→ γ(t) through (0, 0, 0) and P
determined by equation (5.7). Now, solving γi(t1) = pi for some i ∈
{1, 2, 3}, we get t1 > 0 such that γ(t1) = P . This rolling curve brings
the point P to γ̂(t1) ∈ M̂ , where t 7→ γ̂(t) denotes the corresponding
development curve determined by (5.3).
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2. (a) In the case where ‖γ̂(t1) − P̂‖ = 2πm for some integer m > 0,
roll M in a straight line of length 2πm towards P̂ to obtain the
terminal orientation.

(b) In the case where ‖γ̂(t1)− P̂‖ 6= 2πm, define two circles

Ô1 = {(x, y) ∈ M̂ : (x− x̂(t1))2 + (y − ŷ(t1))2 = (2π)2}

and

Ô2(n) = {(x, y) ∈ M̂ : (x− p̂1(t1))2 + (y − p̂2(t1))2 = (2πn)2}

for some integer n ≥ 1. Now, for some n we must have that

Ô1 ∩ Ô2(n) = {Q̂1, Q̂2} ⊂ M̂.

Choose i ∈ {1, 2} such that ‖γ̂(t)−Q̂i‖ → min. Roll the sphere in
a straight line towards Q̂i in 2π units of time and follow up with
a rolling of the sphere in a straight line towards P̂ in 2πn units of
time to obtain the terminal positioning of the sphere.

3. If we need to preform a twist by φ radians, we might adapt the method
described in [15]:

Rz(φ) = Rx(π/2)Ry(φ/2)Rx(−π)Ry(−φ/2)Rx(π/2),

where

Rx(θ) =

 1 0 0
0 cos θ sin θ
0 − sin θ cos θ

 and Ry(θ) =

 cos θ 0 sin θ
0 1 0

− sin θ 0 cos θ

 .
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