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Abstract

The A Large Ion Collider Experiment (ALICE) at the Large Hadron Collider at
CERN is upgrading two of its sub-detectors, the Time Projection Chamber and
Muon Chambers, with new front-end electronics to handle the expected higher
Pb-Pb collision-rates in the next running period (Run 3) foreseen to start in 2021.
The higher collision rate requires the detectors to employ a continuous readout
of the data from the front-end, in contrast to the previous triggered readout.
The devices currently employed for the readout of the detectors can only operate
in triggered mode and need to be replaced. A new 32-channel integrated circuit
called SAMPA has been designed to match the requirements of both detectors. The
SAMPA device contains a charge sensitive amplifier, a pulse shaper, and a 10-bit
10 MHz analogue to digital converter for each channel and a common digital signal
processor part. The digital signal processor provides various signal filtering and
conditioning operations to improve on the data compression ability. Acquisition
can be done in either triggered or continuous mode and the data is ofoaded
through 320 Mbps differential serial links, allowing a data throughput of up to
3.2 Gbps.

The first prototype of the SAMPA was delivered in 2014, the second in 2016 and
the third was delivered in end of 2017. The final production run was done in mid-
2018 and completed the testing at the end of 2018. Front-End Card production and
testing is underway and the Muon Tracking Chamber (MCH) and Time Projection
Chamber (TPC) are ready for installation in mid-2019.

The main purpose of this thesis has been to specify, design, test and verify
the digital signal processing part of the SAMPA device to encompass the needs
of the detectors involved. Innovative solutions have been employed to reduce the
bandwidth required by the detectors, as well as adaptations to ease data handling
later in the processing chain.

By means of simulations, test procedures, verification methods and applied



iv Abstract

methods for design of reliable systems, a major part of the work has been on
qualifying the design for submission to production. Since the design submission
process and the following production time of the device is quite long and as the
only means of verifying and reading out data from the analogue front-end and
the analogue to digital converter is through the digital part of the device, it is of
the essence to have a complete functioning prototype of the digital design before
submission.

A high-speed data acquisition system was developed to enable test and veri-
fication of the produced devices. It has been used in all facets of qualification of
the device for use by the detectors.

Three rounds of prototypes have been produced and tested. Only minor modi-
fications to the digital design were added between the second and third prototype.
The final production of about 80000 devices has been completed with the same
design as for the third prototype. No major issues have been found in the final
design.

The design and test features implemented in the design have been utilized in

the production testing and a final yield of close to 80 % have been reached.
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Chapter 1

Introduction

Custom Application Specific Integrated Circuits (ASICs) are often used in the
readout of detectors in high-energy physics experiments, as commercial solutions
are commonly not available. By using a custom ASIC the detector groups can
record data with the lowest noise, lowest power, the highest fidelity and the highest
integration, which is additionally tailored to their specific detector.

Some of the electronics for the ALICE detector at the Large Hadron Colli-
der (LHC) at the European Organization for Nuclear Research (CERN) has been
installed since the start-up of LHC in 2008. A longer shutdown period is planned
for 2019-2020 where the detector-groups will have the possibility to upgrade the
detector and electronics to cope with the higher collision rates planned for the
following years.

Two of the detectors, the TPC and the MCH, will use a newly designed front-
end chip called SAMPA to be able to read out their detector at higher collision
rates. Additionally they will replace much of the readout electronics to adapt to
the higher data rates that will be produced. This section gives an introduction to

the detectors and their motivation for the upgrade.

1.1 The ALICE experiment

The LHC is a large circular particle collider located on the Swiss-French border
close to Geneva, Switzerland. It lies about 100 m below ground in a tunnel 27 km in
circumference. Two adjacent pipes each containing particles travelling in opposite

direction can be brought together at four interaction points along the beam line
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as shown in figure 1.1. A Large Ion Collider Experiment (ALICE) [1] is located
at one of these interaction points and is a general-purpose heavy-ion experiment

focused on studying the physics of strong interaction matter and the Quark-Gluon
Plasma (QGP) in lead-lead (Pb—Pb) collisions [1].

Figure 1.1: Location of LHC and its four experiments, ALICE, CMS, ATLAS, and LHCb

1.1.1  Physics goals

There were several epochs in the history of our universe. Strong indications have
been found that on the way from the Quark epoch to the Hadron epoch (roughly
1 microsecond after the Big Bang) a phase of matter called QGP existed. In this
kind of matter, the quarks will interact as individual particles instead of being
bound together inside of the nucleus. The transition to this de-confinement of
quarks happens at a high temperature or at high net-baryon density. This early
stage of our universe can be investigated by colliding nuclei at sufficient energies
and creating similar conditions. The LHC currently provides the highest energies
available in different collision systems with protons and lead ions. The ALICE

detector has been built to investigate these type of heavy-ion collisions.

1.1.2 Detector and sub-detectors

The ALICE detector is constructed of layers upon layers of sub-detectors as shown

in figure 1.2. Each sub-detector is optimized to study a different aspects of the
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Figure 1.2: Schematic overview of the ALICE detector showing where the Time Projection
Chamber and Muon Tracking Chamber are situated in the detector [1].

particles produced in the particle interactions. The two beams enter from the right
and left and interact in the centre of the detector.
The functionality of the TPC and MCH will be further described in the next

sections as the work described in this thesis is designed for these two sub-detectors.

1.1.2.1 Time Projection Chamber

The Time Projection Chamber (TPC) is one of the main tracking sub-detector
of ALICE and is located in the centre of the detector in figure 1.2. It is a 90 m3
gas-filled cylinder with a Multi-Wire Proportional Chamber (MWPC) readout
on both end plates, with a total of 557 568 readout pads. A central high voltage
electrode located at its axial centre divides the active drift volume into two halves.
A schematic overview of the detector can be seen in figure 1.3.

The beams colliding at the centre of the cylinder create charged particles, which
traverse through the gas, ionizing the gas atoms along the way and creating long
tracks. Due to the large magnet that is surrounding the detector, the trace will

be bent weaker or stronger in one way or the other depending on the particle’s
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electric charge and momentum. Because of the electric field set up between the
centre and the end plates, the liberated electrons created in the ionization will
drift at a constant speed towards the readout pads on the end plates. The density
of electrons along the track will depend on the momentum and identity of the
particle. The end-caps were equipped with MWPCs until 2018; anode wires are
strung up close to the end plates, which will create amplification of the signal
through the avalanche effect. The positive ion cloud created in the avalanche
process induces an image charge on the cathode pads, which is then propagated to
the front-end electronics. The signals induced on the arrangement of pads provide
a measurement of the track projection onto the end plate. The third coordinate
of the track is extracted from the measurement of the drift times of the ionization

electrons.

Drift Volume
. ]
A o |
@
2 v
= e
s Be
= z
ZlE——
€
<
1.6 m
56m
'
&
v
End Plate HV Electrode

- 51m >

Figure 1.3: Schematic overview of the Time Projection Chamber.

1.1.2.2 Muon Spectrometer

An important piece of evidence for the detection of Quark-Gluon Plasma (QGP)
is the yield of quarkonia, which are detected via their decay into dimuons i.e.
pairs of muons of opposite sign. The role of the Muon Spectrometer (Dimuon
Spectrometer) is to detect muons and measure their momenta from the bending
of their tracks in a magnetic field. The Muon Spectrometer is located in the
forward region at one side of the barrel, as shown in figure 1.2. It consists of an

absorber to reduce the large numbers of hadrons, a large dipole magnet to bend
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the particle tracks, a tracking chamber before, inside, and after the magnet, and
a muon filter that protects the two pairs of trigger chamber that follows it. A

schematic overview of the spectrometer can be seen in figure 1.4.

The tracking system is made of ten planes of MWPCs with cathode pad readout,
so-called Cathode Pad Chambers. They are grouped in pairs into five stations for
a total surface area of about 100 m?. With the 1076 224 readout channels, a spatial
resolution of 100 um can be achieved in the bending plane. The trigger chambers

are used to trigger the readout of the tracking chambers [2] [3].

T~

Absorber
Tracking

chambers Trigger

LI chamber

Magnet Filter

Figure 1.4: Schematic overview of the Muon Spectrometer showing the absorber, the five
tracking chambers, the bending magnet, the muon filter, the trigger chambers, and two

particle trajectories.

1.1.3 Current front-end electronics

The current data readout for most of the detectors in ALICE is trigger based. This
means that the faster sub-detectors provide a signal to the slower detectors, like
the TPC and MCH, to indicate that they should start the data acquisition and
readout. Data from multiple front-end devices are usually then aggregated into
readout units, which also control and monitors them. The data from the readout
unit is further forwarded to an online system that performs data reconstruction

and high level triggering to determine what data to save for further offline analysis.
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Figure 1.5: Block diagram of the current TPC front-end card [4].

1.1.3.1 Time Projection Chamber

A single readout channel of the TPC, as shown in figure 1.5, is comprised of three

basic functional units:
» A charge sensitive amplifier /shaper
o A 10-bit 10 MSPS low power Analogue to Digital Converter (ADC)

o A digital circuit that contains a tail cancellation, baseline subtraction and

zero suppression filter, and a multiple-event buffer

The signals from the pads are passed to 4356 front-end cards, located 7cm
away from the pad plane, via flexible Kapton cables. The amplification stage is
contained in a separate chip named PASA (PreAmplifier and ShAper) [5], which
transforms the pulse from the pad into a differential semi-Gaussian voltage sig-
nal on the output. The Analogue to Digital Converter and digital circuits are
contained in the ALTRO (ALICE TPC ReadOut) [6] chip. Each chip handles 16
input channels for a total of 128 channels per front-end card, where each channel
corresponds to a single pad on the TPC sub-detector.

Each of the front-end cards is connected to a Readout Control Unit (RCU).
The RCUs each control between 18 and 25 front-end cards depending on the radial
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position of the RCU in the TPC barrel. The connectivity between the RCU and
the front-end cards is implemented using two branches of a 40-bit wide parallel,
multi-drop bus with a bandwidth of 1.6 Gbps per branch. The acquired data is
sent to the Data Acquisition (DAQ) system over a 1.28 Gbps optical link (Detector
Data Link).

The current system acquires data on a double-trigger scheme, where a trigger is
sent to the front-end cards at each interaction, and a second trigger is sent within
~100 ps after the first, indicating whether the data from the current interaction
should be kept or discarded.

1.1.3.2 Muon Tracking Chambers

The front-end electronics for the Muon Tracking Chamber is mounted directly
on the backside of the readout pads to ensure the lowest level of noise. A single
front-end card, referred to as MAnas NUmérique (MANU), handles 64 channels
and consists of four MANAS (Multiplexed ANAlogic Signal processor) chips, which
themselves contain a Charge Sensitive Amplifier, a deconvolution filter, a semi-
Gaussian pulse shaper and a track and hold stage for each of the 16 channels.
The 64 analogue outputs are multiplexed together in the MANAS chip and the
multiplexed output of two MANAS chips are connected to a single ADC. The ADC
is a commercial 12-bit 1 MSPS Successive Approximation Register (SAR) ADC
(AD7476) with a serial interface.

A MARC (Muon Arm Readout Chip) chip controls the four MANAS chips and
the two ADCs. It also performs zero suppression, pedestal subtraction and enco-
ding of the data, and it additionally handles the communication with the Data
Acquisition (DAQ) system through a 4-bit bus. A cluster of Digital Signal Pro-
cessors (DSPs)! called CROCUS (Cluster ReadOut Unit Concentrator System) [7]
does the Data Acquisition.

The readout of the current system is triggered by the Muon Trigger chambers
located behind the MCH.

TADSP-21160M
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1.2 LHC Run 3 upgrades

In November 2018, the LHC finished its second running period (Run2), which
started in September 2015. In this period, a peak interaction rate of 7.5 kHz was
reached for Pb—Pb collisions with centre-of-mass energy of 6.3 TeV per nucleon
pair [8]. As a comparison, in the heavy ion run in 2011 the interaction rate reached
was 3kHz [9].

There is a two year planned shutdown to prepare for Run 3 starting in 2021.
Many of the planned measurements for Run3 will involve complex probes at
low transverse momentum, where traditional methods of triggering will not be
applicable. Therefore, the ALICE collaboration is planning to upgrade the current
detector by enhancing its low-momentum vertexing and tracking capability, and
allowing data taking at substantially higher interaction rates.

Run3 has an expected peak luminosity of 6 x 10?" cm™2s™! and interaction
rates of about 50 kHz for Pb—Pb collisions [10]. In the proposed plan, the ALICE
detector is modified such that all interactions will be inspected. This implies a
major upgrade of the TPC detector and a modification of the readout electronics

of other detectors to comply with the high readout rate.

1.2.1 Motivation for TPC upgrade

The drift time of electrons, from centre of the detector to the end plates, in the
currently used Ne-COgz (90-10) gas in the TPC is ~100 ps. The drift time of positive
ions from the amplification region around the MWPC anode wires back to the
central electrode is ~180 ps. To avoid any ions drifting back from the amplification
region to the drift region, a gating grid is in place, which is enabled after the initial
electron drift time, preventing any back drift, but also preventing electrons to pass
into the amplification region. This leads to an intrinsic dead time of ~280 ps and
a limitation in the maximum interaction rate of 3.5 kHz.

If the gating grid structure were to be permanently disabled and the TPC ran
at the targeted interaction rate of 50kHz (20ps) for Run3, then space charge
distortions would occur due to the accumulated ions in the drift region, which
would render track reconstructions useless. Operation of the TPC at 50 kHz can
thus not be accomplished with the current gating scheme [11]. It will therefore be
replaced by a multi-stage Gas Electron Multiplier (GEM) system [12]. GEMs have
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been proven to operate reliably in high-rate applications and provide intrinsic
ion blocking capabilities, therefore enabling the TPC to operate in a continuous,
ungated readout mode where the readout is dead-time free [13].

As the current readout electronics is based around a triggered readout, a full
redesign of the complete front-end chain is needed [14]. The new electronics must
implement a continuous readout scheme and should be able to handle the resulting
higher readout data rate. In addition, it should accommodate both the negative
signal polarity of the new GEM detectors and the lower gas gain, which demands

a low noise design.

pad plane

(a) Close-up of GEM construction (b) TPC GEM stackup

Figure 1.6: Left image shows an electron microscope picture of a 50 um thick GEM foil with
70 wm holes and 140 um spacing [12]. Right picture shows the stackup of four gem foils, as
will be used in the TPC.

1.2.2 Principal operation of GEMs

The GEM detector is constructed of a thin foil of Kapton, clad in copper on both
sides and chemically pierced with small holes a fraction of a millimetre apart, see
figure 1.6. A high voltage potential is set up between the two sides of the foil,
making large electric fields in the holes. Electrons in the gas entering the hole will
create an avalanche of hundreds of electrons. By having several layers of GEMs the
number of electrons can be increased even more by providing additional stages of

amplification. By offsetting the holes between the layers, the ion backflow can be
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decreased significantly [12]. The electrons are collected by a suitable device, like a

pad plane. A stackup as to be used in the TPC detector can be seen in figure 1.6.

1.2.3 Motivation for MCH upgrade

The triggering source for readout of the Muon Tracking Chamber is the Muon
Tracking (MTR), which is currently limited to a trigger rate of 1kHz. The design
read-out rate for Run 3 for MCH has been set to 100 kHz to have a safety margin
above the expected rate of 50 kHz. It was found that it is not feasible to upgrade
the MTR for these rates and the data from the MTR will instead be used offline
for hadron rejection.

Lacking a suitable trigger source, the MCH will instead read out data continu-

ously, requiring a redesign of the front-end card and readout electronics.

1.3 Primary objective and main contributions

The SAMPA project started in the winter of 2012 with the early design of the
front-end, and later, the early prototype of the ADC, by Hugo Hernandez of the
Electrical Engineering-Polytechnical School, University of Sdo Paulo, Brazil. Hei-
tor Guzzo Neves started initial development for the first prototype of the digital
design for the SAMPA ASIC, primarily based on the Super ALTRO (S-ALTRO),
in early 2013. He was later assisted by Bruno Sanchez, both of the Electrical
Engineering-Polytechnical School, University of Sdo Paulo, Brazil. I joined the
project in mid-2013 for firmware verification and testing, as described in chap-
ter 4. Together with Alex Kluge, the digital and system level specifications for a
32 channel mixed-signal front-end chip meeting the requirements for both TPC
and MCH detectors, together with the architectural design of the digital design
was defined in late 2013, as presented in section 2.4 and chapter 3 respectively.
Heitor left the project in late 2014, and I took over the responsibility of the de-
velopment of the design. Optimization of the S-ALTRO filters for more flexibility
and higher reliability in the SAMPA, in combination with the testbenches needed
for their verification, was done in collaboration with Bruno. An exception is the
Baseline Correction 3 (BC3) filter which was developed by Konstantin Minning of

the Universitit Bonn in collaboration with Bruno. Coding of the base I12C module
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used by the design was done by Sandro Bonacini from CERN. However, the de-
sign was modified for readability and full test framework was added. Furthermore,
my development of an efficient readout scheme to meet bandwidth requirements
for the system is presented in section 2.4.3, my design and implementation of a
high speed data acquisition and analysis system for use in characterization of the
SAMPA ASIC presented in section 4.2, and the experimental characterization of
the SAMPA ASIC is presented in section 4.3.

Overall, the development of the SAMPA ASIC has been orchestrated by the

Electrical Engineering-Polytechnical School, University of Sao Paulo, Brazil.
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Chapter 2

Front-end electronics

The currently installed front-end electronics for both TPC and MCH is the same
as what was installed during the commissioning of ALICE in 2008. The planning
and ASIC designs, however, started long before this. A lot has improved in the
electronic industry since then. We have devices with lower power, more accurate
and efficient ADCs, and faster digital electronics.

This section reviews the existing electronics and presents the design require-
ments for the new system. The devices are compared to the requirements and a

digital specification is formulated.

2.1 Heritage

The design and specifications for the SAMPA chip builds on the existing front-end
electronics of the TPC, which uses the PASA [5] analogue front-end chip and the
ALTRO [6, 15, 16] sampling and digital signal conditioning chip. These chips were
purposely designed for use in the ALICE TPC. To reduce complexity, and improve
noise and signal integrity, the PASA chip was built with a fixed polarity, gain and
shaping time, even though this somewhat constrained the detector applications
that the chip could be used for. At a later stage the Programmable Charge Am-
plifier (PCA16) [17] was designed at CERN, which provided programmability for
all the settings.

Further development was driven by the needs of the future Linear Collider (IL-
C/CLIC) to have a compact solution where the analogue front-end was integrated
with the digital. This ended with combining the features of the PCA16 with the
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ALTRO and creating the Super ALTRO (S-ALTRO) [18-21]. The design kept the
programmability of the PCA16 and implemented a digital design that more or less
retained the design of the ALTRO intact, with some minor improvements to the
digital signal conditioning.

For the third run period of the LHC, the ATLAS CMS! GEM detector is also
planning to update its front-end electronics. Early in the research phase for the
upgrade of the CMS GEM detector, a new front-end chip called the Gas detector
digital Signal Processor (GdSP) [22] was proposed and evaluated. It was planned
to consist of 64 or 128 channels, with accompanying ADCs, and with a rewor-
ked version of the baseline filtering chain from the S-ALTRO in addition to a new
digital readout compatible with the Gigabit Transceiver (GBTx) chip [23]. Prelimi-
nary analysis work and improvements were done on the filtering and compression
architecture before the project decided to use a comparator instead of an ADC,
and also to only read out time over threshold measurements, making the baseline
filtering capability unneeded.

The SAMPA project bases its analogue front-end on the design of the PASA
chip and the filter and zero suppression compression from all of the previous

developments.

2.1.1 PASA

The PASA ASIC is a 16-channel preamplifier and shaper chip for use with ga-
seous detectors. The device was originally custom designed for the ALICE TPC
detector [5] and is fabricated in an Austria Micro Systems (AMS) 0.35 pm CMOS
technology. The manufactured design has a shaping time of 190 ns, a conversion
gain of 12.8 mV/fC@12pF, a noise of 385e@12pF and it accepts positive po-
larity input signals. Together with the ALTRO chip, it was measured to have an
overall system noise of 710 e when installed in the TPC detector. Table 2.1 lists
the tested specifications for the design.

The block diagram of the processing chain for a single channel is shown in
figure 2.1. Each channel consists of a positive polarity Charge Sensitive Amplifier
(CSA) with a capacitive feedback C'y and a resistive feedback Ry (My) connected
in parallel. The input charge is integrated through the feedback capacitor Cf,

while the parallel resistor Ry is used to discharge the capacitor leading the signal

LA Toroidal LHC ApparatuS Compact Muon Solenoid
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Figure 2.1: A simplified block diagram of the PASA signal processing chain [5].

to the baseline level with an exponential tail. Following the CSA is a Pole-Zero
Cancellation network to remove undershoot in the tail of the signal. The signal is
then further amplified and shaped through a fourth-order semi-Gaussian shaper.
The final stage adapts the signal levels to match the input of the ALTRO ADC.
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Figure 2.2: A simplified block diagram of the ALTRO signal processing chain [24].
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Parameter Tested value
Voltage supply 3.3V
Technology AMS 0.35 1m
Channels per chip 16
Polarity Positive
Detector capacitance (Cq) 12.5pF
Peaking time (t) 190 ns
Noise (ENC) 385e@12pF
Sensitivity (gain) 12.8mV/fC @12 pF
Non-Linearity 0.2%
Crosstalk <01%
Power consumption (per ch) 11.67 mW
Die size 18 mm?

Table 2.1: Summary of tested specifications for the PASA [5]

2.1.2 ALTRO/S-ALTRO

The ALTRO chip [6, 15, 16, 24] is a mixed signal analogue-digital integrated
circuit dedicated to the digitization and processing of gaseous detector signals. It
was originally designed for use in the ALICE TPC detector, though it has also been
used in other detectors. The ADC used for the ALTRO is a commercial pipelined
ADC provided by ST Microelectronics, while the SSALTRO uses a custom designed
pipelined ADC [21].

Both devices are designed to process trains of pulses riding on a semi-stable
baseline. A block diagram can be seen in figure 2.2. They operate in a trigge-
red fashion where one trigger initiates the acquisition whereupon a predefined
number of samples are acquired and temporarily stored in a memory. If a second
acceptance-trigger is received, the data is held for later readout, else it is over-
written when the next acquisition is started. The data memory can temporarily
store up to eight of these acquisitions.

The data processing blocks of the design implement several stages of signal
conditioning to remove baseline variations and to improve the quality of the output
signal. The task of the first baseline correction is to remove systematic effects or

low-frequency perturbations of the signal baseline. The second section aids in
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suppressing the tail of the pulse to help with pile-up effects or undershoots. The
subsequent block implements a moving average filter to remove non-systematic
perturbations of the baseline. After the filtering, the signal baseline should be
constant to within one ADC count, which allows an efficient compression using
zero suppression technique. The zero suppression compression discards all samples
below a given threshold. The cluster of samples above the threshold is assigned
a time-stamp and a size information for later reconstruction. The data is further
packed into 40-bit words in a back-linked list fashion for subsequent transmission
to the readout unit. The data is transmitted over a 40-bit wide bus at up to
60 MHz for a total bandwidth of 2.4 Gbps.

The main drawback of the ALTRO and S-ALTRO chips are that they do not
support continuous readout. The designs are constructed so that they can either
acquire data to the local buffer or transmit the data off-chip, but not both at the
same time. If both were to happen at the same time, the switching noise gene-
rated by the 40-bit single-ended parallel-bus readout would swamp the sensitive

analogue inputs in noise.

2.2 Common readout electronics

Some common projects have been developed in the ALICE and CERN commu-
nity to increase development efficiency and reduce costs. The Gigabit Transcei-
ver (GBTx) [23] is one of these and provides radiation hardened time-division-
multiplexing of multiple serial links to and from a high-speed serial link. Combi-
ned with a radiation hardened electrical-to-optical transceiver like the Versatile
Transceiver (VIRx) [25], it is possible to communicate over optical links with
off-detector electronics that are positioned away from the radiation field of the
detector, avoiding the need to design the controller with radiation effect mitiga-
tion in mind. This lowers both the development time and cost of a new front-end
system. The Common Readout Unit (CRU) [26] is such an off-detector control-
ler, which is being designed as a common project for the Run3 upgrade of the
ALICE detector. The CRU acts as the physical and logical interface to the ALICE
online farm, to the Detector Control System (DCS) and to the trigger system for
the front-end electronics.

For slow-control and monitoring of front-end cards, a device called the GBT
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Parameter ALTRO S-ALTRO
Voltage supply 2.5V 25V
Technology ST 0.25pm | IBM 0.13 pm
Channels per chip 16 16
ADC effective input range 2Vpp 2 Vpp
ADC resolution 10-bit 10-bit
ADC max sampling frequency 25 MSps 40 MSps
Integrated Non-Linearity <0.8LSB 0.71LSB
Differential Non-Linearity <0.2LSB 0.58 LSB
Spurious Free Dynamic Range 78dBc N/A
Signal-to-Noise And Distortion 60dB 56dB
Effective Number Of Bits 9.7 bit 9.07 bit
Crosstalk 0.005 % 0.7%
Noise 0.35LSB 547e
Power consumption (per ch) 20 mW 47 mW
Die size 64 mm? 50 mm?

ALTRO ADC parameters obtained at 10 MSps sampling speed
S-ALTRO ADC parameters obtained at 40 MSps sampling speed

Table 2.2: Summary of tested specifications for the ALTRO [6] and S-ALTRO [18].

Slow Control ASIC (GBT-SCA) [27] is available. It provides commonly used pro-
tocols like SPI, 12C as well as General Purpose Input/Output (GPIO) and ADCs.
The GBT-SCA can be used in conjunction with the GBTx to let off-detector elec-
tronics easily interface with devices on the front-end cards, without the need for

the detectors to design their own front-end board-controller.

2.3 Design requirements

The main analogue design requirements for both detectors are presented in ta-
ble 2.3. They remain mostly the same as before the upgrade and are primarily
based on the properties of the detectors and the signal quality required for recre-
ating particle tracks in the offline analysis with sufficient precision. For further

information on the analogue design and requirements see [14, 28] respectively. The
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digital requirements will be further discussed in this section.

Specification TPC Muon Chambers
Voltage supply 1.25V 1.25V
Polarity Negative Positive
Detector capacitance (Cq) 18.5pF 40 pF - 80 pF
Peaking time (tg) 160 ns 300 ns
Noise (Equivalent Noise Charge (ENC)) < 600 €e* < 950 e@40 pF*

Linear Range
Sensitivity
Return to baseline time
Non-Linearity (CSA + Shaper)
Crosstalk
ADC effective input range
ADC resolution
Sampling Frequency
Integrated Non-Linearity (ADC)
Differential Non-Linearity (ADC)
Spurious Free Dynamic Range (ADC) **
Signal-to-Noise And Distortion (ADC) **
Effective Number Of Bits (ADC)
Power consumption (per ch)
ADC
CSA + Shaper
Channels per chip

100fC / 671C
20mV/fC / 30 mV/fC
< 288mns
<1%
< 0.3%
2Vpp
10-bit
10 MSps or 20 MSps
< 0.65LSB
< 0.6LSB
68 dBc
57dB
> 9.2bit

2mW (4mW)
6 mW
32

< 1600 e@80 pF*
500 fC
4mV/{C
< H41ns
<1%
<0.2%
2Vpp
10-bit
10 MSps
< 0.65LSB
< 0.6LSB
68 dBc
57dB
> 9.2bit

2mW (4mW)
6 mW
32

* Rega = 700
** @ 0.5 MHz, 10 MSps

Table 2.3: Design specifications for the SAMPA ASIC [1}], taken from simulations.
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Figure 2.3: Overview of the TPC readout architecture for Run 3.

2.3.1 TPC readout electronics

The TPC plans to maintain the existing form factor and placement of the front-
end cards in the detector for Run 3. An overview of the readout architecture can
be seen in figure 2.3. Each front-end card will have five SAMPAs to collect signals
from 160 input channels. Flexible Kapton cables connect the front-end card to
the detector pads. The digitized data will be sent over high-speed optical links
to CRUSs situated in the control room, outside the radiation environment of the
detector cavern. Each CRU interfaces to, on average, nine front-end cards each.
The CRU replaces the previously used RCU that controlled and aggregated the

data from multiple front-end cards.

An option is to place the CRU in the detector cavern, in close proximity to the
front-end cards. The CRU would connect to the front-end cards through copper
cables, instead of optical links, and communicate with the online system through
faster optical 10 GbE Detector Data Link 3 (DDL3) links. As the GBTx is limited
to a data uplink speed of 4.48 Gbps in the wide bus mode, only half the number

of optical links would be needed, reducing the material cost for the installation.

This solution would though restrict the design to using low performance radi-
ation tolerant Field Programmable Gate Arrays (FPGAs). There is additionally
the consideration of limited access to the detector cavern during LHC operation,
difficult installation and maintenance, extra design work to make the design ra-

diation tolerant, and the relatively costly radiation-verification campaign of the
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electronic components.

Locating the CRU in the control room outside of the radiation area thus pre-
sents a cleaner and more robust solution and enables the use of commercial off-
the-shelf hardware.

The CRU controls the configuration, readout and monitoring of the front-end
cards and the trigger handling. When the data are forwarded from the CRU to
the online system, the individual data fragments are re-ordered according to ge-
ometrical position of the originating pad in the detector. In addition, a cluster
finder algorithm will be implemented on the CRU that locates clusters that cross
more than one pad, and helps in compressing the data further by only forwarding
the collected charge of the cluster instead of the individual charge per pad. This
reduces the amount of data by a factor 5 to 7 [11].
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Figure 2.4: Overview of the MCH readout architecture for Run 3.

2.3.2 MCH readout electronics

As the MCH detector itself will not be upgraded, the new front-end electronics
will instead need to compatible with the old form factors and connections. An
overview of the readout architecture can be seen in figure 2.4.

New Dual SAMPA (DS) boards containing two SAMPA chips each will replace
the previous MANU boards, each connecting to 64 detector pads. The configura-
tion and the readout of all the SAMPA chips is ensured by about 650 SAMPA to
Optical Link for Alice Readout (SOLAR) concentration cards, replacing the pre-
vious CROCUS cards. The SOLAR boards further connect optically to the CRUs
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over optical links. The CRU controls the configuration, readout and monitoring of
the front-end cards, in addition to doing the trigger handling.

Each SOLAR card can be connected to up to 40 DS boards over 6 m flexible
Kapton cables. The DS boards are grouped in clusters of up to five boards per
cable. Each SAMPA chip can be configured individually, while up to 10 SAMPA
chips share the trigger and synchronization signals. On each DS board, the two
SAMPA chips share a common 80 Mbps uplink for data to the SOLAR board.

2.3.3 Common requirements

As both the TPC and MCH operate in the same ALICE environment and they
both plan to utilize the GBTx and GBT-SCA devices in conjunction with the CRU
readout electronics, many of their requirements for the SAMPA design will be
the same. This section presents the common requirements and the next sections

present the TPC and MCH specific requirements respectively.

2.3.3.1 Technology

CERN has experience in previous designs of low noise radiation tolerant devices
in the IBM 130 nm technology, like in the design of the predecessor chip S-ALTRO.
However, the 130 nm technology is becoming an ageing process and as IBM decided
to sell off its foundry business to GlobalFoundries, the future of the process is
somewhat uncertain. The design will instead be done in a TSMC process. TSMC
provide a 130nm technology and a 65nm technology in their advanced process
node. The 130 nm technology was chosen for this design as there are generally more
problems designing analogue circuits in lower process nodes, e.g. problems with
higher noise, lower voltage headroom, transistor matching, radiation sensitivity,
etc. Even though there are benefits of lower size, higher clock speeds and lower
power. It has though been later shown that the 65 nm process node also is suitable

for design of sensitive front-end electronics [29, 30].

2.3.3.2 Noise

The simulated TPC SAMPA noise requirements are the same as the simulated noise

for the PASA [11], though at a higher gain which gives some extra headroom. The
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TPC aims at retaining the same system noise of 670 e as of today. The challenge is
that the digital and ADC now are integrated together with the sensitive analogue
electronics. Additionally the digital section is constantly processing and sending
data off-chip, while the analogue section is acquiring data. The S-ALTRO proved
that it is possible to integrate digital and analogue and still reach 550 e [18],
measured un-bonded and without input capacitance, so the requirement is viable.
The use of low signal swing differential lines for the data transmission and taking
precautions in shielding the interface between the digital and analogue domain
should satisfy the second concern.

In the case of the MCH, due to their low gain, the noise will be dominated by
the resolution and accuracy of the ADC. The noise requirement of 1000 e is equal
to 0.64mV at 4mV/fC, which is 0.3LSB. Depending on if the baseline is in the
transition part between two codes or between two transition points, the noise will

vary between no noise and 0.5 LSB noise.

2.3.3.3 Data compression using zero suppression

Compression of the sampled data is done by suppressing values below a certain
threshold, leaving only cluster data. The remaining data is then run-length en-
coded. This method is highly dependent on having a stable baseline to achieve
good compression and minimal loss of information, so different forms of digital
signal conditioning are needed, depending on the detector. The compression is a
lossy technique as small signals or parts of signals might be lost. The achievable
compression ratio for gas-based detectors with a shaping front-end is generally

inversely proportional to the detector occupancy [31].

2.3.3.4 Baseline correction

Due to manufacturing variations, there will be channel-to-channel and chip-to-chip
variations in the offset value of the analogue front-end outputs. This is commonly
referred to as a channels baseline or pedestal value. To avoid that this value is
below the lower operating range of the ADC, and to be able to include slight
undershoots in the tail of the pulse in the digitized data, a small positive offset
is added in the analogue front-end before the digital conversion. As the offset will

vary from channel to channel, it should be subtracted in the digital domain so
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that the pulses can be accurately reconstructed later in the analysis.

The distribution of the baseline for each channel in the detector is determined
in a dedicated data-taking run, where no collisions occur, so that only the fixed
baseline and the superimposed noise can be measured. The average value of the
distribution is used for the baseline subtraction and the deviation is used to set

the zero suppression level.

2.3.3.5 Power consumption

Both the TPC and MCH are planning to reuse the existing cooling system, power
supplies and power routing that is already in place. The TPC uses a water-cooled
copper envelope on the front-end card to keep the temperature of the detector close
to 21 °C. For the TPC the existing cooling can handle up to 35mW /ch whereas
the power supply and distribution for the MCH is limited to about 13 mW /ch.

2.3.3.6 Slow-control

Assuming the default start-up configuration of the device is defined with settings
that are close to what the TPC and MCH requires, there would not be a need to
do many configuration changes after the device has cold booted. For this reason,
a low-speed configuration is sufficient. The simplest option is to use 12C (Inter-
Integrated Circuit) as it provides multi-drop communication both ways using only
two signal, which minimizes the amount of communication lines going to and from
the SAMPA. In case of the MCH, this is beneficial as several devices are sharing a
cable with a limited amount of communication lines. The GBT-SCA provides an
I2C master that can operate at 1 Mbps, which should be sufficiently fast enough.
If faster communication is needed, another option is to include the outgoing slow-
control data in the serial uplink path and add an extra serial input for reception
of slow-control data. Since the differential serial-downlink can also be multidrop
connected to several devices, it does not require more communication lines than
the I2C solution.
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2.3.3.7 Reliability

Since the electronics will be located in a radiation area with limited access, there
is a need for high reliability of the equipment to avoid downtime and loss of
experimental data. Special care needs to be taken to protect the system against
potential corruption of control and data registers caused by radiation-induced
Single Event Effects (SEE). This also includes self-recovery in case of unforeseen
errors and the ability to turn off broken channels to avoid that they transmit

garbage data.

2.3.3.8 Design for testability

The total number of chips required to cover all the channels of the TPC and MCH
is about 51 000. Accounting for about 15 % in spares and 30 % in loss due to yield
problems, this totals about 83 000 chips. As multiple chips will be mounted on the
same front-end board, the yield of the front-end boards will be low if significant
amounts of chips with manufacturing defects are mounted. For the TPC, with
five chips on the front-end board, the probability of having a board with one or
more chips with manufacturing defects is 41 % if the probability of a chip having
a manufacturing defect is 10 %. The high number of chips that need to be tested
requires an automatic testing procedure. The combined test time for a PASA
and ALTRO chip for the original commissioning of the TPC was about 2min,
which if applied to the SAMPA chip would mean 3.8 months of continuous testing
without parallelization. Effective ways of testing the device is therefore necessary.
A possible option is to do additional testing at the manufacturing plant on the
wafer level with automated test equipment to filter out bad devices before they
are packaged. This comes at an additional cost, though it saves some time on the
final testing, as the number of devices that needs to be tested at the packaged
level will be fewer. Additionally there is also some cost savings as the number of

devices that needs to be packaged is lower.

2.3.4 TPC specific requirements

The main TPC digital requirements were altered during the final submission phase
of the second prototype due to new simulation results. As there are no major

digital feature changes between the second prototype and the final device and since
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most of the digital implementation choices are based on the original requirements,

the original requirements will also be presented here for clarity.

2.3.4.1 Digital filter

The signals from the GEM detector do not feature a tail like on the MWPC and
so the necessity for a tail cancellation filter is no longer present.

The baseline correction of non-systematic effects might still be useful, this is
where a moving average value is subtracted from the current value to remove
perturbations of the baseline. This filter was present in the ALTRO, but could not
be utilized due to sudden swings in the baseline, which caused the calculation to

fail and so also the zero suppression.

2.3.4.2 Other compression scenarios

In detectors like the TPC, the data output contains primarily small sample values,
while large values are more rare. The distribution of sample values is approxima-
tely exponential [31]. By employing Huffman coding [32] the data size can be
reduced by assigning shorter codes to frequent values and longer ones for more
rare values. For occupancies above 25 %, the Huffman coding will yield better
compression factor than zero suppression [11], at lower occupancies the zero sup-
pression is more efficient, though the Huffman coding is lossless so signals that

are close to the noise will be kept, improving later charge calculations.

2.3.4.3 Readout ordering

The charge of a track hitting the pad plane might be spread over multiple pads
and so the signals from several pads are needed to find the centre of the charge. As
the pads where a charge is spread over might not all be pads that are connected
to one SAMPA, the calculation needs to be done later where the information from
several SAMPAs is available. The central position and the total charge of each
cluster hitting the pad plane is therefore planned to be calculated in the CRU.
By recording only the position and charge of a cluster, the amount of data that
needs to be stored for analysis is greatly reduced. This would though require that

the data from each channel connected to a pad row arrive together in the CRU.
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The more out of order the data arrives, the more buffering is needed to get the
data aligned. The possibility to configure a predictable order in which pad arrives
before another is beneficial. As the mapping of which pads are connected to which
channel is not the same in all positions of the detector, there would be a need for

changing the predefined ordering also.

2.3.4.4 Interfaces

The GBTx provides 10 serial uplinks at 320 Mbps when Front-End Card (FEC)
is applied, or 14 links when operating in the Wide Bus Mode where it is disa-
bled. With FEC, several errors in a packet can be recovered in case of corruption
during transmission due to either noise or radiation. Using two GBTx chips provi-
des a maximum uplink bandwidth of 6.4 Gbps or 8.96 Gbps without forward error
correction. Limiting to two GBTx chips per board will be done due to budgetary
reasons. The new front-end cards will replace the existing ones, which each con-
nects to 160 front-end channels and each front-end card will generate 16 Gbps of
data. To fit all the data in the allotted bandwidth, the compression with lossless
encoding must be better than 2.5 and with zero suppression the occupancy must
be lower than 40 %.

2.3.5 TPC specific requirements, revised architecture

A well-known issue with GEM detectors is that they possess a common-mode ef-
fect, which results in additional noise contributions if proper corrective baseline
restoration has not been done. The effect results from the capacitive coupling bet-
ween the amplification structure and the readout pads. When an avalanche occurs
in the GEM foils, the current introduces a voltage drop on the GEM electrodes le-
ading to induction of a correlated common-mode signal with opposite polarity on
all anode pads facing the GEM electrode [33].

The designed filtering structures present on the SAMPA were only found to
partially restore the performance [33]. Better performance can be achieved if in-
formation from a larger number of pads can be correlated, this correction would

though need to be done on the CRU with raw uncompressed data.
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2.3.5.1 Direct readout serialization

The SAMPA has the possibility to send raw samples or lossless encoded samples in
the packet-based mode, but to be able to perform the common-mode correction
on the CRU the data from all channels need to be in parallel. As the SAMPA
sends one packet after another, this would require the need for a large amount of
buffering on the CRU. A CRU can be connected to up to 1600 channels, which
if no compression is used would require 16 Mbitof buffer memory. With lossless
compression the size could be reduced, but would instead require extra logic for
the decoding.

At the submission of the second prototype of the SAMPA a test mode was
available that could serialize all the data from the 32 channels when running with
a serial speed that is 32 times the sampling speed. The data is output on 10 serial
links where the 10-bit samples from each channel are sent consecutively in one
sampling period.

Running the SAMPA at the originally envisioned sampling speed of 10 MHz
would though produce 16 Gbps of raw data from the five devices, whereas the
two GBTx devices can only forward 6.4 Gbps in the normal operation mode with
FEC, or 8.96 Gbps in the Wide Bus Mode where the FEC is turned off [34]. Tt is
thus necessary to halve the sampling frequency to 5 MHz to avoid doubling the
number of GBTx devices and optical links. An uplink speed of only 8 Gbps is then
required. Simulations have proved that operating at 5 MHz does not degrade the
detector performance [33].

As one of the SAMPAs will be connected to two GBTx, which might connect
to different CRUs, there also needs to be an option to serialize half the channels

on five links.

2.3.6 MCH specific requirements

With a drift length of only 2.5 mm in the detector, there are no issues with pileup
from multiple events for the MCH like there is for the TPC. It also means the
signal from an event will only by a single pulse of a few samples for the pads that
are hit. This means the data amount per device will be very small, which requires
another readout architecture than the TPC to keep the amount of GBTx devices
and CRUs low.
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2.3.6.1 Daisy chaining

The MCH hit rate should be low enough so the data traffic from one chip can be
routed through only one serial output link with a bandwidth of 40 Mbps. One of
the two chips on the front-end card sends its data-readout stream to the other chip
on the same front-end card, which then merges the data stream of its neighbour
to its own data stream. In this way, each front-end card has only one single serial
output link of 80 Mbps. This effectively halves the number of GBTx and optical

links needed, significantly reducing the cost of the installation.

2.3.6.2 Data compression using zero suppression and cluster summing

Two devices of 32 channels each operating at 10 MHz produce in total 6.4 Gb/s of
raw data. To reduce the data amount below the serial output link bandwidth of
80 Mb/s an efficient compression must be employed. Due to the bandwidth limit,
conventional zero suppression might not be sufficient. As there is little probability
of pileup in the MCH detector, it is enough to know the length of the pulse and the
total charge to be able to reconstruct the pulse. Sending only the sum and length
of the sample values representing the pulse, together with the time of arrival will
significantly reduce the bandwidth needed. Further analysis is done at the end of
this chapter.

2.3.6.3 Physical size

The existing detector implementation will not be modified and such, the physical
layout of the front-end boards, the location, and the connections to the chambers
will be kept unchanged. Two versions of the front-end boards exist for the previous
implementation; MANU 12 and MANU 345. They have the same functionality, but
differ in the form-factor due to differences in the geometrical constraints for the
two most forward and three most backwards chambers (1,2 and 3,4,5 respectively).
The MANU 12 boards have a size of 23mm x 63mm and the MANU 345 have
a size of 32mm x 50 mm, which sets a limit for the size of the chip to about
15mm x 15 mm. This leaves some room for routing of traces on the short sides for
the MANU 12 boards and leaves enough space for placing the voltage regulators.

For the digital design, the size constraint mainly limits the amount of memory

available for buffering of events and the number of power, input and output pins
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that can be positioned around the edges of the silicon die.

2.3.7 Other detectors

As the project evolved, other detectors have shown an interest in using the device
for their detector. The primary requirements of the device is set by the require-
ments of the TPC and MCH, though the development has tried to encompass the

needs of the other groups as far as feasible without compromising the original

requirements.
Specification MPD STAR iTPC
Number of pads 95232 84000
Polarity Positive Positive
Maximum event rate < TkHz < 3kHz
Pad occupancy <10% ~14%
Noise (ENC) < 1000 e < 700e
Signal-to-noise ratio 30:1 20:1
Peaking time (ts) ~180ns ~180ns
Dynamic range 10 bits 10 bits
Sampling rate 10 MSps ~10 MSps
Power consumption (per ch) < 100 mW < 55 mW
Detector capacitance (Cq) 10 pF - 20 pF ~15pF
Detector gas amplification factor ~10% 3770 inner
Drift time < 30pus ~40 s

Table 2.4: MPD [35, 36] and STAR [37, 38] front-end chip requirements.

2.3.7.1 RHIC STAR

The Solenoid Tracker at RHIC (STAR) detector is one of four experiments at the
Relativistic Heavy-Ion Collider (RHIC), located at Brookhaven National Labo-
ratory in Brookhaven, USA. The primary physics goal for STAR is to study the
formation and characteristics of QGP, similar to the ALICE detector at the LHC.
The STAR detector uses a TPC as the main tracking detector. [37] The readout
system of the TPC is based on MWPCs with readout pads. The readout pads are
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divided into 12 circular sectors on each side, where each sector is divided into an
inner and outer sector. The pads in the inner sector do not provide uniform co-
verage at all radii like the outer sectors, as there is a spacing of about 5 times the
pad height between rows, causing loss of track information. The STAR TPC plans
to upgrade the inner sector to twice the number of pads [38]. As can be seen from
table 2.4 the specifications for the upgraded system are close to the ALICE TPC

requirements listed in table 2.3.

2.3.7.2 NICAMPD

The Nuclotron-based Ion Collider fAcility (NICA) project is under construction at
the Joint Institute for Nuclear Research (JINR) in Dubna, Russia [39]. The goal of
the project is to study hot and dense baryonic matter in heavy-ion collisions, and
to study spin structures in the collisions of polarized protons and deuterons. The
collider can provide collisions of ions with atomic masses up to gold with energy
range /syy =4—11 GeV for gold, as well as polarized protons and deuterons with
energy up to /s =27 GeV for protons. One of three detectors at NICA is the Multi
Purpose Detector (MPD), which is a detector specifically suited for heavy-ion
collisions at high luminosities, similar to the ALICE detector. The main tracking
detector in the MPD is a TPC based on MWPCs with cathode pad readout [35, 36].
The TPC is currently using the PASA and ALTRO devices and so a retention of the
existing filtering functionalities of the ALTRO, particularly time based correction,
pedestal correction and baseline correction is of interest. If the specifications for
the MPD in table 2.4 are compared to the ALICE TPC specifications in table 2.3,
we see that the MPD specifications are easier to fulfil than the ALICE ones. The
noise requirement is lower, the power consumption requirement is lower, and the
rest are comparable to the ALICE TPC.

As both MPD and STAR are using MWPC TPCs, it is beneficial for them
to retain the filtering and event handling features of the ALTRO that are more
geared towards trigger based MWPCs. These include the tail cancellation filter, the

baseline subtraction of systematic effects and the pre- and post-trigger handling.
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2.4 Digital specification

The SAMPA architectural design, as shown in figure 2.5, stays close to the archi-
tectural design of the ALTRO/S-ALTRO as was shown in figure 2.2. It contains a
chain of signal conditioning filters, compression, data formatting and buffering per
channel. Due to the operational requirement to run in continuous mode, the event-
based buffer in the previous devices is replaced by a First-In, First-Out (FIFO)
memory, able to hold an arbitrary amount of events, compared to the 4 events
that was possible in the previous devices. The parallel-bus based interface used
for readout and configuration is replaced by a serial interface for data readout and
with 12C for configuration. New methods of event management features are pre-
sent that maintains better synchronization across the detector and conforms to
the new trigger and acquisition requirements for the upgrade. An option to daisy

chain several devices is available for detectors with low data amounts.
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Figure 2.5: Simplified block diagram of SAMPA architectural design.

2.4.1 Event management

The acquisition is based on triggering of events, where each trigger will start the
acquisition of a programmable number of samples. The event control is handled
globally in the device and all channels of the chip will start and stop acquisition
at the same time. Processing and compression of the input samples does not

affect the length of the event. The length of time that an acquisition lasts is only
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Figure 2.6: SAMPA triggering modes. Gray areas indicate the acquisition time windows and
are numbered. Solid arrows indicate external trigger, dotted arrow indicates automatic

self-trigger.

dependent on the configured sampling rate of the ADC and the programmable
event length.

Each channel works on the incoming samples as a stream of data. It continu-
ously processes the data through its filters, compresses it and writes it to a buffer
memory. At the end of the event a header is generated that has information on
the chip number, channel number, length of compressed data, event number etc.
When the header has been generated and written to memory, then the event is
ready to be sent out through the serial links.

The device supports two triggering modes; continuous mode and externally
triggered. In continuous mode, a new event is started automatically when the
previous one has ended. In triggered mode, an event is only started upon reception
of an external trigger signal. At the end of an externally triggered event, the device
goes back to being idle again until the next trigger arrives.

If an external trigger-signal is received in continuous mode, the current acqui-

sition is ended and a new one is started immediately without loss of information.
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In this way, it is possible to align the events across different devices. An overview
of the different triggering modes is shown in figure 2.6.

When using an externally provided trigger signal, it is often beneficial to be
able to compensate for the delay between the trigger generator and the reception
of the trigger signal on the device. This compensation is done by delaying the
incoming data by the same amount as the trigger signal is delayed. This can
also be used for looking at data prior to the triggering event by adding more
delay. Implementing a programmable length delay chain of 192 samples satisfies
the requirement of the TPC. The maximum delay configuration corresponds to a
compensation of 19.2 s at a sampling frequency of 10 MHz.

The particles travelling around the acceleration ring of the LHC are grouped in
bunches and spaced apart by about 25 ns providing the 40 MHz that is distributed
and used as the base frequency in many of the devices operating in the LHC, among
other the GBTx. The SAMPA device has an internal 20-bit counter that runs at
40 MHz independently of the configured ADC sampling frequency. At the start
of each new event, the value of this counter is captured and it is added to the
header of that event as the event’s bunch crossing id. If the ADC sampling clock
is derived from the same source clock as the 40 MHz clock it is possible to use this
value as an event number id by calculating :

40MH~
h : FS

eventnum = (2.1)

eventlengt

Where BX 1D is the bunch-crossing id from the header, eventlength is the pre-
programmed length of the event and Fj is the ADC sampling frequency.

On reception of an external bunch-crossing sync-trigger, the counter will be
reset. This makes it possible to align the bunch-crossing id across different SAMPA
chips.

For off-site synchronization, grouping of events, and to verify that a device
is alive, a specially crafted heartbeat packet will be generated once a heartbeat
trigger signal is received. The packet contains among other things the bunch-

crossing id when the trigger arrived and the chip address.

2.4.2 Interfacing

The clock for the device is provided from the GBTx, which can provide clock

frequencies relative to the link speed that is configured for a link, e.g. it will provide
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80 MHz, 160 MHz and 320 MHz for 80 Mbps, 160 Mbps and 320 Mbps links. The
operational clocks need to be derived inside the device. Since the clocks provided
from the GBTx are synchronous to the LHC clock, the sampling clock of the ADC
will then also be synchronous to this clock. For use with other detectors, an option
for externally provided clocks is necessary.

The reset and trigger signal are connected to the GBTx and can be supplied
to multiple devices in a multi-drop fashion. As the signals are pulse based, they
can be transmitted at a lower data rate through the GBTx if needed. Higher
speeds are only beneficial if there is need for better granularity in compensating
for propagation delay of the optical links.

The number of active serial data links is configurable so that the detectors
can choose the number of links needed to adapt to their needed bandwidth. Data
from a neighbouring device can be routed through a device to further lower the
number of used links. This requires an additional busy input and output signal to
limit the data flow between the devices as a transmitting device will always have
more memory for output buffering than a device that receives has for the input

buffering.

2.4.3 Serial link data protocol

As the GBTx forwards data without regard of the underlying protocol, there is no
need to make the data protocol conform to any specific format. The data sent from
the SAMPA over the serial links consists of a fixed length header and a variable
length data payload, collectively referred to as a packet. Each packet corresponds
to the event of one channel. The header is always 50 bits long, whereas the length
of the payload for a given packet is given in the header of the packet as the number
of 10-bit words. Each packet is identified by the type of packet (special or channel
data), the device number of the originating device, the channel number of the
originating channel and a bunch crossing identifier for when the event started.
The device number could normally be deduced from the link number that the
data originates from on the CRU, but not in the case of using daisy chaining as
several devices can share the same link.

As the payload has a variable size, due to the compression employed, and since
that size is given in the header, it is important to protect the header from errors

to avoid that the receiving system loses synchronization when an error occurs in
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the payload size field. The header is thus protected with Single Error Correction,
Double Error Detection (SECDED), which can correct for one error and detect
two errors in the header. A parity bit for the payload data is also provided.

The channel buffers of the SAMPA might overflow if the collective output
bandwidth is not greater than the amount of data produced. The channel buffers
are split into a separate header and payload buffer so that if the payload buffer
overflows it is possible to discard the payload for that packet and mark it in
the header that the payload was discarded. In this way, the header can still be
transmitted for the event to indicate to the receiver upstream that the data was
lost.

The device has no busy output signal to indicate that its buffers are full,
instead the CRU will monitor the received packet headers for indication of buffer
overflows and forward the information to the Central Trigger Processor (CTP),

which will throttle or stop the triggers.
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Figure 2.7: Format of serial data. Length of payload is variable and encoded in the header

information.

0 56 7 9 10 19 20 2324 2829 48 49

‘ Hamming ‘E‘PKT‘ Payload size ‘D num‘CH num‘ BXID ‘g

Figure 2.8: Format of serial data header.

Two special types of packages exists :

Heartbeat packet A specially crafted packet that contains a header with no
payload. The header has its packet type marked as heartbeat, all the other
fields are as normally except the channel id which is set to a fixed value of
21. The packet is initiated by a transmitting a heartbeat trigger signal to
the device. At the moment when the trigger arrives, the bunch-crossing id is
added to the packet and it is made ready to be transmitted. The heartbeat
packets are only sent on the lowest number serial link and have higher priority
than normal data packets, i.e. it will be sent after the transmission of the
current packet has been completed on the link. When the device is daisy

chained the packet will be passed through the chain. The packet are used for
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Name ‘ Bits ‘ Description
Hamming 6 | Hamming parity bits
PH 1 | Parity (even) of header including hamming
PKT 3 | Packet type, see table 2.6

Payload size | 10 | Number of 10bit words in data payload,
11th bit is encoded in PKT

D num 4 | Device number
CH num 5 | Channel number
BXID 20 | Bunch-crossing identifier (40 MHz counter)
PP 1 | Parity (even) of data payload

Table 2.5: Protocol bit field descriptions for the serial data header.

Trigger Payload | Payload
Data | Heartbeat | Sync PKT [2] | PKT [1] | PKT [0]
during acq. | discarded | size [10]
X 0 1 0 0
X 1 1 0 1
X X 0 1 1 0
X X 1 1 1 1
X 0 0 0 0
X X 0 0 0 1
X 0 0 1 0
X X X 0 0 1 1

Table 2.6: Packet type (PKT) encoding. Numbers in brackets are bit positions of the value
from table 2.5.

off-site synchronization during data analysis to group multiple events into a
groups of events, additionally it is used by the data control system to verify

that the device is alive.

Sync packet A specially crafted packet that contains a header with no payload.
The header has its packet type marked as sync and the other fields have
a fixed value that does not depend on the state of the chip or which chip
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it comes from. The Hamming code is still valid keeping the integrity of the
header encoding intact. The sync packets are used by the receiving system to
synchronize to the incoming data stream. When there is no data to send from
the channel buffers or the daisy chain link, sync packets will be sent instead
to make sure the receiving system keeps in sync with the data stream.

0 56 7 9 10 19 20 2324 2829 48 49

‘ Hamming ‘g‘ 0x0 ‘ 0x000 ‘D num‘ 0b10101 ‘ BXID ‘0‘

Figure 2.9: Format of heartbeat packet.

0 56 7 9 10 19 20 2324 2829 48 49

‘ 0x13 ‘0‘ Ox2‘ 0x000 ‘ 0xF ‘ 0x00 ‘ 0xAAAAA ‘0‘

Figure 2.10: Format of sync packet.

The 50-bit size of the header contributes very little to the overall bandwidth
usage if zero suppression compression is in use. Assuming an event length of
1000 with 30 % of data, the header will only contribute about 1.6 %. On the other
hand, the bandwidth overhead when using the MCH cluster summing compression
is significantly higher as each pulse above threshold is compressed into only 4
words each. Keeping the header size in multiples of the data word size (10 bits)
is beneficial for simplification of the data flow and so the minimum reduction of
the header would be by 10 bits. This amount of reduction is not feasible without
compromises. It would be possible to reduce the "number of words" field by 2-4
bits as the clusters are in multiples of 4 and as the number of clusters per event
is expected to be small. A further reduction on the device number by 1-3 bits is
possible, though another form of device number would need to be appended to
each packet at the CRU to differentiate between packets coming from different
links. In addition, the bunch-crossing id would need to be reduced by more than
3 bits, which with a reduction of 3 bits and an event length of 1024 would mean
the counter would roll around every 32 packets. As discussed in section 2.4.3.3

the bandwidth is though satisfactory for the MCH application.

2.43.1 Lossless encoding

The Huffman coding uses variable length codewords [32]. Values that are present

in the data with a higher frequency result in shorter codewords with fewer bits,
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whereas values with a lower frequency are coded in longer codewords. The Huff-
man coding creates codewords so that no codeword can be a prefix of another
codeword, referred to as prefix codes. The codewords are uniquely identifiable in
the stream and can be decoded without using any separators between the code
boundaries. As each channel has a slightly different baseline, it is not efficient to
make a table based on the raw input values from the ADC. However, since the sig-
nal from gas-based detectors primarily has gradual changes and few large changes,
it is instead better to transmit the difference between a sample and the previous.
The bulk of the values have then been found to lie between —10 and +10. The
first value in an event needs to be stored unencoded so that it is possible to decode

the following differentially encoded values.

With Huffman coding, the less probable value are represented by codes that
have many more bits than the original 10 bits of the sample due to the requirement
that one code cannot be the prefix of another. As the SAMPA device does not
have the memory to store all codes, and since significant changes in occupancy
can potentially increase the bandwidth usage too much if many long codes are
suddenly more common, the SAMPA will instead use a limited programmable
table of codes. The table will only have codes for the differentially encoded values
that are close to zero, as these are generally the most common. For values that
are outside of the table range the raw sample-value will be prepended by a special
assigned codeword. When the stream is decoded this codeword is still unique,
but it instructs the decoder to take the next 10 bits as a raw sample value and
continue decoding from there. In a worst case scenario, where all values in an
event is outside the table size, though this is not possible, the increase in size of
a packet will only be about 40 %, since the codeword used for values outside the

table will generally be 3-4 bits long.

The bit-length of the payload for an event needs to end on a 10-bit boundary
to conform to the rest of the readout architecture. As the header only dictates the
number of 10-bit words in the payload and not the number of samples, the stream
of data in the payload needs to end in a predictable manner for the Huffman
decoder to decode the data properly. If the last sample in the event is always
transmitted as if it was a value outside the table, then the decoder can have a
rule that states that when a raw encoded sample ends within the last 10-bit word
in the payload, then the rest of the bits should be discarded. This will only have
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a minor overall impact

on the bandwidth.

— T
230 70f% -

A —~ ™ ]
S 197 R0 =
o - R
o 3 F - ]
o c _F L ]
S 164 8501 Y, e —
= 3 o e, R ]
o o,k -, H S K E
S 132 040> S o E =
.g > - Lj\" "-._..-_: 990/0 W "*-.\._ B
5 8_F e, Hy ]
2 99 o 30 Ny — i
S o e, (e o
] g R P i i
21_) 66 q>) 20 — af 90% 1"‘~n al ™ ~— -
:f < N “\5'
- H

33 10[ average i

1 0_...|...|...|...|...|...|...|...,

0 20 40 60 80 100 120 140 160

Pad row

Figure 2.11: Ezpected pad occupancies extrapolated from Run 1 data [11]. The red graph
indicates the average pad occupancy on a given row for an average event. 90 % of all events
will have an average pad occupancy lower than the blue graph. 99 % of all events will have an
average pad occupancy lower than the black graph. Pad number goes from inner to outer
radial row. On left side the corresponding expected bandwidth usage with 4 serial links at

320 Mbps is shown.

2.4.3.2 Bandwidth TPC

Since tracks in the TPC are more plentiful at lower angles, there will be more
data on the channels that are closer to the centre of the barrel than for the outer

sections. The expected average equivalent pad occupancies’

can vary from 9% to
26 % from outer to inner row with an average of about 15%, as can be seen in
figure 2.11. Some events may occasionally reach occupancies of up to 80 %, far
surpassing the available SAMPA bandwidth.

No simulated data for Run3 is currently available, but from data taken in

Run1 the average cluster size when using zero suppression was found to be 6.5

1Pad occupancy is the fraction of samples within a given time window exceeding the zero suppression
threshold. An equivalent pad occupancy is used, as there is an average pileup from five interactions in

the detector for any given event.
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samples at a sample rate of 10 MSPS. Together with the average occupancy, an

estimate of the average bandwidth can be calculated.

BW = (Hb + (Db “ Poce Nclustcrs)) : fpkt “Nep (22)

BW, is the bandwidth given in bps. Hj represents here the 50bits of the
header, Dy is the number of bits needed to represent a cluster, P,.. is the average
occupancy, and N, is the number of channels on a chip. Nysters 1S the average
number of clusters in an acquisition event, which is the configured length of an
acquisition event divided by the average cluster size. fy; is the packet rate i.e.
the sample rate divided by the acquisition event length.

When using zero suppression with run-length encoding to compress the data
between the clusters, a time stamp is needed to indicate the position for where
the cluster starts in relation to the trigger. An additional word is also needed to
record how many samples there are in the cluster. This is together encoded into
two ten-bit words. With an average cluster size of 6.5 bits, the average amount of
data per cluster is 85 bits. With a configured event length of 1023 samples, the
average bandwidth usage for the innermost pad row is 1.1 Gbps, which is 86 %
of the available bandwidth when using four links at 320 Mbps. The maximum
average occupancy that can be handled is about 30 % due to the overhead of the
zero-suppression compression.

Due to the higher rate of pile-up of clusters in Run 3, the average cluster length
can be expected to be higher, which will overall improve the available bandwidth.
Though increasing the cluster size from 6.5 to 10 only reduces the bandwidth
by about 8 %. The formula also overestimates somewhat at lower occupancies
since the minimum size of a cluster for a shaping time of 160ns and sampling
frequency of 10 MHz is three samples. Figure 2.12 shows the compression factor
versus occupancy for clusters of 3, 6.5, and 10. Compression needs to be higher
than 2.5 to fit in the allotted bandwidth.

Since one in ten events will have an event size about twice of the average,
a SystemC simulation framework was designed [40] to determine the amount of
buffering needed on the SAMPA to handle these fluctuations. Results showed that
by using a 4 k words buffer, there would be a probability of ~10 x 10716 of having
a lost event due to buffer overflow in the 1000 innermost SAMPA devices [41]. The
6 k words buffer implemented in the SAMPA was kept to avoid the additional risk
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Figure 2.12: Zero suppression compression versus occupancy for equidistant clusters of size

3 (blue), 6.5 (red) and 10 (black).

and work of reducing the memory size.

2.4.3.3 Bandwidth MCH

The MCH is targeting an interaction rate of 100 kHz with 9 % channel occupancy. !
With a pulse shaping time of 300 ns, the average number of samples above the
zero suppression threshold is 10 when the sampling frequency is 10 MHz. The
bandwidth available per front-end card is 80 Mb/s, which is shared between the
two chips and gives 40 Mb/s per chip.

As described earlier in section 2.4.3, the SAMPA data transmission operates
on a packet basis where a packet contains a header of 50bits and a payload of
compressed sample data. The amount of time-bins per packet is programmable up
to 1023 bins. If no data is above the zero suppression threshold for the full duration
of a packet, the chip would normally send only the header with an empty payload,
but it is possible to set the chip to suppress these packets to save bandwidth.

The data rate for each of the possible operations modes of the MCH can be

calculated directly, if we assume that there is no noise that creates false clusters.

LChannel occupancy is the fraction of channels that register a hit per interaction.
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BWtrigger wo/empty = Hy- fi- Nep - Poce +

(2.3)
Db'fi 'NCh'Pocc
BWtTigge’r w/empty — Hb ' fl : Nch =+ (2 4)
Db . fl . Nch 'Pocc
fi
BWcont wo/empty — Hy- fpkt “Nep - (1 - (1 - Pocc) fpkt)+ (25)
Db'fi 'Nch'Pocc
BWcontw/empty:Hb'fpkt'Nch+ (2 6)

Dy fi- Nen - Poce

Where BW,,.igger wo/empty 0 €quation (2.3) is the bandwidth needed for trigge-
red mode with suppression of empty packets, BW,,igger w/empty i equation (2.4) is
the bandwidth needed for triggered mode without suppression of empty packets,
BW ont wo/empty 10 equation (2.5) is the bandwidth needed for continuous mode
with suppression of empty packets, BW ot w/empty i equation (2.6) is the band-
width needed for continuous mode without suppression of empty packets. BW,
is given in bps. Hj is the 50 bits of the header, f; is the interaction rate, f; is
the sampling rate, fyi; is the packet rate which is the sample rate divided by the
programmed length of a time window, N, is the number of channels, P, is the
occupancy and Dy is the number of bits needed to represent a cluster.

When using zero suppression with run-length encoding to compress the data
between the clusters, a time stamp is needed to indicate the position for where the
cluster starts in relation to the trigger. An additional word is needed to record how
many samples there are in the cluster. This is together encoded into two ten-bit
words. In normal zero suppression mode the samples in the cluster themselves are
not compressed so the size would be 10 bits for the time stamp plus 10 bits for the
cluster size plus 10 bits x 10 bits for the cluster itself, for a total of 120 bits. With
the cluster sum compression, the samples in the cluster are summed together into
a 20-bit word, so the total is then 40 bits.

Table 2.7 present the data-rates per SAMPA for MCH. With the estimated
occupancy-rates of 9%, the only suitable modes are triggered mode with cluster
sum compression and suppression of empty packets, or continuous self-triggering
mode with cluster sum compression. These estimates assume there is no detector

noise.
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Mode Cluster Send empty | Size of cluster | Average packet | Data rate Max
compression packets (Dyp) [bits] length [bits] [Mb/s] | occupancy
Triggered None No 120 15 49 7.4%
Triggered None Yes 120 61 195 0%
Triggered | Cluster sum No 40 8 26 14%
Triggered | Cluster sum Yes 40 54 172 0%
Continuous None No 120 138 44 8.1%
Continuous None Yes 120 158 51 6.3%
Continuous | Cluster sum No 40 67 21 20%
Continuous | Cluster sum Yes 40 86 28 18.8%

Table 2.7: Data rates per SAMPA for MCH. The numbers assume no detector noise.

A drawback of the triggered mode is that the bandwidth usage is more sensitive
to noise than the continuous mode. Since there are only a few channels that have
data per event, there is a large probability that any noise induced pulses would
occur in a channel that would otherwise not have had data for that event. A header
would thus also need to be sent, which would otherwise have been suppressed. If
we assume that 10 % of the channels will have a cluster of noise for each trigger,

then the bandwidth can be calculated as

BWtrigger wo/empty w/noise — Hb : fz . Nch : (Pocc + Pnoise - (Pocc . Pnoise))+

(2.7)
Db : fi : Nch ' (Pocc + Pnaise)

and the bandwidth is then increased to 53 Mbps, which is more than the availa-
ble bandwidth. Overlap between signal and the noise can be ignored as it amounts

to about

fi
fs

assuming that the noise pulse is only one sample long.

Pocc ' Pnoise . = 07 009% (28)

Continuous mode is less affected by noise, as can be seen in equation (2.9),
and the bandwidth can be calculated to be 38 Mbps, which is within the available
bandwidth. The increase in bandwidth due to noise for continuous mode is 81 %

compared to the triggered mode, where the increase is 100 %.
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BWcont wo/empty w/noise — Hy- fpkt “Nep
fi
(1 - (1 - (Pocc + Pnoise - (Pocc . Pnoise)))fpkt ) +

Db : f’i ' Nch . (Pocc + Pnoise)

(2.9)
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Chapter 3

SAMPA chip implementation

This chapter gives a more in-depth description of the implementation of the design,
with a focus on the digital implementation. For a more in-depth description of

the analogue design, see [28].

3.1 Architectural overview

32 channels
Ry
B cr
. | Digital
: Shaper ADC c 9 M —
i omp- Blaariafiara s T |220Mops
iz} CSA [t Filters P~ || Buffer ||ff/serializers|311 P | s
20 MSPS ression M ] [links
. 1 Control —E]
/\— J7||||j\|| rLrLrL
S & e
! | oo Veer: Veer- 10s
Shaping time control| - Gain control

Figure 3.1: Principal block diagram of the SAMPA.

The SAMPA chip consists of 32 identical channels, each containing a CSA, a
shaper, and an ADC, which together convert the input charge from the detector to
a semi-Gaussian shape, and digitizes it with 10-bit precision. The digital section
is implemented as a single block receiving data from all of the 32 ADCs. It con-
tains a filtering, buffer, and compression-processing pipeline for each of the input
channel, in addition to providing common control and monitoring solutions. Ele-

ven serialization blocks interface with the buffers that are present at the end of
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the channel filtering pipelines to transmit the data on to the receiving system.
The device is implemented in a 130nm Taiwan Semiconductor Manufacturing
Company (TSMC) Complementary Metal Oxide Semiconductor (CMOS) process
where the die measures 9.5 mm x 8.9 mm without cut lines. The die has 311 con-
nectible pads and is mounted in a 15 mm x 15 mm 320-pin Ball Grid Array (BGA)
package.

3.1.1  Analogue front-end

The front-end block consists of a positive/negative polarity CSA, a pole-zero can-
cellation network, a high pass filter, two bridged-T second order low pass filters
and a non-inverting stage [42], as shown in figure 3.2 [28].

The charge-sensitive pre-amplifier integrates the input charge using a feedback
capacitor (Cy). The parallel large-ohmic transistor (Ry) is used to discharge the
capacitor, leading the signal back to the baseline level after the pulse with an ex-
ponential tail. Following the integration section is a pole-zero cancellation network
to remove undershoots in the pulse shape.

After that follows a pulse shaping element, which reduces the spectrum of the
signal resulting in a pulse with a 4" order semi-Gaussian shape. 4™ order shaping
is chosen because it offers a faster return to baseline as compared to lower order
filters. This helps preventing pile-up effects when two or more pulses are closely
spaced in time.

The second stage of the shaper is a fully differential second order bridged-T
filter and includes a common-mode feedback network. The non-inverting stage
adapts the DC voltage level of the shaper output to use the full dynamic range
of the ADC. It consists of a parallel connection of two equally designed Miller
compensated amplifiers.

Some of the parameters can be set externally using static control pins. The
gain can be set to 20 mV/fC, 30 mV /fC or 4mV /fC, the shaping time can be set
to either 160 ns or 300 ns, and the signal input polarity can be chosen.

Biasing of the analogue block is done from a common internal configurable
reference voltage source (band-gap) that creates the required 450 mV, 600 mV
and 750 mV reference voltages. To be able to adjust the voltage reference, in case
of large simulations versus production differences or to increase the yield, a 3-bit

configuration is provided through a digital configuration registers that can trim
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each of the voltages £100 mV.

To reduce coupling of switching noise, the front-end has been separated into
three independent power domains. The CSA and first shaper share one power
domain, whereas the second shaper and the ADC have their own power domains.
The separate ground and power nets are not merged inside, but brought to the
outside of the device to individual pins such that it is up to the board designer to
choose to externally combine the nets in the way that is most suitable to reduce

noise coupling further if needed.

Charge Sensitive Amp Semi-Gaussian pulse Shaper NIS

c
1 = c.  750mv L1V
s 00
e R, Ry 0.1V
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Figure 3.2: Block diagram of the analogue front-end.

3.1.2 Analogue to digital converter

The ADC is based on a split capacitor fully differential Successive Approximation
Register (SAR) topology. The SAR ADC operates by doing several successive com-
parisons cycles to complete one conversion and so has a low operational speed,
but requires a lower area compared to for instance pipelined ADCs like what was
used in the previous ALTRO/S-ALTRO devices. This, in turn, gives lower overall
power consumption. Recent reductions in the feature size of CMOS devices has
made it possible to create SAR ADCs that can reach operational speeds and have
an accuracy which is suitable for the SAMPA requirements [43]. The ADC for the
SAMPA has a resolution of 10-bit and a sample rate of up to 20 MS/s. The block
diagram of the ADC is shown in figure 3.3. The main parts of the circuit are the
sample and hold input circuitry, the Digital to Analogue Converter (DAC) in the

form of a binary weighted capacitive array, the comparator that compares the
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sample and hold value against the current value of the DAC, and the SAR control
logic.

The SAR operation is based on a binary search algorithm and requires 12 cycles
to complete a conversion. In the first cycle, the registers are reset, in the second
the Most Significant Bit (MSB) is set to one. The register value is applied to the
DAC and the sampled value is compared to the DAC value in the comparator.
If the sampled value is lower than the DAQ value, the MSB is set low and the
register is shifted right.

The digital design provides two clocks for each of the ADCs, a sampling clock
and a clock for the SAR state machine. The task of the sampling clock is to restart
the SAR state machines and make it ready for the next capture phase. The SAR
state machine operates with a clock that is more than 16 times the sampling clock.
An internal clock doubler for the SAR state machine clock makes sure the ADC
can operate at 10 MS/s with an input clock of 80 MHz, suitable for the MCH.
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Figure 3.3: Block diagram of the ADC.
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3.2 Digital implementation

The task of the digital section is to administer the acquisition, filter the data that
is acquired, compress it, and serialize it for transmission to an external device. A
block diagram of the design is shown in figure 3.4. The filtering and compression
chain for each channel is shown in the bottom part, the right part contains the
serialization, the top centre right contains the daisy chaining option while the top
centre and top left contains the event management and other elements that are

common to the design. The task of the clock manager is to divide the input clocks
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down to the required internal frequencies and distribute them according to the
setting configured on the external clock configuration pins. The clock manager
provides both the required clocks for the digital section as well as for the ADCs.
A reset manager is provided, which takes care of synchronizing the incoming reset
signal to the appropriate clock domains. The slow control interface for the design
is provided through an 12C slave. It interfaces directly to a register bank, global
to the design, which contains all the common configuration settings needed to

operate the device.

The channel pipeline consists of a sequence of modules that filter and compress
the data. The pre-trigger module is a small circular buffer that can be used to
extend the pipeline and thus also delay the data in relation to the acquisition
trigger, to compensate for any delay from the triggering source. The Baseline
Correction I corrects for slow perturbations of the baseline of the signal. The Tail
Cancellation can, as the name implies, cancel long tails of the signal, correct for
peaking time of the pulse or act as a general filter. The Baseline Correction 2
is configured as a moving average filter and can remove faster variations in the
baseline. The third Baseline Correction has the same function as the second, but
uses a slope-based algorithm for correction of the baseline, which has inherently
better stability. The baseline filtering is necessary for an efficient zero suppression
and thus a high compression factor. The zero suppression indicates to the Data
Formatting unit which samples are below a given threshold and therefore can be
suppressed when using run-length encoding to compress the data. The Huffman
module provides an alternative to the run-length encoding compression and gives
a lossless compression of the data. The Data Formatting unit does the actual
compression and assembling of the data into either run-length encoded data, with
or without cluster sum compression, or Huffman data. The channel ring buffer
consists of an input part and an output part. The input stores the compressed
data from the Data Formatting unit in a ring buffer and attaches a header to
the data once the event is completed. The output retrieves data from the ring
buffer on request from the serialization module. Each channel has a register bank
containing the configuration settings for its filters. The channel register bank is

accessible through the global register.

The trigger distributor takes care of synchronizing the external trigger signals

for each receiving domain. The event trigger signal is delivered to the event ma-
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nager, which controls the triggering and distribution of event control signals to
all the channels. An internal 20-bit counter, called the bunch crossing counter,
is used for timestamping of events and can be reset from another external trig-
ger signal (BX sync trigger). Heartbeat packets are used by the offline system to
group events and check that the front-end device is alive. The transmission of a
heartbeat packet is triggered by yet another external trigger signal (HB trigger).

Up to eleven serialization units can be enabled. Their task is to fetch packets
from either the heartbeat generator, the daisy-chained link, either of the channels,
or from the sync packet generator if no other packet is available. The serializers
fetch packets from the channel in a round-robin fashion according to the channel
number, but the order can be rearranged by configuring a new order in the channel
ordering registers.

Several devices can be connected in series in a daisy-chained fashion. A separate
delay compensated serial data input is available for this purpose, together with a
flow control signal to limit the data flow. A daisy chain control module takes care
of synchronizing to the incoming data and controlling the data flow, a separate
daisy chain ring buffer takes care of storing the data in the buffer, making it ready
to be retransmitted by the serializer.

For applications with less complex needs, the data can be serialized directly

from the ADC inputs by an independently operating Direct ADC serializer module.

3.2.1 System services

This section describes the clocking and reset functionality of the device.

3.2.1.1 Clock management

The SAMPA device requires several clocks internally to be able to serialize the
relatively slow parallel input data from the 32 ADCs at high output data ra-
tes. As mentioned in section 2.4.2, the device is intended to be operated in con-
junction with the GBTx chip, which has three options for data serialization speeds,
320 Mbps, 160 Mbps, and 80 Mbps. Clocks are supplied from the GBTx at the cor-
responding frequencies as well.

The ADCs require sampling clocks of up to 20 MHz and conversion clocks at

16 times the sampling clock speed. The sampling clock is used to start a new con-
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version of the analogue input signal into a digital signal, whereas the conversion
clock is used for advancing the state machine that completes the conversion. In-
ternally to the ADC the conversion clock is doubled, which makes it possible to
operate with a sampling speed of 10 MHz and an input clock of only 80 MHz as
required by the MCH.

For lowering power consumption and potentially generated noise from the di-
gital, the processing of the sample data in the digital part happens at the selected
ADC sampling speed as well. However, the sampling clocks supplied to the ADCs
are from a different clock root than the one used for the digital. This is done to
supply a cleaner clock to the ADCs in terms of skew and jitter. It also presents
the opportunity to delay the sampling clocks for the ADCs so that the conversion

does not occur at the same time as the digital part is active processing data.

The LHC operates on a synchronized clock, slightly higher than 40 MHZ, called
the bunch-crossing clock. It is named so as the period is equal to the nominal time
between the passings of two bunches of particles in the main accelerator ring. To
synchronize the colliding of two bunches with the produced data in the detector,
the SAMPA keeps an internal counter running at the bunch-crossing clock speed,
which is used to mark when the first sample in a packet occurred. The clocks
received from the GBTx are multiples of the bunch-crossing clock frequency and
so an internal clock is derived from the input clock to operate as the internal
bunch-crossing clock. Since the clock is a fixed frequency for all applications, in
contrast to the ADC sampling clock, the bunch-crossing clock is also used for
operation of the I2C. This enables the 12C to operate reliably at the highest speed
supported by the GBT-SCA of 1 MHz.

In the section of the digital design that handles readout from the buffer me-
mories and serialization of the data to the serial links, there is a need for a clock
that is a fixed fraction of the serial clock. This fraction must also be a factor of 10
since the data is stored in 10-bit words, i.e. the clock needs to be either 1/10, 1/5,
1/2 or 1/1 of the serial clock speed. Since the buffer memories have a maximum
operating speed lower than the maximum serializing speed of 320 MHz, the full
speed cannot be chosen. Instead 1/2 of the serial speed is used due to the ease of
generating a 1/2 clock from the input clock by halving, compared to using a 1/10
or a 1/5 clock, which will require a counter based division, which is more prone

to SEEs as well. A lower clock speed has the benefit of generating lower noise and
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power, but the circuitry operating on this clock domain is of a small size and phy-
sically located furthest away from the analogue section, so the influence is not

significant.

In the section that handles writing to the buffer memory from each processing
channel, a higher clock speed is needed as well because in some cases there is a
need to store some control data at the same time as a sample is received. The
same clock is used in this section as for the output section, since with the output
clock as 1/2 the serializing clock it is always higher than two times the sample
clock. This avoids a separate clock domain, as would be the case if 1/10 or 1/5

would be selected.

The main input serializing clock is primarily used only in the final serializa-
tion before the output links, where it serializes two bits at a time. Double-edged
clocking or a Double Data Rate (DDR) cell would have been useful for the seri-
alization and de-serialization parts of the design so that there would be one less
clock domain to be distributed across the design. However, double-edged clocking,
by using a rising and falling edge flip-flop together with a multiplexer, adds some
additional issues when designing the scan chain capability,! as the scan-chain only
operates with single-edged clocking. Those parts of the design would need to be
excluded from the chain or some additional care would have to be taken to change
the negative-edged flip-flops to positive-edged when the scan-chain functionality
is enabled. When double-edged clocking is in use, there is also the possibility that
the duty cycle would be asymmetrical for the output data, which could lead to
capturing issues on the GBTx. The standard cell libraries for the process did not
include DDR cells and a custom one was not designed due to lack of resources,
though in hindsight this functionality could probably have been included in the

custom SLVS driver that was created for the design.

The clock management is implemented as shown in figure 3.5 and is controlled
by seven pins externally to the device. The design has been architectured in such
a way that it is possible to always run with a fixed 40 MHz bunch-crossing clock
and keep a sampling clock speed of either 5, 10 or 20 MHz independent of the
input serial link clock being 80, 160 or 320 MHz. Both the sampling clock and
bunch-crossing clock can be configured to be supplied from an external source.

The sampling clock can additionally be configured to be derived from the bunch-

1See section 3.3.1 for more information about the scan chain implementation.
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Figure 3.5: Block diagram of the clock generation tree. All flip-flops have asynchronous
clear. The flip-flops marked in yellow uses the primary reset signal from figure 3.7, while the

green uses the ADC reset signal from the same figure.

crossing clock input if it is external or they can both be derived from the serial
link clock input. A lookup table is used to convert the status of three of the control
pins into the multiplexer configuration for the eight valid combinations of serial
link speed and sampling speed as shown in the bottom left of figure 3.5.

One of the clock configuration pins is used as a main control for disabling the
clock to a majority of the digital circuitry by clock gating. This is utilized when
operating in the direct readout serialization mode! where the functionality of the
design is reduced to the bare minimum to serialize data directly from the ADC.

This saves power and reduces potentially generated noise.

All the required internal frequencies in the device are generated with ripple

1See section 3.2.6.3 for more information about the direct readout serialization mode.
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counters [44], i.e. the frequency is halved in subsequent steps to get the required
frequency. For applications where there is a need for other frequencies, the sam-
pling clock can be supplied externally instead. Since there were no requirements
for specific sampling frequencies that could not be derived from the main clock
by factors of two, a Phase Locked Loop (PLL) is not included due to the extra

design complexity that this would involve.

3.2.1.2 Reset management

The primary purpose of the reset is to bring the device into a known state so that
the device will start operating predictably. A reset signal can either be supplied
externally from the device or it could be generated internally, this be either from
a state machine that self-resets or from an analogue power-on-reset block that
provides a reset signal once the power supply is found to be good. This design
uses both methods. An input pin is dedicated to a hard-reset link, which can
be controlled by a remote device. Additionally, there is a power-on-reset block
present in the analogue section. The signal from the power-on-reset generator is
brought out on a pin, which can be brought into the digital design via another
pin if the user chooses to use the built-in power-on-reset functionality.

The design uses synchronous reset, but has an asynchronous assert, synchro-
nous de-assert reset synchronizer on the input to avoid metastability problems
and guarantee a long enough reset pulse. A benefit of using synchronous reset in
the design is that the circuit will be completely synchronous and all the timing
can be taken care of by the static timing analysis tool [45]. Synchronous reset
also ensures that a reset can only happen on a clock edge and so the design is
less prone to glitches on the reset line either from external causes or from radia-
tion. An asynchronous reset has additionally the disadvantage that if the reset is
de-asserted too close to the clock edge, the flip-flop might go metastable. It is dif-
ficult to guarantee that this will not happen when there could be different clocks
in the design with different internal delays in relation to the reset signal. A dra-
wback of synchronous reset is that the complexity of the reset tree increases as
a separate reset is needed per clock domain and the release of the reset might
need to be sequenced when bringing up the different clock domains. Additionally
a clock always needs to be present for a reset to happen so care must be taken for

gated parts of the design.
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The reset tree is implemented as shown in figure 3.6. The input from the
power-on-reset and the hard reset input is ANDed together directly to provide a
common signal. By using asynchronous flip-flops in the first synchronizers, a clock
does not need to be present at the moment of reset assertion. If some of the clocks
used in the design is configured to be generated internally by the clock generator
they will start up in order from fastest to slowest. As the faster domain might be
ready before the first clock cycle in the slow domain, i.e. before the slow domain
registers are reset, the values from the uninitialized register in the slow domain
might be propagated to the fast domain which might bring the system into an
unknown state. To avoid this, the fast domains are kept in reset until the slow

domain is out of reset.
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Figure 3.6: Schematic diagram of the reset tree. (n) indicates active low signals. The

registers are TMR protected, as further described in section 3.4.1.

A soft reset signal is provided through a global register accessible via the slow
control. The soft reset will reset everything except the clock generators and the

configuration registers. In this way, the device can be reset to a known state
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without having to reconfigure it. The memories in the device are not reset or
initialized in any way and will therefore retain their data even through a hard
reset. The flip-flop circuitry connected to the soft reset line in figure 3.6 was added
to make sure the 12C acknowledge of the soft reset command is transmitted before

a reset takes place.

Reset manager

B Hard reset serial cIkE g )
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Reset primary clock divider. l

Figure 3.7: Schematic diagram of the reset for the clock generation tree.

When relying on the power-on-reset to get the device into a known state, the
devices across a detector will likely not start up at exactly the same time as this
depends on when the devices receive power, which can be difficult to synchronize
if there are several power supplies that might have different loads. When deriving
the sampling clock from a higher speed clock internally to the device, the phase of
the sampling clock will be dependent on when the device was reset. If the devices
have not started up at the same time, there will likely be a phase difference in
the sampling clock between devices as well, which normally is undesirable. Since
the reset manager has been made with a predictable constant start-up delay, the
devices across a detector can be reset, and the sampling clocks brought in phase,
by applying the reset to all devices at the same time. The primary clock and the
hard reset can be propagated to the device with minimal skew between devices, at
least when using the GBTX, as long as the length of the optical fibres connected to
the GBTx are of equal length. With their propagation delay of about 5ns/m, they
are the largest contributor to the skew. Trace lengths on the front-end boards also
has a minor impact, but this can normally be compensated for when designing the
boards. As the reset happens synchronously to the clock, there is the option to

compensate for the skew by applying the reset signal one or more cycle earlier or
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later to certain boards, which gives a skew compensation granularity of 3.125ns
at the highest data rate. If the skew in the optical fibre length is not known to a
high degree, the device provides the option! to internally route one of the trigger
inputs to the serial output. On the readout system it is then possible to count
the number of cycles it takes from a pulse is sent to it is received again and by
halving this, the length of the propagation delay can be found to within one clock

cycle.

3.2.2 Slow control and configuration

The slow control of the SAMPA is managed through I12C [46], using the 10-bit
addressing scheme with automatic address increment on continued read/write
operations. The design is based on an Intellectual Property (IP) block created by
CERN.

The 12C interface is designed to operate from 100kHz to 5 MHz, which covers
the most common speeds listed in the standard; standard mode (100kHz), fast
mode (400kHz) and fast mode plus (1 MHz). Due to the need to operate at dif-
ferent speeds, the internal state machine is relying on the clocking supplied by
the 12C master to advance its state. In case something goes wrong during the
transmission, there is the potential that the state machine will get stuck in an in-
termediary state. A watchdog is implemented that will time out and return the
state machine to idle if the time between two falling edges of the 1?C clock line is
more than 512 bunch crossing clock cycles apart (generally about 12.5ps). This
in sense sets the lower operating speed of the I2C for the device. As the 12C state
machine operates at the bunch crossing clock frequency, nominally about 40 MHz,
the design does not need to halt the communication to complete internal read/-
write tasks, even at the highest transfer speed, and so does not implement any
clock stretching. The communication protocol is shown in table 3.8 and table 3.9
with the description in table 3.1.

Another more conventional approach is to use the 7-bit addressing mode of
the standard, which is more commonly used. However, for simplicity, the 10-bit
addressing mode has been used instead, due to the way the implementation of
the I2C IP had been done. The I%2C standard only specifies how to read and write

the devices, but does not specify how the access should take place if a device has

IThis option is provided by the Bypass register, see section C.1.9
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0 1 5 6 7 8 9 10 11 12 17 18 19 26 27 28 35 36 37
s| 1m0 [Sirloa]”]  Add |A] Data@add [A| Datacadd +1 [A]p)

Figure 3.8: Format for writing to the SAMPA. Gray boxes are bits sent by the SAMPA. See
table 3.1 for description of fields.

0 1 5 6 7 8 9 10 11 12 17 18 19 20 24 25 26 27 28 29 36 37
S| o [SilofalSl  Add JAls] 11110 [Se[1/A] Data@Add A

45 46 47

‘38Data@Add +1 |g\p\

Figure 3.9: Format for reading from the SAMPA. Gray boxes are bits sent by the SAMPA.
See table 3.1 for description of fields.

multiple accessible registers internally. The way that this is implemented in the
IP is that parts of the device address space is used as internal register space, i.e.
some of the upper bits are used for device addressing, while the lower bits are
used for register addressing. The device addressing space needed is given by the
MCH requirements, where up to five front-end cards, each with two SAMPAs, can
be present on the same bus. This requires four bits of device addressing. Using
7-bit addressing only leaves three bits for register addressing, while using 10-
bit addressing leaves six bits. As the S-SALTRO uses only nine directly accessible
registers, the 64 available registers should be sufficient.

Another common way to solve the problem, like what can be found in the
standard 24-series EEPROMSs! [47], is to first transmit the address and afterwards
the data for a write transaction. For a read transaction, the address to be written
would be first sent to the device as a write transaction and then subsequently
a read transaction is sent to read from that address. This method is though not
available in the used IP and as the IP had been previously chip-proven, there was a
reluctance to do architectural modifications to the design. However, the efficiency
of using this method compared to the 10-bit addressing method is the same, as
in the same number of words are needed for a read or write transaction.

The device is implemented with a global register bank, accessible through a
Wishbone bus from the 12C, which contain 40 addressable 8-bit registers holding

!Electrically Erasable Programmable Read-Only Memory
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Name ‘ Bits ‘ Description
S 1 Start
Sr 1 Start repeat
A 1 Acknowledge
A 1 Not acknowledge
P 1 Stop
11110 5 | Fixed preamble address for 10 bit addressing

Chip addH | 2 Chip address [3:2]
Chip addL | 2 Chip address [1:0]
Add 6 Register address
Data 8 Register data to be read/written

Table 3.1: Protocol bit field descriptions of I1?C.

configuration settings shared by the whole device, this includes registers control-
ling event management, daisy chain configuration etc. Each additionally channel
has their own set of registers for configuration of filter parameters. These regis-
ter banks have 31 addressable registers that are up to 13 bits wide. Compared to
the previous ALTRO and S-ALTRO devices, this provides the opportunity to con-
figure individually all parameters of each channel for the optimal filtering. In the
previous devices, only a limited set of parameters were available for configuration

on a per channel basis.

Access to the channel registers is done through the global register via a data
input, data output, address, and operational control register. The information in
the control register indicates which channel to access and if the operation is a read
or write action. The order of the registers in the global register has been designed
to minimize the amount of writes needed to update a channel register. As seen
in table 3.2, the address in the channel register address! to access is followed by
the write data. which is again followed by the access control register. By utilizing
the multi-byte write feature of the 12C, a channel register can be updated in
one continuous 12C transaction. To write the same information to all channels, a

broadcast bit can be enabled to broadcast the write action to all channels.

1CHRGADD
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Register name ‘ Address ‘ Type ‘ Default ‘ Description
PMADDL [7:0] | 0x15 RW | 0x00 | [7:0] Pedestal memory address, lower byte
PMADDH [1:0] | 0x16 RW | 0x00 |[1:0] Pedestal memory address, upper byte
CHRGADD [4:0] | 0Ox17 RW | 0x00 | [4:0] Channel register address
CHRGWDATL [7:0] | 0x18 RW | 0x00 | [7:0] Channel register write data, lower byte
CHRGWDATH [4:0] | 0x19 RW 0x00 | [4:0] Channel register write data, upper byte
CHRGCTL [7:0] | 0x1A | RW | 0x00 Channel register control
RW | 0x00 | [4:0] Channel number
RW | 0x00 |[5] Broadcast to all channels (channel number ignored)
RW | 0x00 |[6]  Write, not read from register address (returns to read after write)
RW | 0x00 |[7]  Increment PMADD (returns automatically to zero)
CHRGRDATL  [7:0] | 0x1B R 0x00 | [7:0] Channel register read data, lower byte
CHRGRDATH  [4:0] | 0x1C R 0x00 | [4:0] Channel register read data, upper byte
CHORDAT [4:0] | 0xID | RW | 0x00 | [4:0] Channel readout order data
CHORDCTL [5:0] | O0xIE | RW | 0x00 Channel readout order control
RW | 0x00 |[4:0] Position in order
RW | 0x00 |[5]  Write enable

Table 3.2: Registers used for accessing the channel registers, channel ordering registers and
pedestal memories. The order of the registers has been arranged to minimize the amount of

writes needed to update a channel register.

The device contains a 1024-word memory per channel, called the pede-
stal memory, which is primarily used for data corrections, further discussed in
section 3.2.3.1. The read and write port for the memories are accessible through
the channel register, but the address port for the memory is shared among all
channels and is accessible from the global register. To minimize the amount of
writes needed to update the memories an auto-increment feature has been added
for the pedestal memory address so that on each write to the access control regis-
ter the pedestal memory address can be automatically increased without needing
to update two more registers. Combined with the broadcasting of a channel re-
gister write to all channels, a full pedestal memory can be updated in 5k 8-bit

transactions corresponding to about 48 ms at 1 MHz.

For rerouting of input channels to specific serial links, the device contains a
programmable register for defining the ordering, called the channel order register,
further discussed in section 3.2.6.1. The register is directly accessible through
the global register via lookup. To save one address, only one address is used for

the data during both read and write access. Like for the channel registers, the
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registers used for accessing the channel order registers are arranged to support a
quick update.

Further information on the registers can be found in appendix C.

3.2.3 Digital signal conditioning

To increase the efficiency of the lossy data compression algorithms and to facilitate
easier analysis of the data during the final event-reconstruction, the sample data
passes through some Digital Signal Conditioning (DSC). The DSC implements, in
a pipelined manner, different algorithms to condition and shape the signal, and is

comprised of four main building blocks

Baseline Correction 1 (BC1) This first filtering stage’s main task is to remove
low frequency perturbations and systematic effects. Different modes of ope-

ration are available, depending on the application.

Digital Shaper (DS) This filter can be used for three different applications;
tail cancellation, peaking time correction, or as a general purpose low-/high-
/band-pass or band-stop filter. It is implemented as fourth-order Infinite
Impulse Response (IIR) filter, specifically tailored for the two first applicati-
ons, but can be reconfigured as a general second-order IIR filter for general

purpose filtering.

Baseline Correction 2 (BC2) This unit applies a baseline correction based on
a moving average filter. It can remove non-systematic perturbations of the

baseline that are superimposed on to the signal.

Baseline Correction 3 (BC3) This unit applies a baseline correction through
a slope based filter. It is provided as a more stable alternative to the BC2
filter.

3.2.3.1 First baseline correction

Time projection chambers, due to their inherent construction, suffer from a few
signal effects that can be corrected through application of some filtering. A low-
frequency spurious signal can be present that is in the order of a kilohertz or less.

This signal perturbs the detector signal by shifting its baseline by an amount that
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is close to constant, i.e. a change of less than one ADC count during an event.
This type of signal perturbation could, for instance, be caused by environmental
changes e.g. drift in temperature and voltage, environmental variations due to

differences in placement in the detector or by manufacturing or process variations.

useful S|gna|
a’ﬂﬂ a’jiéz a’jﬁ#S acq # a’jgs J\
Iong -term
perturbation perturbatlon
(a) Ezample of long-term perturbations (b) Ezample of gating perturbations

Figure 3.10: Slow perturbation examples.

Another type of signal perturbations is caused by systematic effects, like those
related to triggering of the detector, which affect the signal in terms of superim-
posed noise patterns.

To cope with the first effect, a constant value can be used, in case the variation
is very small, or an IIR filter can be used if the change is larger. The IIR filter is
further referred to as the Variable Pedestal (VPD) filter.

The analogue front-end is constructed to add a small positive offset to the
baseline of the input signal of about 100 ADC counts. Since process variations,
temperature and supply voltage can impact, by shifting the baseline wither positi-
vely or negatively, the added offset provides enough margin so that input baseline
of the signal should not appear below 0, which would render the data from chan-
nel unusable. Since this shift varies from channel to channel and chip to chip,
there is an option to set a constant value per channel. The value to be used can
be determined by temporarily enabling one of the other baseline correction filters,
which can provide the calculated baseline through a registry entry. If the detector
environment is stable and does not suffer from other signal perturbation effects,
the constant value subtraction might be enough, which would enable the detector
to save some power by disabling the other filters.

The VPD is best used if the baseline is close to constant within one event, but
changes slightly in-between events, like what is shown in figure 3.10a. Since the

VPD filter can be configured so that it only updates its calculated baseline outside
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an event, where there should be no detector signals, it will be effective for these
cases. It will then operate like the constant subtraction within an event, but with
a freshly updated baseline value.

The VPD filter can also be configured to be always enabled and will then
operate similar to the other baseline correction filters. To avoid inclusion of pulses
in the baseline calculation, the filter uses thresholds, where if the signal is above or
below the set thresholds, the input value is not included in the baseline calculation.
To avoid that the signal gets stuck permanently outside the thresholds an auto-
reset feature is available that will reset the filter if the signal stays outside the
thresholds for too long. This resetting feature is similar to the one used for the
Baseline Correction 2 (BC2), as will be further discussed in section 3.2.3.3.

The VPD filter operates with a programmable response time of 7 = 2" sampling
periods, where n is a value between zero and fifteen which needs to be adjusted to
fit the noise of the environment. In sense, the baseline is computed as cumulative

average of a programmable number of samples of the input signal.

z[n—1]
zn] = z[n—1]+y[n] (3.1b)

y[n] = uln] — (3.1a)

Where y[n] is the output value with the baseline removed, z[n] is the cumulative
sum, u[n] is the input sample value and, 7 = 2" is the response time and n in 7 is
the number of samples the sum is calculated over.

If there are systematic effects, i.e. a fixed superimposed pattern is always pre-
sent at a fixed delay from the start of an event, this can instead be corrected with
the use of a pattern memory. The memory is programmed beforehand with the
shape of the systematic perturbation and the shape is subtracted from the input
signal for each event in the form of y[n] = u[n] —m[n], where y[n] is the input,
u[n] is the input and m|n] is the memory value. The memory can subtract values
up to the full programmable length of an event, which last a maximum of 1024
sampling cycles. A counter value, which increases at each sample cycle, is used
for addressing the memory.

By using the memory as a look-up table, it is possible to, for example, perform
non-linear conversion or to equalize the response across different channels. In this

mode the circuit can perform a static conversion of the input signal of the type
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y[n] = F(u[n]), where the input value u[n] is used as for addressing the memory.
The output value y[n] is stored in the memory position that is addressed. At any
cycle n, the output y[n] depends at most on the input sample u[n] at the same
time, but not on past or future samples of the input.

For testing purposes, the memory can also be used to inject a pattern into the
data chain to allow testing of downstream logic, without the need to provide an
external analogue signal in the front-end.

New to the SAMPA is the possibility to record the input signal directly to the
pattern memory, this avoids the time-intensive process of acquiring the pattern to
the offline system and re-uploading the data to the individual channel memories.
New is also that the 10-bit data stored in the memory can, at the output of the
memory, be shifted to adapt to the 13-bit data in the data pipeline. It can either
be 9 bits plus a sign bit, 10 bits, 9 bits plus 1 bit precision or 8bit plus 2 bits
precision. This provides the possibility to enter a more precise baseline value than
previously where it was fixed at 10 bits.

The usages previously mentioned allow for three different modes of opera-
tion: subtraction mode, conversion mode and test mode. Some of these modes
of operation can be combined allowing numerous configurations of the Baseline
Correction 1 (BC1) circuit. While the fixed-mode and time-dependent-mode are
exclusive, any of them can be combined with the self-calibrated mode as shown
in table 3.3.

The memory can be accessed through the I2C, for both read and write, as long
as the filter is not in a mode where the memory is being used in the processing
chain.

In genera,] for this filter and the others discussed in this thesis, the adders
that are used have been altered from how they were used in the previous devices
to saturate instead of rolling over when overflowing. This should provide a more

accurate value in extreme cases.

3.2.3.2 Digital shaper

If a pulse arrives shortly after another one, the latter pulse will have an artificially
higher peak as the pulse is overlaying on the tail of the previous pulse. This is
particularly an issue for Multi-Wire Proportional Chamber (MWPC) where the
tail can be quite long. The purpose of the digital shaper is to shorten the signal
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Main configurations

Modes of operation din-FPD | din-f(t) | (din - VPD) - FPD | (din - VPD) - (t)
Fixed X X
Subtraction mode | Time-dependent < x
Variable X X
Conversion mode
Test mode
 of . Main configurations
Modes of operation f(din) - FPD | f(din - VPD) - FPD |  f(t)- FPD |
Fixed X X X
Subtraction mode | Time-dependent
Variable x
Conversion mode x X
Test mode X

Table 3.3: BC1 baseline correction and subtraction modes. Legend: din : data input
(samples); f(t) : pattern data; FPD : fized pedestal data; VPD : variable pedestal data;
f(din) : converted data.

pulse and reduce the effect of pulse pileup. The architecture of the digital shaper
is implemented as cascade of four first order direct-form 2 transposed IIR filters
as shown in the top part of figure 3.11. Each stage of the filter is controlled by
means of two coefficients, the zeroes L; and poles K;, that adjust the passband
of the filter. The coefficients are programmed independently and have a precision
of 13 bits. In general, the tail of the signal is shortened with increasing value of
the poles, and shortened with higher value of the zeroes. This implementation

corresponds to the following function in the Z domain:

1—Lizt 1—=Lyz ! Lyp—Lgz' 1—Lyz7! [S=0v 0<K;, Li<1
C1—Kjz b 1—Kez7! 1—Ksz71 1—-Kyz-! S=1Y—-1<K; L <1

H(z) (3.2)
Where S selects if the coefficients K; and L; are signed. This is a new feature for
the SAMPA and provides more freedom in the use of the filter, but sacrifices one
bit of precision. In previous implementations, the coefficients were always positive.

If the coefficient Lg is set to 1 and S = 0, the filter has the same form as
what was present in the S-ALTRO. This was an improvement in the form of less
conversion noise, less power consumption and better accuracy then what was
present in the ALTRO [48], which also only uses only three cascades.

Since GEM detectors do not suffer from long tails, the filter is not needed
in the new ALICE TPC, but is kept as an option for other MWPC based TPCs.
As the cascaded form is best aimed at removing signal tails [22], the filter has

been modified to transform the two last cascades into a 2nd order direct form
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Figure 3.11: Schematic overview of the IIR filter for the digital shaper.

2 transposed filter which can better provide more common filtering options like
low-pass, high-pass and band-pass filtering capability. By setting the coefficients
in the two first cascades two zero, the filter is reduced to only the 2nd order. The

transfer function for the modified filter is shown in equation (3.3).

- 1 —le_l 1 —LQZ_l L30+L32’_1 +K4Z_2 S=0V 0<K; Li<1
B R E e e RS RS By O A
(3.3)

H(z)

3.2.3.3 Baseline correction 2

A second level of baseline correction can be applied to the signal to correct for
signal perturbations created by non-systematic effects. The correction is based
on a low-pass Finite Impulse Response (FIR) filter implemented as a moving
average filter using accumulated sum. The filter uses acceptance thresholds to
exclude pulses from the average calculation, as inclusion of pulses would introduce
undershoot in the output signal of the filter after a pulse, effectively introducing
a dead time in the signal. When the signal is outside an acceptance threshold,
either the higher threshold or the lower, the calculation of the average is frozen
until the input signal again returns inside the thresholds (see figure 3.12a).

Inside the acceptance window, the correction is done according to the following
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equation:
zn] = z[n— 1] +uln] —uln— M] M=240r8 (3.4a)
y[n] = uln] — % M=240r8 (3.4b)

Where u[n] is the input sample, z[n] is the sum of the M last samples and y[n]
is the corrected sample value. When the current sample is inside the acceptance
window, the average that is subtracted from a given sample is the average of this
sample and the previous 1, 3 or 7 (depending on the configuration) samples that
were inside the thresholds.

When a fast variation in the input signal is present, e.g. a pulse, the input signal
will pass out of the acceptance window set by the thresholds and subsequently
be excluded from the calculation of the baseline. When outside the acceptance
thresholds, the value of the sample is corrected with the last updated baseline

value from when the previous last sample was inside the acceptance window.
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Figure 3.12: Moving average principle.

A setting to additionally exclude a programmable number of samples before
and after any pulse that passes out of the exclusion thresholds is available. This
might be useful if a slight undershoot is always expected to follow a pulse, or if
the thresholds have been set rather high so there actually is a few samples that
is part of the pulse before and after it passes the thresholds.

The glitch filtering implemented for the GASP has been kept. The glitch filter,

when enabled, prevents the activation of the post- and pre-samples when a single
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sample is outside the threshold. This makes it possible to keep the thresholds

closer to the noise, which will provide more precision for the pulse exclusion.

3.2.3.4 Filter changes and improvements

As reported in [22], the ALICE TPC had previously experienced issues with the
BC2 filter of the ALTRO, an example of this is shown in figure 3.13. In certain
cases where the baseline is shifting down and up again, like seen at around time-
bin 650, and a pulse is riding on top of the baseline change, the slope change
might be steeper than what the filter can handle and the input signal settles at a
level that is above the upper threshold for updating the baseline. Consequently,
the baseline will not be updated and all the values on the output of the filter will

be larger than zero.
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Figure 3.13: Ezample of BC2 stuck baseline issue [22].

The zero suppression compression that follows the filtering stages has the task
of suppressing all values below a certain threshold value before storage, to save
bandwidth and buffer space. The threshold level is usually set at zero, or at a
few counts above, and everything below this level is suppressed and run length
encoded. When all the values are above zero, all the samples are considered as one
large cluster and every sample of the event is stored in the buffer. This quickly
fills up all the available space, as the output bandwidth is not normally designed

to handle the equivalent of a raw data readout.



72 SAMPA chip implementation

The ALTRO has no way of resetting the filter, except by resetting the complete
device, which means that the configuration registers needs to be reprogrammed
as well. Like in the S-ALTRO, the SAMPA device also incorporates a soft reset
functionality that resets the device, but keeps the configuration registers intact.
To use the soft reset to recover from a stuck baseline, the upstream device would
need to monitor the buffer overflow flag in the header of the data packets. As
this is not an effective way of recovery, and as it requires that data is lost before
it can recover, an auto-reset functionality is implemented in the SAMPA. If the
baseline is found to be outside the thresholds for more than a given number of
samples! the filter either reset the baseline to a pre-programmed value configured
through the registry, or to the same baseline that the BC3 filter has calculated,
as the BCS3 filter does not get stuck. The GASP has a separate reset for the BC2
baseline controlled from the configuration register, but this method has the same
drawbacks as soft-resetting the device.

As an extra protection, an absolute threshold for the baseline, can be configu-
red.

3.2.3.5 Baseline correction 3

Conventional linear filters like the BC1 and BC2 have been used in the past in
particle detector experiments and are useful for the task, but in some exceptional
cases, they can end up in a failure mode wherein the baseline of the signal shifts
to outside the thresholds of the filter and the filter stops to operate. In general,
the filter has a max slope that can be handled before it needs to be reset or the
thresholds need to be changed.

A new non-linear filter called BC3 [49] has been included, which does not have
any thresholds. This makes the baseline tracking free of dead areas and the need
for fine-tuning of configurations. The main idea behind this filter is to always
follow the baseline, but with a limited slope configurable per channel. The slope
parameter can be set individually for the up and down-slope.

The output signal y[n] is expressed as a function of the input u[n] as follow:

yln] = ufn] — 2fn (3.5)

IProgrammable from 0 to 1023 with a 4 count granularity
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Where z[n] is the tracked slope baseline value and can be expressed as:

slopet  foru[n] > x[n —1]
zln]=zln-1]+¢ 0 for u[n] = 2[n—1] (3.6a)
—slope | foru[n] < z[n—1]

z[0] =u[0] (arbitrary) (3.6b)

The filter has also a maximal slope, in the same sense as the BC2, but exceeding
the maximum slope only causes a time-limited deviation. As the filter does not
have acceptance thresholds, it also does not stay constant during an input pulse
and as an effect, the output pulse will be slightly affected.

Figure 3.14 demonstrates the standard behaviour of the filter when changes of

the baseline and different input pulses are applied.
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Figure 3.14: BC3 filtering principle.

When having large pulses, especially with longer shaping times, the upward
slope of the BC3 filter will continue to rise during a pulse, until the pulse again
passes below the current level of the calculated baseline. This will skew the wa-
veform of the pulse and add noise. This can for instance be seen for the first pulse
in figure 3.14, where the calculated baseline in blue rises, while the actual baseline
has a slight downward slope. To oppose this, it would be possible to add accep-
tance thresholds for when the slope should stop increasing or decreasing, similar

to the implementation on the BC2 filter. Though this will bring in the same issue
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as for the BC2 where the baseline can get stuck outside the thresholds. Therefore,

this was not included in the current design.

3.24 Data compression

Even though the SAMPA has enough output data links to handle reading out
raw data, it is often not practical or economically feasible to do a raw readout.
Different compression methods are provided to reduce the data amount enough
so that fewer serial data links can be used. Both lossless and lossy compressions

are available, depending on the detectors needs and resources.

Zero suppression This method removes all data below a given threshold, lea-
ving only cluster data. As the data that is in between clusters are lost, it is
a lossy encoding. This method is highly dependent on having a stable base-
line to achieve good compression and minimal loss of information, so digital

signal conditioning is normally needed.

Zero suppression with cluster sum This method operates on the same prin-
ciple as zero suppression, but integrates the sample values in the cluster into
one value. This compression method is suitable for detectors that have very
clean signals and where only the time for the start of the cluster and the

area is of interest.

Modified Huffman This compression method is a lossless compression, i.e. no
information is lost. It uses differential encoding of the data combined with
a lookup table to reduce the length of each word. This method is useful for
detectors that want all data, but has limited bandwidth available. Depending
on the detector data, it has a compression factor close to or better than zero

suppression.

3.24.1 Zero suppression

The device uses a pulse detection scheme with fixed thresholding, i.e. samples of
value smaller than a constant decision level (threshold) are rejected. When a sam-
ple is found above this threshold, it is considered the start of a pulse (figure 3.15a).

In order to keep enough information for further feature extraction, the complete

pulse shape must be recorded. Therefore, a sequence of samples (pre-samples) be-
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Figure 3.15: Zero suppression basic detection scheme.

fore the signal overcomes the threshold and a sequence of samples (post-samples)
after the signal returns below the threshold are also recorded (figure 3.15b). The
number of pre-samples and the number of post-samples can vary independently
in the range between 0 and 3 for pre-samples and 0 to 7 for post-samples.

To reduce the impulsive noise sensitivity, a glitch filter checks for a consecutive
number of samples above threshold, confirming the existence of a real pulse (fi-
gure 3.16a). The minimum sequence of samples above the threshold (glitch filter)

which defines a pulse can vary from 1 to 3, not including any pre- or post-samples.
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(a) Glitch filtering with minimum samples (b) Merging of close clusters. Samples in red

above threshold of 2. Samples in solid are included to make one complete cluster.
black are treated as if they were below

the threshold.

Figure 3.16: Zero suppression filtering and merging.

The pulse thus identified and isolated must be tagged with a time stamp, in
order to be synchronized with the trigger decision for validation. Otherwise, the
timing information would be lost by the removal of a variable number of samples

between accepted pulses. This requires the addition of a time data to the set of
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sample data. Besides that, in a data format where the addition of flag bits is not
allowed, a further word is needed to distinguish the sample data from the time
data. This extra word represents the number of words in the set. Since for each
new set of data we have two extra words, the merging of two consecutive sets,
which are closer than 3 samples, is performed (figure 3.16b).

In case of the cluster sum mode, the data in one cluster is summed together
into a 20-bit word and the requirement for the minimum distance between clusters

is then changed to 3.

3.24.2 Lossy data compression

Due to the removal of a variable number of samples between accepted clusters in
the lossy encodings (zero suppression, cluster sum), the timing information would
be lost in the process. This requires the addition of a time-data to each accepted
set of samples. Since 1023 is the maximum length of the data stream that can be
processed by the SAMPA chip, the time information can be encoded in a 10-bit
word. The principle is to label each sample with a time-stamp that defines the
time distance from the trigger signal. The time information added to each cluster
during the formatting phase corresponds to the time-stamp of the first sample in
the cluster.

The SAMPA data format does not make use of extra flag bits to distinguish the
samples data from the time-data, but introduces a further word for each accepted
cluster, which represents the number of samples in the cluster. In the ALTRO, the
cluster size data included also the time information data and cluster information
data in the count of the total number of words in the cluster, the SAMPA does
not count them into the total.

These new 10-bit words, time data and number of samples per cluster, are
introduced at the beginning of the cluster (figure 3.17). This is in contrast to
how it operated in the ALTRO chip, where the information words were located
after the cluster data [24]. This was done as it simplified the processing of the
compression in their design since then the samples can be written first and the
extra data is written in the next two available cycles until the next cluster starts.

The SAMPA overcomes this processing complication by having an early noti-
fication of when the cluster starts so that the time data can be written first and

simultaneously a memory address skipped and reserved for later. When all the
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ADC SAMPLES

Threshold

TIME | TOO | To1 | T02 | T03 | To4 | TOS | T06 | TO7 | TO8 | T09 | T10 | T | T12 | T13 | T14|

SAMPLES | SOO| S01 | S02 | S03 | S04 | S05 | S06 | S07 | S08 | S09 | s10 | s11 |S12 | $13 | S14|

Cluster data
(10-bit Words) S02 | S03 | S04 | S05 | S06

Cluster information ,_|
(10-bit Words) T02 05 T10 ﬂ

Data and information
packed into memory

Data in memory 05, T02, S02, S03, S04, S05, S06, 03, T10, $10, S11, S12
(not to scale)

Figure 3.17: The SAMPA data format for zero suppression encoding.
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SAMPLES | SOO| S01 |SOZ | S03 | S04 | S05 | S06 | S07 | S08 | S09 | S10| Ss11 | S12 | S$13 | S14|

Cluster data
(20-bit Words) 4| Sum(S02:506)

Cluster information
(10-bit Words) 2 9 i n

Data and information
packed into memory

Data in memory 05, T02, Sum(S02:506), 03, T11, Sum(S11:513)
(not to scale)

Figure 3.18: The SAMPA data format for zero suppression encoding with cluster sum.

samples in the cluster have been written to memory and the number of samples

in the cluster is known, it is possible to go back and insert this data at the front
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at the reserved address.

The principal drawback of the ALTRO method is that it uses extra memory
and processing time on the computer that does the analysis. The complete packet
needs to first be stored in memory as an array, if the source of the data is a
streaming source, then it needs to be decoded back to front into another array so
that it can be processed from the start of the packet. With the SAMPA method,
the data can be processed directly from the streaming source and so the analysis
can be completed faster.

The reason for using a time data to indicate where the start of a cluster appears
instead of using the number of suppressed zeros is mainly due to historical reasons.
In the ALTRO the time data gave the time stamp for the last sample in the cluster.
This was easy to insert at the end of the cluster by keeping a global counter that
counted time cycles from the start of the event. If there is a needed for compressing
the zero suppressed data further with Huffman coding to save space for archival
purposes, the number of suppressed zeroes will be easier to compress since it has a

more narrow distribution, while the time-data would have a more flat distribution.

3.2.4.3 Alternative lossy data compression

For an efficient use of the sparse available bandwidth in daisy-chained mode, it is
important to reduce the amount of data sent per cluster. However, as discussed
in section 2.4.3.3, the implemented cluster sum compression is sufficient for the
MCH detector and so the following two methods for reduction of the amount of

data sent are only proposed, but they have not been implemented.

Zero suppression with combined cluster sum and length

An alternative to the normal cluster sum mode is to combine the cluster sum and
the cluster length into a 20-bit word. This can be done by constraining the size
of a cluster to 31 samples, which will make it fit into 5 bits, leaving 15 bits for the
cluster sum. The cluster sum can normally not overflow, as 31-219 < 25 but the
cluster size can possibly overflow, as the maximum size of a cluster is potentially
210 if the zero suppression level is not configured properly. However, clusters can
be artificially broken up into multiple clusters, if the length of the cluster is more
than 31. As the time stamp for the start of a cluster and the length is present in

the data, it is possible to join clusters together again when doing analysis. Since
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the average length of a cluster with the present longest shaping time of 300 ns and
highest sampling rate of 20 MHz is about 20, the potential for overflow should be
low, as long as the zero suppression level is set correctly. With this method, the
total compressed size of a cluster would go down from four 10-bit words to three

in optimal conditions, so the reduction in payload size would be 25 %.

Zero suppression with variable length sum

In this configuration, the sum of the cluster is kept in a 10-bit word when the sum

is smaller than 219

, and in a 20-bit word if larger. This is encoded in one bit of
the length information, and so the allowable length of a cluster will be limited to
9 bits. Optimally this method can reach the same payload reduction of 25 % as the
previously described method, it is less complex to implement, uses less area, and
will not reach a bigger payload size than the normal cluster sum mode, except for
when there are clusters longer than 511, which is uncommon. However, it is quite
sensitive to the average pulse height, and with an average pulse height higher than

20 % of the ADC range there would be little benefit to this method.

3.2.4.4 Huffman compression

To provide the possibility to transmit lossless data with fewer serial links, Huffman
encoding has been implemented as was specified in section 2.4.3.1. The length-
limited Huffman table is implemented by reusing the constants for the tail can-
cellation filter of four channels. As the intention of Huffman is to transmit lossless
data, the tail cancellation should not be enabled. The tail cancellation filter has
nine 13-bit constants, providing the possibility to have 36 Huffman values of length
12-bits, which was deemed sufficient and could provide a compression better than
2.5 required by the TPC for their initial specification [50]. If more constants are
needed, it would be better to add a dedicated register table for the Huffman, but
as it was not guaranteed to be used, this method avoids increasing the device area

by having more registers.

3.2.5 Event management

The event management’s primary task is to notify each module of the data channel

part when to enable processing of input data. An event lasts from when a trigger
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is received, until a programmable number of cycles, referred to as a time window,
have been completed. The event management supports receiving the trigger to
start the event, either from an externally pulsed pin, a command sent through
the slow control interface, or by generating it internally whenever the current event
is completed, commonly referred to as continuous operational mode. The device
supports suppressing a given number of samples in the beginning and at the end of
an event, which could be useful if the detector knows there is unwanted signalling
at the start or at the end of an event. Suppression at the end can also enable
detectors that normally would need to run in triggered mode, like for instance
MWPC based detectors due to their need for gating to suppress ion-backflow, to
use the continuous mode as the unwanted data during the gating is removed from

the transmitted event.

As there are delays between a sample arriving at the different modules of
the data pipeline, the event signals to each module in the pipeline must also be
delayed. The current implementation is based on sending the event signals through
a pipeline with the same length as in the data pipeline, with the signal for each
module tapped at the appropriate delay. In the previous devices this was done
by using a counter that was started at the start of an event and activated each
module at the specific count. Any trigger that was closer than 20 cycles from
the previous would not be detected. When the device is running in continuous
mode, there is generally the need to synchronize the start of acquisition across
all devices in the detector. The synchronization is done by sending an external
trigger pulse to all devices at the same time. The devices then stop the current
event and start a new one. As this could happen within the first 20 cycles of an
existing event, the device needs to support spacing of triggers down to one cycle,
which is solved by sending the signals through a pipeline. In case a new trigger is
received during an event, this is marked in the header of the packet for the current
event to indicate to the reviving system that the event was terminated early. The
event management also captures the bunch crossing number for the time when

the trigger was received and puts it in a pipeline for inclusion in the header.

A drawback of the pipe-lining method is that it requires more resources, par-
ticularly in case of the 20-bit bunch crossing counter. An improvement on the
current implementation would be to delay all control signals to the bunch cros-

sing counter module by the length of the pipeline, instead of delaying the values
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themselves.

3.2.5.1 Ring buffer

The ring buffers that hold the event data is, as previously mentioned, split in
two, where one memory holds the payload for an event, while the other holds
the header. Due to the varying size of an event payload and the limited buffer
space to hold the event payloads, this presents the possibility to voluntarily drop
the payload data in case the buffer for payload becomes full, while retaining the
header, possibly freeing enough space to store the next event payload. In case of
lost payload, the header will be altered to mark that the payload was dropped.
As long as the occurrence of overflow is low, this should provide more complete
payloads then if the packet was terminated whenever the buffer got full.

The header is only written to the buffer once the event is completed. The
writing to the header buffer, in turn, signals to the buffer readout section that
it can start reading out a new event. In this way, the readout part never reads
out from the data buffer until an event is completed and so it is safe to move
the pointers in the data memory about. The number of samples to read from the
payload memory is indicated in the header.

Since the buffer, due to the new implementation of the zero suppression, needs
to sometimes write two words to the buffer in one sample cycle, the payload buffer
writing always operates at half the serial clock cycle to give the possibility to
write two words in one sample cycle, regardless of the sample speed. In hindsight
this could probably have operated at the bunch crossing clock speed, since the
maximum sampling clock speed is 20 MHZ which is half the bunch crossing clock
speed and this in turn would save a little bit of power consumption. With some
optimization it would also have been possible to provide a second clock domain
at two times the sampling speed, though this would require some extra work in
the back-end due to the new clock domain. As the module that receives the data
from the output of the buffer also operates at half the serialization speed, the
synchronization logic between the input and output could in principle have been
greatly simplified, but since the change to the faster clock domain was changed
late in the development process, this was not done. For SAMPA v1 there was a
buffer in between the module that sent data to the buffer and the buffer itself, but

this in-between-buffer had the potential for overflow if the data rate was higher
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than the sample rate, even though the output serialization could handle the higher
flow.

The addresses for accessing the buffer are Gray encoded which should reduce
the switching in the memory when it is writing in sequential access. The buffers
are implemented close to what is described in [51]. Another technique as described
in [52] was originally used for v1 of the device, but was deemed too risqué to be
used for further development due to its asynchronous method of passing pointers

for buffer full and empty checking.

3.2.6 Readout

The device supports two primary ways of data readout, a packet-based serialized
readout and a parallel readout. The parallel readout bypasses all the data proces-
sing of the device and pushes the raw ADC data directly out on the data lines,
while the packet based method enables all the processing of the device and can
send the data out on a programmable number of links, up to eleven. In the packet
based mode, the data can so be sent from one to another device in a daisy-chained

fashion, to lower the number of upstream serial links that are required.

3.2.6.1 Serialized data readout

The serialization of data is as sketched in figure 3.19. The drawing shows the rea-
dout for a single serial link of the available eleven. The serializer has no knowledge
of format or content of the data it serializes. It receives a data-ready signal from
a channel that indicates data is ready to be read out and it sends a signal back to
the module to tell it to advance the data it presents to the serializer. It will read
from the selected channel for as long as the data ready signal is high. A masking
of the data ready signal is done to restrict the number of channels a serializer can
read data from, depending on the number of serial links that have been enabled.
The number of channels per links is divided equally and the serializer reads data
from each channel in a round robin fashion and operates independently of each
other. A priority is enabled so that if a heartbeat packet needs to be transmit-
ted, it always has the highest priority and will be sent after the current packet is
completed.

When the serializers have no data to send, i.e. there are no heartbeat packets
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Figure 3.19: Conceptual overview of the serial readout implementation.

or channel data, they will transmit sync packets to keep the receiving end in
sync. The sync packets are the same size and format as a packet header, but the
information in it is fixed. As this keeps the links toggling while the device is idle,
it will consume some extra power. An option would have been to power off the
serial links whenever there are no more data to send and when a new packet is
ready to be transmitted, a sync packet would be sent first to enable the reviving
side to synchronize to the data stream. Currently power-off is only done for a

serial link when it is not enabled.

DC balancing of the output serial links is not implemented in the device, as it
is not a requirement for interfacing with the GBTx. In other applications that do
not use the GBTx, the DC balancing might be of benefit to provide better signal
integrity. As the native word format of the SAMPA is 10-bit based, the best option
would be to use a 5b/6b encoding which would increase the overall bandwidth
usage by 20 %. The existing sync packets would not be necessary any more as the

DC balancing code has unused codes that can be used for link synchronization.

To reduce cost and development time, it is common to produce only one or
maybe a couple of different versions of a front-end card to mate with the detector
pads. However, the detector might have several different mappings of physical
pads to input channel on the front-end card, depending on the position in the
detector. As the serial links are independent of each other, the data from one chip

can potentially be sent to two or more upstream devices for further processing of
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the data for instance for event reconstruction. If it is important to the detector
to have specific input pads arrive at specific upstream devices, independent of
the mapping, the SAMPA provides a way of remapping which input channels are
presented to each serializer.

Due to the setup with a fixed set of channels available to each serializer, the
SAMPA currently provides no way of load balancing between the serializer in case
a set, of channels for one serializer has a higher occupancy than the set for another.
This could cause unnecessary overflow of buffers, even though there is available
bandwidth on other serial links. If all serial links would have access to read from
all of the channels, it will provide a more equal load across the serial links. Each
link would then iterate through its subset and whenever all the channels in its
subset is empty, it picks another one not in its subset and which is non-empty and
not already being read. Normally it would send sync packets in this case. This
method will however cause the predictability of which channel will arrive next on
which link to be lost. It will also render the option to re-order which channels

connect to which serial link mostly pointless.

3.2.6.2 Daisy chained readout

For detectors with very low data rates, specifically the MCH, a daisy chaining
option is implemented. This lets multiple devices share a single serial link, incre-
asing the number of devices that can be read out by a single GBTx. Each device
is provided with an extra data input port and two data-control signals for this
purpose. A connection diagram can be seen in figure 3.20.

The upstream device is set up to run with one serial downlink and the busy out
signal from the downstream device is connected to the busy in of the upstream
device. When the busy signal is high, it tells the upstream device to halt its
transmission of data after the current packet is done. While waiting to send data
again the upstream device will send sync packets to keep the communication in
sync.

The downstream device has the serial output of the upstream device connected
to its daisy input port. Sync packets arriving on the link are filtered out and only
heartbeat packets and data packets are forwarded. The accepted packets from
the upstream device are added to a ring buffer in the same way as for the inter-

nal channels. A configuration register defines how many upstream devices there
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are from the current device. This value is used by the serialization module that
serializes packets from the ring buffers for defining the number of packets that
should be forwarded from the upstream link before a packet from one of the inter-
nal channels can be forwarded. The handshaking between the serial link module
and the module that handles the readout of the buffers is however constructed in
a way that it is not possible to read out two consecutive packets from the same
buffer without a few cycles delay, which causes there to be sent a sync packet in
between two packets from the upstream device when this setting is enabled. In
principle there is no limiting factor to fix it in the existing buffer readout module,
but there would need to be an addition of an extra state machine in the buffer re-
adout module that pre-reads the next header from memory so that it is ready to
be transmitted. The primary issue however lies in that the data ready signal from
the buffer also is used to indicate that a stream of data is completed and that the
serializer should select another buffer or a sync packet to send, but this could be
solved by separating the data ready and packet done signal. Since the MCH will
only operate with two devices in a chain, this was not prioritized to be fixed for
the SAMPA v3.
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Figure 3.20: Connection setup for daisy chaining.

Commonly, all the devices in a chain will be clocked from the same source. As
the data is sent and captured at the same clock speed, it is possible that the data
stream could be corrupted after exiting the synchronizer on the receiving end if the
data that is received changes too close to the clock edge causing metastability in
the synchronizer. Since the time between data being clocked out of the upstream
device to it is received on the downstream device is dependent on various factors
such as the distance between the devices, the properties of the Printed Circuit
Board (PCB) material, the process variation of the device etc. a programmable
delay chain has been added before the signal enters the synchronizer. The incoming
data can be delayed by up to 12.5 ns in steps of 0.2 ns. The maximum length allows
for delaying the signal by a full clock cycle at 80 MHz and provides enough of a
granularity to allow for 15 steps of delay at 320 MHz.
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The busy signal is not provided with a delay chain as the signal is level based.
A delay in the reception of the busy signal of one or two cycles due to metastability
in the synchronizer is not considered a problem.

To recover from communication errors during transmission between the devi-
ces, the receiving unit does Hamming correction on the received headers. Errors
are corrected before storing in ring buffer for retransmission. In case of the de-
tection of double errors, the receiving unit drops the data and waits for resyn-
chronization. The receiving unit can also detect a stuck high/low data input.

When the daisy chaining option is not in use, the units relating to the daisy
chaining is turned off, through clock gating, to save power.

A drawback of this readout method is that if there is a malfunction of one of
the devices in a chain that makes it inoperable, there will also be no data received
from the previous devices in the chain. It is also vulnerable to channels or devices
that are overproducing data, either through misconfiguration or from malfunctio-
ning input channels. Options are available to turn off misbehaving channels, but
monitoring must be in place upstream to detect and reconfigure the device. In
case a device is partly operational, it is possible to configure it so that the com-
plete device is bypassed by forwarding the control and data signal directly from

input to output.

3.2.6.3 Direct readout - serialization

For detectors that would prefer not to use the data handling capabilities of the
SAMPA, a mode is available where the raw ADC samples are directly serialized
and the rest of the digital circuitry is powered down through clock gating. This
mode operates with a serialization speed of 32 times the ADC sampling speed
and can be configured in two modes, referred to as the normal mode and the split
mode.

In the normal mode, the 10-bit data for channel 0 will be output in parallel on
the serial links. In the consecutive cycle, the data for channel 1 will be put out,
and so on. Since the serialization speed is 32 times the ADC sampling speed, it is
possible to transmit the current sample for all of the 32 channels in the time it
takes to sample the next sample.

In the split mode, five first serial links are dedicated to channel 0-15 and the

other five serial links are dedicated to channel 16-31. The serialization speed is
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still 32 times the ADC sampling speed, but it takes two serialization cycles to
transmit a full sample. In the first cycle, the 5 lower bits for channel 0 and the
5 lower bits for channel 16 will be transmitted. On the consecutive cycle, the 5
upper bits for the same channels are transmitted, it then continues with the 5
lower bits for the next channel, and so on. In this way, it is possible to direct the

data for half the channels to one upstream receiver and the other half to another.

Upon start up, a 32-cycle sync pattern is transmitted, so that the receiving end
can synchronize to the stream. As the data transmission is cyclic, there is no need
to have a separate data bit to indicate the start of a new sample. If the receiver
loses track, it can restart the transmission to get a new sync word without losing

more than a couple of samples.

The control circuitry for the serialization is protected from Single Event Upsets
(SEUs), as further discussed in section 3.4.1, but the internal generation of the
ADC sampling clock is not. This can be problematic for detectors that need to
have the sampling clock in phase across several devices. To mitigate this, the spare
11* serial link is used to transmit the ADC clock together with the data stream.
An SEU in one of the ADC clock derivation registers will present itself as a phase
shift in the clock. By counting the number of high and low cycles on the receiving
end of the 11*" link, it is possible to determine if an SEU has occurred and from

there it can be considered if the device will need to be reset.

This serialization method has the benefit that it is simple to implement a re-
ceiver for it on the upstream device. It also opens the possibility for implementing
other compression forms and filtering methods that are more suited to the de-
tector application, with a trade-off in added development time. The filtering and
compression can be done separately on the front-end card by use of an FPGA. Ho-
wever, it has the drawback of increased power consumption of the front-end card
and the added effort of radiation qualification of the FPGA device. It can also be
done off-board by sending the data through the GBTx to a readout device. The
drawback then will be that there will be an increase in cost in the form of a need
for extra GBTx devices and optical fibre links. Since there is no error correction
added in the data itself and there is no synchronization during the data trans-
mission, it is up to the upstream device to verify the integrity of the link during
the initial 32-cycle sync pattern. As all serial links will toggle in a predetermined

pattern, it can be verified that none of the links are stuck at a fixed value.
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3.2.6.4 Direct readout - combinatorial

For applications where there is only a need to use a subset of the channels the
device provides, a mode is available where the data from the ADC channel inputs
are multiplexed to the 10 serial link outputs. The channel that should be used
is determined through the configuration of five inputs pins. Data from several
channels can be acquired by cycling through input pin configurations during a
sampling cycle. As the configuration pins for setting the channel are single-ended
CMOS, the cycling speed would be limited to the single-ended switching speed of
the driving device. Since the data rate using this method is much lower than with
the other methods, it opens up the possibility to interface the device to low cost

FPGA or a microcontroller solutions.

3.3 Design for test

The production, manufacturing, and packaging of ASICs, as well as the soldering
of packaged devices on to printed circuit boards, are all imperfect processes where
there is a probability of ending up with a device that does not operate according
to specifications. Therefore, there is a need to verify the functionality, preferably
after completing each step, so that you end up with a fully functional system.
Catching the bad devices earlier in the process can save on costs, as fewer devices
would need to be processed in the following steps.

Due to the large number of devices that will be needed for the final production
of the SAMPA, and due to the increase in complexity of the device compared to its
predecessors, it is not feasible to test the device fully in a reasonable time frame
only by verifying the functionality through operating the device and changing its
configuration. Since the device also employs various error correcting techniques
to combat SEUs, as further discussed in section 3.4, errors from manufacturing
defects might end up being masked by the error correcting, but will still affect the
SEU tolerance of the device. Due to this, the design has been implemented with
several design-for-test features.!

To detect errors in manufacturing of the ASIC, the design is implemented with

scan chain capability. When a certain configuration is enabled, all registers in

I'When features are added to a design with the primary purpose of verifying the functionality of the

device, it is commonly referred to as design-for-test.
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the design are stringed together into five chains. By manipulating input signals,
shifting bits through the chain, and analysing the output signals, it is possible to
exercise most of the logic in the design and thereby verifying that there are no
broken connections or elements.

The memories in the device are made by a third party and do not support
any scan-chain capability. Instead, a dedicated test structure has been created to
verify their functionality.

To verify that the input/output pads of the ASIC has been properly bonded
to the pins of the package, and to verify there is a proper connection between the
package pins and the printed circuit board once the device is soldered-on, a Joint
Test Action Group (JTAG) boundary scan functionality has been implemented.
Through a simple standardized interface, it is then possible to exercise digital
output pins of the device and read digital input pins.

The analogue section and ADC are not implemented with any built-in test
functionality; it therefore requires a functioning digital section for verification.
The testing is primarily limited to observing that the baseline of the channel is
within expected limits, that the channel responds to input signals and that the

pulse gain is as expected from the setting and provided input signal.

3.3.1 Scan chain

In a scan-enabled design, the registers (flip-flops) are connected together in one or
more scan chains. This enables enable access to the internal nodes of the design
from outside. By shifting patterns into the input of the chain, the state of the
design is set up in a particular way. By advancing the state of the system by one
clock cycle, the value of the next state is captured in the chain. This state can
then be shifted out and compared against the expected one. By varying the state
that is set up, most of the in-between logic functionality can be verified. As the
state space is very big, it is difficult to reach complete coverage. The coverage of
the design for the SAMPA v2 and v3 is given in table 3.4.

The scan chain functionality cannot determine that the overall functionality
of the circuit is correct. It can only verify that the design has been assembled
correctly according to the recipe that was provided, i.e. that all the logic gates are
in place, operating and connected properly. Functional testing that verifies the

device is operating according to specification is further discussed in chapter 4.
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Since the rearrangement of the design into a scan-enabled design and the crea-
tion of the vectors for the testing is a complex process, the process is automated by
a tool. In this case, it was done with Cadence Encounter Automatic Test Pattern
Generator.

Testing of devices can normally be done after the manufacturing of the dies
in the manufacturing plant by use of commercial automated test equipment. It is
also normally done after packaging by using custom testing equipment. Doing the
testing before packaging has the potential to save costs by avoiding to package
defective devices. However, as the device needs to be tested post-packaging as
well, to verify that he packaging went well, the cost saving might not be there
if the yield of the manufacturing is high enough, since a large portion of the
devices would then need to be tested twice. For the SAMPA, all devices have been

packaged to lower production costs.

Design | Non-scannable | Non-scannable Scannable Flip-flops part | Coverage
version flip-flops latches flip-flops of a scan chain

2 3519 (2.8%) 1544 (1.2%) 121411 (96 %) | 121295 (95.9 %) 91%

3 2646 (2.1 %) 72 (0.1%) 123026 (97.8%) | 122980 (97.8%) 92%

Table 3.4: Scan chain information.

The choice of how many chains to have is a compromise between the time
needed for testing and the number of input/output pins dedicated to the scan
chain. Fewer and longer chains means clocking data through the chain will take
more time during testing. As the SAMPA is somewhat pin-limited, a choice of
five chains was selected, which gives about 25k registers per chain. To reduce
the number of pins dedicated to the scan chain implementation, the pins for the
output of each of the chains are reused as serial data output pins during normal
operation.

The non-scannable flip-flops and the flip-flops that were not integrated as part
of the chain, as given in table 3.4, are primarily related to the clock divider, reset
circuitry and the memory Built-In Self-Test (BIST). A separate test-enable pin
is used for disabling the excluded circuitry during testing. The clock and reset
circuitry are instead exercised through the control of the external clock and reset

pins during the scan test. The memory is exercised in its own test as discussed in
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the next section.

In a worst-case situation where, after manufacturing, all of, or a large portion
of, the devices are non-operational, it is possible to utilize the scan chain capability
for debugging the issue. The scan chain can be used for dumping the state of the
device as well as injecting values to alter the state. As this was not the case for
the SAMPA, this functionality was not utilized.

3.3.1.1 Scan observability

The fault coverage of the design could potentially have been higher if more adap-
tions to the design would have been done earlier in the design process to help
increase the observability of unreachable parts. Sections of the design, like the
JTAG, BIST, memory, and clock generator have been excluded as they interfered
with the controllability of the chain. Additionally, there are pins that go to and
from the analogue section which are not controllable. Assuming that the tool that
generates the coverage vectors is able to reach 100 % coverage of the logic that it
can observe, the total coverage would still only be 98.9% in the version 3 design
due to inactive logic and uncontrollability. To increase the observability for logic
that surrounds black-boxed sections, it is possible to add what is referred to as
shadow registers, which observe each input to the black box. These registers have
no operational function when the design is operating normally, but when the de-
sign operates in scan chain mode they can observe the inputs to the black boxes.
In the same way, it is possible to connect the output of a black-boxed module to
a multiplexer together with an output from a shadow register. The path of the
shadow register through the multiplexer is only enabled in the test mode and so,
in this way, the output side is controllable as well. The same method can be ap-
plied to capture data going out and in from pins that are not accessible outside

the device, like for instance the signals to and from the analogue section.

3.3.2 Memory built-in self-test

The memories used in the SAMPA are dual and single port 8-transistor Static
Random Access Memory (SRAM) IPs provided by ARM [53]. Memory IPs are used
for their higher memory densities, lower power, ease of design and for their proven

design. The IPs that are used do not provide BIST for testing of manufacturing
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defects, so a custom built-in memory test has been designed to provide quick
pass/fail testing.

The test structure is built as a wrapper surrounding each 1P, where the data,
address, and control lines for the memories are multiplexed between the normal
data path and the test structure. The test is initiated by pulling a pin high ex-
ternally to the chip.

The algorithm used for testing is a 5N length test (3N for dual port memory),
where N is the number of addresses. Meaning it takes this amount of clock cycles to
complete a loop and completely verify a memory. The test will loop continuously
as long as the test is enabled, providing the added possibility to also use the test
for evaluating the memories’ Single Event Upset (SEU) probability in a irradiation
test.

The test is based on writing a fixed pattern, in this case a checkerboard pattern,
of 0x2AA to the memory in the first iteration, then in the next iteration it will
read and check the 0x2A A pattern and write back a pattern of 0x155 (the inverse
pattern) and in the next it will check the 0x155 and write 0x2AA and so on [54].
The test algorithm is similar to the Modified Algorithm Test Sequence (MATS)
march algorithm [55]. The algorithms are normally only designed for single port
memories, but for testing of the dual port memories, it can be simplified, as they
are in the current design always written on one side and read on the other. Thus,
it is possible to do the read and write in the same cycle, though not at the same

address, so the write is always lagging one address behind the read.

When an address in the memory is read out and it contains an incorrect value,
the test structure will set a signal high for one clock cycle indicating an error. The
signals indicating an error from each of the test structures are ORed together to
provide a combined output signal. Externally to the device, there are two status
outputs available, a latched single-ended output, and a pulsed differential output.
The pulsed output will give one pulse per address where an error is found on,
while the latched output will stay high until an error is found and will then stay
low, enabling a slower test system to detect an error without the need to sample
the pulsed output at a high speed. The latched output is primarily intended for
production testing, while the pulsed output can for instance be used for SEU

detection during radiation testing.

The minimum running time for one test iteration is determined by the largest
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memory that runs on the slowest clock, which is the pedestal memory. The decision
on which test to implement is a trade-off between test time and fault coverage. The
5N chequerboard sequence that is implemented does not provide a full coverage
of all possible errors, but is fast, requiring only 256 ns when operated with input
clocks of 320 MHz and 20 MHz for the serial clock and ADC clock respectively.

The chequerboard tester implemented is primarily able to detect:

Stuck-at faults A stuck-at fault occurs when the value of a cell or line is always
0 (a stuck-at-0 fault) or always 1 (a stuck-at-1 fault).

Stuck-open faults The connection to a cell is broken returning the previous

read value.

Address decoding faults Faults present in the address decoding logic. This in-
cludes failure to access a cell located at an address, shorts between addresses,

stuck-at address lines, and stuck-open address lines.
However, it is not able to, or only partly able to detect:

Coupling faults A write to one cell changes the content of a second cell. This
includes a transition in one cell that inverts another cell, a transition in one
cell that forces a 0 or 1 in the other cell, and state coupling faults where a
cell is only forced to a value if the coupling cell is in a certain state. Only
a fraction of these can reliably be detected with the currently used test

algorithm.

Transition faults A cell or line fails to undergo a transition from 0 to 1 or 1 to
0.

Data retention faults When the cell is unable to hold its value. In SRAM this
could be caused by defective pull-ups. Data retention is tested by adding a
delay after the normal sequence is done and then continue after the delay.
As the SAMPA does not rely particularly on a long retention time in the
memory, this was not added in the automatic test. On the other hand, it
would be possible to test this by stopping the clocks to the SAMPA for a

while before enabling them again.

Read disturb fault Reading the cell multiple times will flip its content. Multiple

reads on the same cell are not done with the current algorithm.
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A more common industry technique is to use a 13N algorithm as with the
Inductive Fault Analysis (IFA) algorithm [56] or a 14N as with March SRD [54]
for complete coverage. Full coverage for the previously mentioned techniques is
only valid for memories with individual cell access. Word-oriented SRAM, where
a complete word is read and written at once, introduces the problem of state
coupling faults between two cells at one address. To detect these faults all four
state transitions between two cells must be tested. This would be done by running
the same test with different patterns. For a 10-bit memory like in the SAMPA,
this would require five iterations of the algorithm [56], significantly increasing test
time. Coupling coverage could have been a bit better if the true physical layout
of the cells in a word would have been known so that the chequerboard pattern

is represented in the actual layout.

For using the pulsed output from the device for SEU detection, there are some

considerations;

o Multiple changed bits in the same address are only detected as one error.

o All the memory tests are run in parallel with the error outputs ORed toget-
her, so if two memory testers discover an error at the same time, they will

mask each other.

o The pulse length for a found error is one clock cycle of the clock domain the
memory tester is running at. If an error is found in two or more consecutive

addresses, the error signal from those addresses will be conjoined.

All of this will add to the dead time of the system as well as the uncertainty in

the total number of errors found.

A possible extension to the BIST is to make it controllable through the JTAG.
This would provide the possibility to supply different patterns to the tester, which
would cover testing of more coupling faults. By adding some extra complexity,
it would be possible to make the algorithm programmable. The default simple
test would then provide enough detection of faults before packaging, while the
extended testing could be done post-packaging if a higher fault detection was

required.
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3.3.3 JTAG boundary scan

JTAG (IEEE/ANSI Standard 1149.1-2013) [57] defines a standard for adding a
dedicated JTAG port to a device for debugging purposes. Internally the device
runs a state machine, which operates independently of the rest of the device and
is controllable through the serial interface of the JTAG port. Several devices can
be chained together by connecting the serial data output of one device to the
serial data input of the next. Instructions can be loaded into the device to control
the behaviour of the state machine. The SAMPA supports the minimum required
instructions, which are to sample the input pins, load the output pins and bypass
the device.

There can be manufacturing errors at several steps in the production that can
lead to inaccessible or shorted pins. There can be broken or shorted bond wires
between the die and the carrier PCB of the package. There could be manufacturing
errors in the carrier PCB of the package. There can also be bad solder connections
between the package and the front-end card as well as broken traces on the front-
end card. The JTAG provides a quick way to verify that there is a connection
between an external device and the chip internal to the package and that there are
no shorts between the signals. The same is possible with the scan chain capability
as well, but the scan chain test takes longer to complete and will require analysis

of the results to determine what the specific error is.

3.3.4 Ring oscillator

A ring oscillator circuitry has been implemented to track process variations in the
manufacturing and determine the effect that changes in supply voltage and tem-
perature has on the speed of the digital design. The circuit diagram is shown in
figure 3.21. It consists of the inverter ring, a frequency divide-by-16, two coun-
ters running respectively on the divide-by-16 ring oscillator clock and a reference
10 MHz clock and some glue circuitry to control and end the test. The length of
the ring was chosen so that the operating frequency would be 160 MHz in the ty-
pical temperature/voltage corner. Consequently, the frequency in the worst-case
corner would be 100 MHz, and 220 MHz for the best case, based on simulation
and available propagation delay values from the manufacturer’s datasheet. The

number of stages is odd to sustain an oscillation and it is a prime number to
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reduce the likelihood of higher harmonic resonances being present [58]. As the
enable signal is generated locally on-chip it will have a rather monotonically in-
creasing sharp edge and have little noise, combined with the relatively low speed
of the oscillation there should be little chance of injecting multiple pulses due to
the transitioning of the enable signal from "0" to "1".

To be able to automatically determine the frequency of the ring oscillator, the
frequency is divided by 16 and compared against the ADC clock. A counter for
each clock is started at the same time and after the ADC clock counter has run for
255 cycles, it will stop the ring oscillator counter. The difference is calculated, the
result is checked for arithmetic overflow and is then stored in a register (RINGCNT)
available through 12C. The RINGCNT value is a signed byte and the oscillation

frequency can be calculated as

(255 — RINGCNT)-16- fapc
255

where fapc is the ADC clock frequency. When the test has completed, the os-

= (3.7)

cillation in the ring will be disabled automatically. Through some multiplexing,
the ring oscillator signal can be passed to one of the differential serial links for
the duration of the test, so that the signal can be observed on a scope. During
scan-chain testing the ring is disabled to prevent it accidentally being enabled
during a test.

If an effort is done to calibrate the frequency at the nominal operational voltage
versus the ambient temperature during operation, the ring oscillator could operate
as a simple temperature sensor during detector operation. As the ring oscillator
does not interfere with the regular operation, this can be done at regular intervals

as part of the detector control and monitoring system.

3.3.5 Miscellaneous test features

Some other test features have been implemented to aid in the verification of parts
of the design. A multiplexer is inserted before the output of serial link 0, which
can output signals from internal circuitry, or from any of the inputs, depending
on the setting of a configuration register. The signal from the either of the three
trigger inputs can, for instance, be set up in loopback mode and routed back out.
This can be used for determining round-trip delay of the system in a production

environment. For instance, if the device that receives the data from the SAMPA is
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Figure 3.21: Schematic of the ring oscillator circuitry.

located far away, there could be a significant propagation delay of the data due to
the length of the optical fibres or wires. By configuring the device in this loop-back
mode, sending a pulse to one of the trigger ports and counting the cycles until a
pulse is received back will enable a coarse time estimate to be determined. This
loop-back mode can also be used for qualification the SLVS driver/receiver pair
with the help of an external Bit Error Rate Tester (BERT).

The daisy chain data input can also be routed directly out so that the com-
plete device can be bypassed when it is used in a daisy chain mode. This can
be beneficial in case a device stops operating properly, but the data from the se-
cond device can still be used. The signal can also be tapped after the controllable
input-delay compensation chain for the daisy chain data input, so that the actual

delay can be measured.
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A Pseudo Random Binary Sequence (PRBS) generator has been designed for
easy qualification of the SLVS driver independently of the receiver. The sequence is
generated from a 31-bit maximum length Linear Feedback Shift Register (LFSR)
that feeds back the XNOR of output 31 and 28. The generator runs on the serial
link clock for maximum speed.

A simple ADC serializer can be set up to serialize a single channel for test
purposes. Selection of the channel is done by changing a configuration register
(SERCHSEL). A 6-bit preamble (b010011) is sent MSB first and the sample data
follows. The samples are serialized with the serial link half clock so that running
with a main clock of 320 MHz and an ADC clock of 10 MHz there will be a total
of 16 bits sent.

The internally generated clocks from the clock divider circuitry can be output
to verify jitter and frequency stability. As the clock divider supplies a delayed
clock to the digital design in relation to the clock that goes to the ADCs, it is
possible to compare the intrinsic delay between the clocks and to quantify the
delay for each step configuration of the programmable delay chain.

The clock generated from the ring oscillator described in section 3.3.4 can be
output to determine more accurately the frequency, or to view the waveform on
an oscilloscope. The oscillation is only active after the ring oscillator test has been
enabled, and then only for 256 ADC clock cycles or 512 oscillator cycles, whichever
is the shortest. It should oscillate at about 100 MHz in the worst-case corner,
220 MHz for the best case and 160 MHz for the typical case, based on simulation

and available propagation delay values from the manufacturer’s datasheet.

3.4 Error handling

With the increase in the interaction rate expected for Run 3, the radiation load
on the SAMPA will consequently also increase. The highest radiation environment
is present in the TPC where the high energy hadron flux is expected to reach
about 3.4kHz/cm?, compared to 0.8 kHz/cm? in Run 1 [14]. High energy hadrons
are the primary source of radiation-induced SEEs in the ALICE environment. The
SEE issues of primary concern for the SAMPA digital design are Single Event
Upset (SEU), where a particle can flip a bit in a memory element, and Single

Event Transient (SET) where a single particle creates a transient on a line that
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can further propagate to a memory element if the event happens close to a clock
edge. Both of these issues can be recovered from by correcting the data either
manually or automatically.

Single Event Latch-up (SEL) issues can also occur, where the particle creates
a temporary short between the supply voltage and ground and which needs to
be recovered from by power cycling or lowering the supply voltage. This issue is
though layout related and must be mitigated by altering the layout or by substi-
tuting problematic library components by non-affected components and therefore
cannot be directly mitigated on the design level.

Devices in a radiation environment are also affected by dose-related issues
that alter the analogue properties of a design over time, the more dose that is
absorbed. As the expected dose rates for TPC in Run3 is only 2.1krad [14], this
is not considered an issue, as at this level, without considering annealing, the
change in analogue parameters will be low [59].

Errors induced by SEE can be, for the SAMPA, classified according to three
severity levels: data-path errors, configuration errors, and functional errors. Data-
path errors are the least severe errors as the errors occur in parts of the circuitry
that are periodically overwritten. The errors are commonly confined to within one
event. Configuration errors are errors that occur in the configuration registers or
pedestal memory and which will alter the operation of the device. These errors
will remain until the device is reset or reconfigured, and so these errors are of a
more severe character. It is, however, possible for the device to operate normally
with these errors, depending on which configurations changed. Functional errors
are the most severe as they can prevent the device from operating properly. These
errors might happen in the state machines, the memory pointers or in certain
counters. In the SAMPA, all parts of the design are protected against SEE, except
for the sections that are part of the data-path and test structures.

Further information on the radiation tolerance and susceptibility of the device
can be found in [60].

3.4.1 Single Event Upset handling

A common technique to increase tolerance to SEE is to create custom cells (i.e. flip-
flops and latches) that have been improved by altering or adding extra components

(resistors, transistors etc.) to mitigate the effect of the injected charge. The use of
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custom cells comes with an increase in size and power consumption, in addition
to the extra work needed to design test and qualify them. The SAMPA design
uses standard cells and as such need to mitigate the effect of SEEs through design
instead.

SEUs are caused by charged particles traversing a device, injecting charge along
the way and potentially causing a register’s value to change to the opposite value.
A common technique to protect devices against SEUs is by employing Triple-
Modular Redundancy (TMR), which is essentially the use of a two-out-of-three
voting concept at a low level [61]. As the information is stored in multiple locati-
ons and, provided that a hit only affects one node, the upset will not propagate
and the correct data can be recovered. Accumulation of errors can be prevented
by making sure that the register is refreshed periodically or automatically when
an error is detected. Most of the operationally important registers in the design
have been protected through TMR to avoid functional upsets in the device that
would require the device to be reset. There are about 125000 flip-flops in total in
the second prototype design, including the extra TMR registers. The amount of
registers (excluding extra TMR flip-flops) is about 55000, of which 20700 (38 %)
are not protected by TMR.

The exceptions are:

Internal data path The number of registers in the data path between the ADC
and the buffer memory amount to about 17 700 registers or about 1/3 of the
design. SEUs in the data is deemed to be acceptable, so TMR is not enabled

for these registers to save area.

Daisy chained data path The number of registers on the data path from the
daisy-chained input to the buffer memory amounts to 109 registers. These are
not protected for timing reasons and as the header-data is already protected
through SECDED.

Test structures Registers in the test structures, i.e. the ring oscillator, LFSR
generator, JTAG, and some other test infrastructure, are not protected since
they are kept in reset by TMR protected configuration registers during nor-

mal operation. The test structures contain 138 registers.

Memory BIST The memory Built-In Self-Test is not protected as it is kept in
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reset by an external pin that is pulled low. It contains about 2700 registers.

o oo a
Data out :
P Qr—° Data out
[
Data in .
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Clock Clock H —
Reset — 4% Reset — 1 ¢ %
(a) TMR protected register (b) TMR protected synchronizer

Figure 3.22: TMR protection.

Figure 3.22a shows the schematic drawing of a normal TMR register and fi-
gure 3.22b shows the schematic for a TMR protected synchronizer. The TSMC
library has a custom component for the majority voter which reduces the additi-

onal area needed for a TMR register compared to a non-TMR register.

‘define TMRINST (HIGH,LOW,NAME) \
wire [HIGH : LOW] NAME; \
reg [HIGH : LOW] NAME‘‘_TMR[2:0]; \
voting_nbit_3reg #(.SIZE((HIGH)-(LOW)+1)) \ ,
NAME‘‘_voter (.A(NAME‘‘_TMR[0]), .B(NAME‘‘_TMRI[1]), \
.C(NAME‘‘_TMR[2]), .out(NAME))
‘define TMR(NAME, RANGE, ASSIGNMENT) \
{ NAME‘‘_TMR[0] RANGE, NAME‘‘_TMR[1] RANGE, \
NAME‘¢_TMR [2] RANGE} <= {3{ASSIGNMENT}}
module tmr_example (clk, din, dout);
input clk, din;
output ‘TMRINST (2,0, dout);
always @(posedge clk) begin
‘TMR (dout , [0] , din);
‘TMR (dout , [2:0], dout[1:0]);
end

endmodule

Listing 3.1: Macro implementation for TMR protected registers.

A common problem when implementing TMR through coding is that the synt-
hesis tool, which converts the Register Transfer Level (RTL) description into gate
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level, will see the two extra registers as redundant and simplify them into a single
register, effectively removing the TMR. This was solved in the current design by
using a macro function to instantiate and assign values to the registers, as shown
in Listing 3.1. The macro adds a suffix " TMR" to the name of all TMR protected
registers, the synthesis tool is then later told to preserve all registers with this

suffix.

The assignment macro supports partial range assignments as well as assign-
ments to the full range if the range is not given. Complementary "NOTMRINST"
and "NOTMR'" macros exist for registers without TMR so that they can be easily
converted to TMR with minimal code changes. Having the TMR instantiation as
macros also adds the possibility to disable completely TMR by redefining the ma-
cro. This can be used for speeding up simulations when it is deemed that the TMR
will not influence the simulation. To avoid the accumulation of errors, it has been
made sure that all registers have a feedback path from the voter output to the

register input for the cases where the register does not update each clock cycle.

Another option that has been employed is to triplicate the modules containing
the registers that should be protected. This was used for the global- and channel-
configuration register modules, as all the registers needed protection and it made
for cleaner code in the core module. The drawback of the method is that all
registers need to exit the module to connect to the majority voter one level up, and
then the voted signal needs to go down into the core modules again. This amounts
to a lot of wiring and extra work connecting modules and signals together. It is
also prone to mistakes if register widths are changed or registers are added or

removed.

To avoid that the synthesis tool simplifies the modules into one, a suffix
' _MODTMR" is added to the top module and the tool is told not to do any op-
timization/simplification in the module. The drawback is that this also prevents
the tool from doing beneficial simplifications to the other logic in these modules.
The SAMPA only uses this method for the global and channel register units, as
they contain mostly registers. It is also applied to the 12C slave module as the

code was supplied in this form by CERN.
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3.4.2 Singe Event Transient handling

In a TMR protected design, there is still a possibility of having SETs that alter
the value of a signal interconnecting two registers. As this value will propagate to
all three registers of the TMR, the value will be latched by them all, and the state
of the system will have been changed to an incorrect one.

Normally SETs are mitigated by triplication of all the logic in the design,
including the clock and reset nets. This comes in addition to the triplication of
the registers, so there are effectively three separate versions of the design. Voting
between the designs is done as normal after each register. As the probability of
getting SETs are in general low, the amount of extra area that triplication of the
full design would require was not considered justified.

The design includes preventative measures to at least avoid that SETs create
functional errors by making sure all state machines return to an error state in
case invalid combinations of input signals are provided to the state machine.
Data taking for the channel will be halted until the next triggered time window

is started.

3.4.3 Upsets in data memory

Since the design uses a separate memory for the header and payload data, and
since the length of the payload for a given header is encoded in the header, it is
important to protect the header memory against upsets. This is so that when it is
time to read out a packet from memory, the correct amount of words is read out
from the data memory. The header is therefore encoded with Hamming(50,43),
including an extra parity bit for SECDED, which protect the pointer from single
errors. The header is corrected after it is read out from the memory and if a
double error is found the state machine resets its memory pointers to the start
of the current packet that is being prepared on the write side. A parity bit of
the payload is also included in the header, providing a way to determine for the
readout system if there has been an upset in the payload data.

Due to space concerns, the design does not use any EDAC techniques on a per
address basis for the memories as this would require one or more extra bits per
address, increasing the design by 10 % for a parity bit, 40 % for Hamming(14,10)
or 50 % for SECDED with Hamming(15,10). A parity bit would only be of benefit
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if the specific data could be marked as bad and excluded from further processing.
This would only be practical to do for the payload memory, but would require
that the extra parity bit per payload word be transmitted along with the payload,
significantly increasing the bandwidth needed.

The time-based subtraction memories (pedestal memories) and the memories
used for the pre-trigger delay do not have any form of built-in mitigation added.
Since the pre-trigger memory is essentially an extension of the sample data-path,
which is also not protected, an error in this memory is of no great concern, as
it will only alter the value of a single sample. An upset in the pedestal memory
would, however, be persistent and of greater concern. Like for the data memories,
there is no protection included here either due to limited device area. A technique
to mitigate upsets in the pedestal memories is to refresh the content between data
taking runs, or whenever an opportunity becomes available, where the memory is

not in use.

3.5 Design for low power

Power consumption in a CMOS device consists of dynamic power when the logic
is transitioning and leakage power when the logic is in a non-switching static
mode. The leakage power is mainly dependent on the manufacturing process and
the supply voltage. As the digital and analogue have separate power domains,
it is possible to lower the digital supply voltage if a power reduction is needed.
This would come at the cost of lowering the maximum operational speed and
lowering the noise margin. Timing verification has been done to verify that the
device operates correctly in the worst-case characterization corner, which has the
voltage at 1.08 V. An option would have been to have several power domains in the
digital design that could be independently powered down, but this would likely
negatively affect the power routing, which possibly would lead to an increase in
noise.

Dynamic power is due to switching of capacitances and the short circuits that
occurs from supply to ground when transitioning from one output level to another.
The switching power is proportional to afCVy,?, where « is the activity factor
i.e. the fraction of the circuit that is switching, f is the clock frequency, C' is the

node capacitance and Vg, is the supply voltage. Therefore, the dynamic power
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can be lowered by reducing the operational clock frequency, preventing logic from
switching when not used, disabling the clock to certain sections when not in use

or by lowering or turning off the supply voltage to certain sections.

The majority of the design operates at the lowest necessary speed, which is
the same as the ADC sampling speed. Ounly the circuitry between the ring buffers
and the serializers, which is a small part of the design, runs at a higher speed,
and then only at half the serialization speed. The parts that run at higher speed
are also concentrated furthest away from the analogue section to reduce the noise
coupling. As the digital part that runs at the ADC sampling speed will still create
noise when the logic is switching, there is a possibility that this could influence
the sampling of the analogue signal in the ADC. Therefore, a programmable delay
chain has been implemented for the sampling clock that goes to the ADCs so that
the sampling can happen during a quiet period. The delay chain used delay cells to
implement the delay with a granularity of 1.5 ns per bit for a maximum of 94.5 ns.
The delay in a delay cell is subject to process variations, temperature, and voltage
variations, so if an accurate delay is needed for keeping several devices in sync, it

is also possible to only invert the clock.

To avoid unnecessary toggling of data paths, the paths that are not in use are
kept at static values e.g. the inputs to filters that have been disabled and the

address and data ports for memories that are not currently activated.

Clock gating is used to disable the clock to circuitry that is not needed. For
instance, when the daisy chain mode is disabled, the clocks for the module that
receives data from the daisy chain are turned off. The 12C module enables its clock
only between a start bit and a stop bit, so it is effectively disabled when it is not
receiving a word. A watchdog makes sure the module returns to idle if a start is

received, but the transmission halts before a stop is received.

If a specific channel is determined to be defective or the device is used for an
application where not all of the channels are in use, it is possible to clock gate
the specific channel through a configuration register. This clock gating disables
the clocks to the ADC and prevents the digital processing chain of the channel to
run, though it does not clock gate the digital channel to avoid having 32 separate
clock trees. As the digital channels consume most of the area of the device, having

separate clock trees would likely negatively affect the routing of the device.

In the direct readout mode, only a very small part of the design is needed,
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primarily the direct serialization module, the slow control, and the main configu-
ration register. Therefore, the clocks for the rest of the design are gated to save
power. Enabling of the clock gating is done through an external pin, which also

enables the direct readout mode.

Serial clock | ADC clock ‘ Voltage ‘ Switching ‘ Leakage ‘ Total

320 MHz 10 MHz 1.2V | 1835mW | 7.47mW | 25.82mW
160 MHz 5 MHz 1.2V 9.1mW | 747mW | 16.62 mW

Table 3.5: Power consumption on the digital rail at different operational frequencies.

When the device is configured to run with less than the maximum number
of serial links, the current source for the Scalable Low-Voltage Signalling (SLVS)
differential drivers [62] of the unused links are disabled to save power. The drive
strength of the used serial links can also be configured in three steps so that if
the receiving device is located close to the SAMPA, the drive strength can be
decreased to lower power.

An option would have been, for applications that do not need full TMR, to
have partial or full disabling of the TMR circuitry to save power. However, due to

the way the TMR was implemented, this could not be easily be implemented.



Chapter 4

Verification and testing

The design presented in the previous chapter has been extensively tested to gua-
rantee that it functions as expected once produced. This chapter presents the
methodologies and results of the verification and testing work that was completed
for the first, second and third prototype. The chapter opens with a discussion on
the verification work done on the digital design through the use of software simu-
lations and modelling of the design features. Methodologies in the design process
to reduce the probability of bugs appearing in the design are also discussed. The
chapter continues with a description of the acquisition system that was designed
for the hardware tests and verifications. The focus is then moved to the hardware
device validation and testing with a primary focus on the tests that have an im-
pact on the digital design. Other tests, e.g. analogue and ADC characterisation,
have also been completed, but will not be discussed here, as they don’t directly

affect the digital design.

4.1 Functional verification of the digital design

Functional verification is the task of checking that the system operates as intended
and as specified. It is one of the most important tasks in the design of ASICs, due
to the cost and turn-around time involved in their production. If an issue with
the digital design is detected after the device has been produced, it can be very
difficult to determine the cause of the issue, as there are usually no simple ways
to observe the internal operation of the design, unless specific debugging features

have been implemented for this purpose.
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In contrast to analogue designs, digital designs can be almost fully verified
through computer simulations as long as the design itself is fully synchronous. In
an ideal synchronous design, the state of the system only changes when triggered
by a clock signal and so the state can be predicted by the initial state of the
system and the stimuli provided. The state of an analogue or asynchronous design
is more dependent on how well the physical, manufacturing, and environmental
properties are modelled. As long as the synchronous design operates well below the
speed limits of the process technology, it approaches an ideal synchronous design.
The parts that are more difficult to simulate are the interfaces to any internal
analogue parts and interfacing to the outside world. Mixed-signal simulations
are used for this purpose; where in the analogue-parts are either modelled in
a simplified manner, from only a behavioural perspective, or the full analogue

schematic is modelled.

To drive a digital simulation, a testbench code is created, which encapsulates
the design-part to be tested. Its purpose is to direct the overall testing effort, as
well as to provide stimuli to the device under test, and to verify automatically the
correctness of its response. It is essential to have tests that verify the complete
operation of a design, including all corner cases, to minimize the risk of disco-
vering issues after production. Code/test coverage tracking helps in this regard,
where the tool collects information on which statements have been executed in
the code, which branches have been taken, which states that have been covered or
transitioned between, and which bits in a register have been toggled. Code that
cannot be covered by exercising the inputs is likely to be dead code and might
need to be removed. Exceptions would be, for instance, SEU hardening code like

TMR, which is triggered by impinging particles.

Code coverage only verifies the correctness of what has been implemented and
can be generally considered a quantitative measure of the design code, but it does
not necessarily verify that all the specified functionality has been implemented or
tested. The design intent from the specifications must, in addition, be formulated
as testable statements that can direct the testing to verify that all features have

been covered, generally referred to as functional driven verification.

To detect illegal transactions and signalling in the code, the design uses asser-
tions, which are small pieces of simulation code inserted in the design code that

reports when certain conditions occur. The benefit of including assertions is that
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they report both when testing a module standalone and when it is tested toget-
her with other modules as part of a bigger hierarchy. With assertions, interfaces
between modules can more easily be verified when testing a bigger hierarchy, and
the origin of the error is easier to pinpoint without the need to trace an error from

a top-level output back to its point of origin.

The testbenches in this design use a combination of directed testing, where the
specific design intent and specifications are verified, and random testing, where the
input stimulus is randomized to exercise the bulk of the code coverage metrics.
Testing the complete behaviour of a sub-module from the topmost level of the
design hierarchy is often complicated by both the limited set of input controls
available from the top level and the increased simulation time that is required
to test the larger amount of code. Due to this, it is generally preferable to test
the sub-module in isolation as well. However, since testing in isolation might not
capture all the intricacies of the inter-module communications in the design, it is
still important to try to verify as much as possible from the top level, particularly
since the top-level testbench is used for verification of the post place and route
code including timing verification. For the v2 design, the top-level testing was
primarily done using functional directed testing, but more randomized tests where
added for v3 as issues were discovered during hardware testing of v2 that were
not caught during simulation, because the functional coverage was not exhaustive

or high enough.

For the design of the SAMPA v2, the design was primarily tested using a clear
box approach, as opposed to a black box approach, where the designer of the tests
also was the designer of the circuitry to be tested. The benefit of this approach is
that is that the needed coverage is reached faster since the designer knows which
specific issues and problems to test for, but the designer may, on the other hand,
have an obstructed view on other potential issues due to having pre-knowledge

from the design phase.

To provide a consistent testing environment, this design uses the Bitvis Utility
Library [63], which is an open source VHDL testbench infrastructure library. The
library reduces the workload needed to design and analyse tests by providing
a structured uniform logging mechanism. It also provides methods for checking
and reporting of signals and transactions with verbosity and severity handling.

The testbenches are compatible with and can be run on both Cadence Incisive
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Simulator [64] and Mentor Questa Sim [65].

To aid in code review and to help visualize the designed implementation, all
the main modules have additionally been drawn schematically and are availa-
ble in [66]. Based on the results of this process, various pieces of redundant or
unnecessary circuitry were discovered and removed between v2 and v3.

The design has been functionally verified through simulation with TMR pro-
tection enabled, but verification of the correctness of the TMR implementation
and its ability to correct for error has not been done in simulation due to lack
of suitable tools and the complexity involved in doing the verification manually.

Verification has instead been done in hardware; see section 4.3.4 and [60].

41.1 Tool based analysis

To detect all problematic edge cases in a design, the amount of time needed for
simulation grows rapidly as the design grows in complexity. To alleviate this,
certain tools are available which runs static analysis of the design code to detect
potential issues. Instead of simulating the design, the tools use techniques like
data flow analysis, control flow analysis, lexical analysis, and formal analysis to

find potential issues.

41.1.1 Static code analysis

The RTL code for the digital design has been written in Verilog with some enhan-
cements from System-Verilog. Verilog is a loosely typed language, which means
that any data type can be assigned to a variable of a different type without an
error or warning being created. The benefit of this approach is that the code beco-
mes less verbose and easier to write, but the drawback is that it is relatively easy
to make a minor mistake that is hard to detect even with the help of simulation.
There are also certain idiosyncrasies to the language that makes it prone to pro-
duce bad code [67]. As such, it is beneficial to use programs that statically analyse
the code for suspicious constructs like variables that are never read, truncation
of a signal when it is assigned to another variable, not taking care of overflow in
adders, etc. These tools are commonly referred to as linting tools. The tool can
also check that the code adheres to certain ways of coding that are less prone to

produce problematic code. Some tools additionally incorporate formal-verification
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techniques to detect for instance unreachable states in a state machine.

Some linting behaviour is commonly built into the synthesizers, but their analy-
sis is not as exhaustive as with stand-alone tools. Since there are variations on the
different checks that different tools do, this design used Verilator [68], Mentor HDL
Designer [69] and Cadence Incisive Hardware Description Language (HDL) [70].
The tools have a tendency to report several false positives, for instance, if you
bring a packed configuration-register vector into a module, but only use parts of
the vector in that module, the remaining bits will be reported as unused. Other
types of warnings that might present themselves are if there are unused outputs
on a module, or if there are registers without a reset. For v3 of the SAMPA, Ve-
rilator reports 80 warnings and HAL reports 2 errors and 785 warnings. Numbers
for HDL designer is not available as the tool no longer is able to parse the code for
SAMPA v3 due to the introduction of more System-Verilog code in v3, which is
not as well supported by it, but the numbers for an earlier analysis was on order
of what HAL reports.

When the log has been parsed thoroughly once, it is later possible to do only a
diff between the previous log and the current to detect any changes. Running the
linting tools before new changes are committed to the repository reduces the time
spent on unnecessary debugging of code. For instance, a warning will be reported
if the bit-width of a register that is distributed to several modules was changed

in one module, but not updated in all places where it is instantiated or used.

4.1.1.2 Formal verification

After converting high-level RTL code to lower level gate-level code in the synthesis
process, there is a need to verify that the converted code has the same functionality
as the original source. This can be done through simulations, but simulations are
only as thorough as the testbench itself. Logic Equivalence Checks (LECs) are
instead preferred to simulations as LECs are an exhaustive analysis of all logical
possibilities. A complete analysis with LEC is also faster than an exhaustive testing
through simulations,

To provide redundant testing, this design used both Mentor FormalPro [71] and
Cadence Conformal Equivalence Checker [72] to verify the equivalency between

the RTL, the synthesized code, and the post place and route code.
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Figure 4.1: Module based testbenches. Grey boxes are modules from the design.

4.1.2 Module based testbenches

Module based testbenches have been created for most of the sub-modules of the
design, to more extensively verify a larger part of their functionality than what
could otherwise have been done from the top level. Most of the testbenches follow
the structure as shown in figure 4.1a where there is a main test sequencer that runs
a sequence of tests to verify the design, followed by a data generator driven by the
sequencer, which generates the stimuli to the Device Under Test (DUT). Running
in parallel with the DUT there is a simplified behavioural model of the design,
which generates what are to be the expected output signals from the DUT. A
checker process verifies that the data generated from the DUT and the behavioural
model matches and will otherwise report any inconsistencies. Depending on the
complexity of the DUT, the data generator and the checker might be in the same
process loop as the sequencer. This is particularly the case for the testbenches of
the pipelined modules in the channel pipeline (pre-trigger, Digital Shaper, BC1,

BC2, BC3, Zero suppression) where only a new sample value is inserted and a new
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Figure 4.2: Module based testbenches. Grey boxes are modules from the design.

baseline value verified per cycle.

For interfacing to some of the DUTs, Bus Functional Models (BFMs) have been
created, which abstract the multi-cycle interfacing to the module into a single call
to make the testbench sequences both easier to write and read. This was done
for the JTAG testbench as well as the 12C testbench. The JTAG module deviates
from the general testbench in figure 4.1a by an additional possibility to connect
two JTAG modules together to verify that JTAG chaining works. The 12C module
deviates in that it interfaces to a generic wishbone attached memory and can be
driven from both the 12C BFM and a module containing the 12C master from the
GBT-SCA project, the same device as will be used in the experiment. A separate
BFM is used to interface with the GBT-SCA master 12C unit. In this way, the
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compatibility with the GBT-SCA can be verified before the chip is produced.
The testbenches that verify parts of the data-formatting unit and ring buffer
are more complex as they need to model more of the surrounding circuitry. For
the Huffman testbench shown in figure 4.1b, the sequencer generates sample data
that is sent to the Huffman DUT and the Huffman model. The model stores the
compressed data in a memory array and this data is used to compare against the
output of the Huffman DUT by an independent checker process. An event genera-
tor model controlled by the sequencer generates the necessary signals to simulate
events with varying length and spacing. The output of the data-formatting unit is
fed into a model of the ring buffer and a checker verifies the data in the memory

against the data produced by the Huffman model earlier.

The testbench shown in figure 4.2a takes a slightly different approach as it
is based on the SystemVerilog method of designing testbenches with a separate
driver, monitor, sequencer, and checker.! The driver generates both the stimuli
and models the two DUTs. The monitor models the memory readout behaviour

and provides the data to the checker, which verifies it against the model data.

The daisy chaining testbench was built in two steps. In the first step, the data
from the neighbouring chip was generated by a model (link data generator in
figure 4.2b). As the daisy chaining is supposed to pass the data verbatim, except
for the suppression of sync packets, there is no need to model the behaviour of
the DUTs, and a FIFO buffer is used instead. A checker is present at both the
interface between the neighbour input module and the ring buffer, as well as on
the output of the ring buffer. For v3, the RTL code for the serial output module,
the heartbeat generator, and sync generator was added to verify that all inter-
delays between the communication of the master and slave unit had been taken

into account in the model.

The coverage for the tested modules is listed in table 4.1 for both v2 and v3.
The coverage numbers were generated by Mentor Questa Sim [65]. The coverage
number includes both statement coverage, branch coverage, condition coverage,
and toggle coverage. Statement coverage verifies that each code line is hit at least
once. Branch coverage checks that each branch of an if/else or conditional operator
is hit once. Condition coverage sees that all combinations of the input terms of

a branch statement are covered. Toggle coverage verifies that each bit of each

IDFU ring buffer testbench created by Raul Acosta Hernandez, University of Sao Paulo, Brazil
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register or wire has transitioned from 0 to 1 and opposite at least once.

An effort was put in to increase the coverage of the design for v3. In v2, the
lower coverage was mostly caused by dead or unreachable code branches that
were removed for v3. In other cases, it was found that not all bits in a register
had been transitioned during the testing to cover all parts of the design. In v2,
the data-formatting unit and ring buffer were only verified on the top level and

so the coverage numbers are not included.

Module Total coverage v2 Total coverage v3
Pre-trigger 98.1% 100 %
Digital shaper 94.2 % 95.7%
Baseline Correction 1 96.6 % 96.9 %
Baseline Correction 2 95.5% 93.1%
Baseline Correction 3 100 % 100 %
Zero suppression unit 98.5% 100 %
JTAG 82.2% 100 %
12C 98.8% 100 %
Event manager 86.3 % 100 %
Huffman 94.6 % 100 %
Neighbour control 100 % 100 %
Neighbour ring buffer 99.5% 99.5%
Data-formatting/compressing unit | 44.9 % (only Huffman) 100 %
Ring buffer input/output - 100 %
Clock generator 98.1% 100 %
Ring oscillator 98 % 100 %
Hamming encoder 100 % 100 %
Hamming decoder 100 % 100 %

Table 4.1: Code coverage summary of module based tests.
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Figure 4.3: Testbench for top-level design. Grey bozxes only included when doing simulation
of daisy chaining. Double box on SAMPA indicates a wrapper for emulating some of the

analogue behaviour.

41.3 System level testing

The testbench for the top-level design is sketched in figure 4.3. The testbench
can be set up for testing of a single SAMPA or for testing of two SAMPAs in
daisy-chained mode by changing a parameter at compile time. When testing only
a single SAMPA, the boxes marked in grey are excluded from the simulation to
increase the simulation speed. By changing another parameter at compile time,
it is possible to run the simulations with gate level code, both with or without
back annotated timing. A wrapper encapsulates the SAMPA code to model some
of the analogue behaviours, like for instance the I12C tristate driver and the SLVS
enable signals.

The serial link data checkers operate independently from the test sequencer.
In case of certain tests where checking is not needed, they can be disabled to
avoid generating unnecessary errors. The task of each checker is to automatically
synchronize to the incoming data, like a real serial receiver, do integrity checks on

the packet header, verify the header and data are without any parity or Hamming
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errors, compare the received header and data against the next expected header
and data received from the behavioural model, do a decompression test of the
data to verify that the compressed data fits with the raw input data and finally
do a graceful self-recovery in case unexpected errors occur, so that testing can

continue from the next packet.

If the serial link checker has been marked as not being the last checker in a
chain it additionally puts the output data in a buffer to be checked by the next
checker in the chain. Since each serial link checker has knowledge of which chip
address it receives data from, it ignores the packet that is not from the expected

chip address and forwards them directly to the buffer.

The behavioural model for the SAMPA contains separate processes for model-
ling of the clock generator, the event generator, the reset generator, and the 32
channels including filtering, compression, and memory handling. Modelling of the
channel pipeline is cycle-accurate and in phase with the pipeline in the SAMPA so
that debugging of issues can be easily done by comparing the data in the pipeline
between the model and the real code. The behavioural model tries to emulate the
memories of the SAMPA as close as possible so that it takes into account over-
flows. The memories and its pointers are accessible from the checker through use

of shared variables.

The data generators can be set up to generate different sequences of signals
depending on what is to be tested. It can produce full range sawtooth waves,
which aids in debugging since it makes it easier to compare the output data of
the model and the real circuitry when an issue occurs and determine if something
happened too early or too late and by how many cycles. It can also be set up to
run with random input data, which by adjusting the zero suppression threshold of
the filters can easily emulate different data occupancies for verification of buffers
and serial links. Additionally, it can read plain CSV files with sample data or
custom data files from for instance TPC physics runs in 2010, which has both
normal data as well as what is referred to as "black events', which have data from

collisions with an exceptionally high amount of particle tracks.

As the testbench has been designed modularly, it is possible to include se-
veral devices in a chain if needed. This only requires instantiating new modules
and routing the intercommunicating signals, if needed. However, the MCH only

required two devices in a chain for the final design [14].
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The BFMs previously created for the module-based testbenches are also reused
in the system level testbench. This includes the JTAG and 12C BFMs. Additional
BFMs have been created for reading and writing from both the global register,
channel register, pedestal memory, and channel order register.

Configuring of the device happens through 12C and since it only operates at
maximum 1 MHZ, it takes significant time to set up configurations for different
tests. To avoid this, the testbench instead forces values onto the internal signals
between the 12C module and the register module inside the SAMPA once the tes-
tbench has been confirmed to be working satisfactorily in a separate test. Forcing
and spying on signals is a feature available in the 2008 version of VHDL, but the
Cadence simulator has unfortunately only limited support for VHDL-2008. Both
Mentor and Cadence, however, support these features through their own special
function calls that are not part of the standard. To make the testbench environ-
ment uniform across simulators, a generic package per simulator has been created.
It wraps each of these special function with a generic function name so that the
testbench can call the functions with a generic name and during compile, only
the package file for the specific simulator is included which has the version for the
generic function translated to the internal one. In this way, the testbench can be
simulator agnostic.

The testbench sequence is mainly focused on verifying the functionality of the
design and the extensive verification is left to the module-based testbenches. The
testbench verifies that all interfaces to the device functions, this includes 1%C,
JTAG, memory tester, scan chain, clocks, resets, and triggers. It also verifies all
data output modes, this would be the direct readout serialization, the packet
based serialization, and the daisy chaining. Additionally, it verifies that all test-
modes like the bypass mode, ring buffer, direct readout combinatorial, etc. operate
correctly. Overall, this covers the operational functionality of close to everything

that can be controlled externally.

4.1.3.1 Scan chain verification

To minimize the workload and to avoid errors, the scan chain insertion, see
section 3.3.1, was done by a tool (Cadence Encounter Test, now Modus [73])
instead of manual insertion. In addition to the scan chain insertion, the tool also

creates vectors for testing the design and creates a Verilog testbench that runs the
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complete vector test on the digital code. To verify that the generated vectors do
not produce any false errors, the testbench was run on the gate level code with ti-
ming. To additionally verify that the fault-finding algorithm correctly detects an
error, a wire was deleted from the design and the testbench was rerun. An error
was produced as expected and the error was indicated to be at the point where

the error had been introduced.!

41.3.2 Clocking and Clock-Domain Crossing verification

Signals crossing between two asynchronous clock domains might experience metas-
tability, which could cause incorrect data to be generated [74]. Since the SAMPA
design employs four clock domains where some of the clocks might be asynchro-
nous if multiple clocks are externally sourced, it is both important to code the
design to avoid any metastability and to do verification to confirm that all cros-
sings have been checked. The design uses two-register synchronizers for all signals
passing between two clock domains [74]. Pulsed signals passing from a fast clock
domain to a slow one are converted to signals that toggle on a rising edge be-
fore being passed to the slow domain, this still requires pulses to be separated by
two or more cycles on the receiving end, but does not require the signal to stay
high for multiple cycles. Multi-bit signals from counters without control signal are
Gray-encoded before being passed between clock domains to avoid capturing the
wrong value if the signal is captured in the receiving domain while some of the
bits are still switching over from one value to another. When a control signal is
present in addition to the multi-bit signals, only the control signal is synchronized
and the data is expected to be valid for enough cycles to sample valid data.

To avoid that signal are inadvertently being used in another clock domain
without first being synchronized, a coding convention has been employed. For
modules where multiple clock domains are present, the variable names of all signals
have been appended with a postfix indicating the clock domain that the signal
belongs to, e.g. signal_clkadc, this avoids that errors are introduced while coding,
it also aids in spotting these errors while reviewing the code.

To verify correct operation of the design with asynchronous clocks, the top-

level testbench was run with the device set to operate with all external clocks and

IScan chain insertion and testing done by Bruno Sanches and Dionisio Carvalho, University of Sao

Paulo, Brazil
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the input clocks set to frequencies that were not a factor of each other. The cell
library was modified so that when a metastability is detected in a flip-flop it will
randomly produce a 1 or a 0 on its output instead of outputting "X’ which will
propagate through the design and prevent further testing. The regular set of tests
were run without issues.

Testbench verification will only catch a subset of the possible clock domain
crossing issues so to additionally verify that all crossings have been covered, Men-
tor Questa CDC [75] has been employed. This tool uses structural analysis of the
code to detect clock domains and synchronizers and can report on any potential
failure modes.

The Clock Domain Crossing (CDC) testing uncovered no specific issues, proving
that the employed design methodology prevented these issues.

Since the ADC requires clocks with a low amount of jitter, the clock generator
was simulated on the layout level in circuit simulation and was found to have less
than 50 ps of added jitter on the ADC sampling clock.

4.1.3.3 Mixed-signal verification

Mixed-signal verification! involves connecting the analogue circuitry together with
the digital to verify that communication between the analogue and digital works
as expected. Since the chip has been created with an analogue-on-top flow, i.e.
the fully placed-and-routed digital design is instantiated as a block on the top-
level analogue layout, there is a need to verify that the correct signals have been
connected to the correct ports on the digital design.

To speed up the debugging, the Analogue Mixed-Signal (AMS) verification is
usually done in three stages. Firstly, a behavioural model of the analogue compo-
nents is created in either Verilog-AMS or VHDL-AMS, which can then be simulated
together with the digital code at higher simulation speeds. This verifies primarily
the interaction between the various parts.

Since the analogue behavioural model is only a simplification, there is also a
need to do verification with the schematic netlist of the analogue to check that
their behaviour is the same. These tests need to be kept short due to the increased

time needed to run the analogue netlist simulations. Here a few samples have been

LAMS simulations conducted by Tiago Weber for v2 and Heiner Alarcon for v3, University of Sao

Paulo, Brazil
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tested through the direct serialization mode, through the normal packet based
mode and the daisy-chained mode.

The tests also need to be run with the digital gate level code with back an-
notated timing, together with the layout version of the analogue, to verify that
the timing between the ADC and the digital is in order and that the power-up
sequencing is working as it should.

The mixed signal verification helped to uncover issues with signals between
the ADC and digital having inverse direction, start-up issues related to the clock
gating employed in the direct serialization mode and timing issues between the
ADC and digital inputs.

414 Test coverage improvements

As explained in section 4.3.4, an irradiation test was performed on the design to
verify its tolerance to SEUs, but since it is difficult to do an exhaustive test of
the failure rate of the design in all possible configurations during a beam test, a
simulation-based effort to evaluate the effectiveness of the SEU protection could
have been of benefit. This is commonly done by modifying the test environment
to support fault injection while running the normal verification testbench. Due to
time constraints and lack of automatic tools to do the verification, this was not
completed, though the irradiation test did not directly uncover any issues that
could have been solved by fault injection.

In addition to being able to predict the failure rate of the design, fault injection
can also be utilized for improving mitigation strategies by highlighting areas of the
design that are more sensitive to failures than others. As the TMR technique that
has been employed for SEU protection requires significant area, the test could have
also helped determine areas that could run without TMR or that could employ
other methods of protection, reducing the needed chip area of the digital part.

The testing of the top-level digital design was, due to time constraints, pri-
marily done by directed functional testing of the functionality that the TPC and
MCH required and so certain aspects of the design that are outside the scope of
their requirements will not have been covered. The remaining effort lies in imple-
menting models of the yet to be tested circuitry so that more of the design can

be tested with randomized testing.
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Figure 4.4: Schematic overview of the FPGA design showing various system blocks.

4.2 Hardware verification of the digital design

To verify the various performance specification of the SAMPA, a continuous Data
Acquisition (DAQ) system has been developed. The FPGA-based DAQ system is
specially designed for the qualification of the SAMPA and is designed around an
Altera SocKit [76] evaluation board containing an Altera Cyclone V System-on-
Chip FPGA [77], which has a built-in dual-core ARM! Cortex-A9 microproces-
sor unit. The SAMPA is mounted on a separate mezzanine board connected to
the development board through a high-speed connector. Control of the SAMPA
and the FPGA board is handled through a Universal Asynchronous Receiver/
Transmitter (UART) connection from the controlling computer. Data packets from
the SAMPA are acquired by the FPGA and transmitted verbatim to the readout
computer via Gigabit Ethernet. A block diagram of the system design is shown
in figure 4.4.

The intention of the DAQ system is to provide an easily customizable, stand-
alone platform that is both compact and easily deployable to multiple testing
groups for analogue behaviour qualification, digital verification, testing of the ra-
diation tolerance and mass production testing. For the radiation tolerance testing,
the intention is to verify the device performance in regards to SEUs, SELs, and

functional interrupts. For the mass production, the goal is to filter out bad devi-

1 Advanced RISC Machine
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Figure 4.5: Picture of the test board for v2 of the SAMPA (right) connected to the FPGA
DAQ system (left).

ces before mounting them on front-end cards. DAQ systems and testbenches for
the intention of qualifying of ASICs are commonly designed for a single or a li-
mited set of tests. The system presented here is on the other hand designed as a
common versatile platform and framework to interface with the SAMPA ASIC for
a multitude of tests.

A custom DAQ solution was chosen due to a number of reasons. The SAMPA
uses SLVS differential links [78] for its high-speed serial communication links, since
this is also the type of link used by the Gigabit Transceiver ASIC (GBTx). The
GBTx ASICs were also not yet available at the time of the production of the
SAMPA vl and Altera’s FPGAs were at the time the only FPGAs that supported
SLVS receivers natively. The board has furthermore support and commercial avai-
lability for extension-cables for connecting between the development board and
a mezzanine board, which is required for the irradiation testing. Lastly, the de-
velopment board is also available at a low cost, which lowers the entry point for
people to work with the device. Development of a fully custom FPGA board was
ruled out due to the complexity and time involved in doing the design. A picture
of the SAMPA mounted on the mezzanine board and the accompanying FPGA
DAQ board is shown in figure 4.5.

The system, as designed, supports both the conventional method of data acqui-
sition where a limited amount of samples are collected in a triggered fashion before

being readout, as well as continuous acquisition by using direct memory access
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to an embedded Linux system with a Gigabit Ethernet connection [79] [80]. To
transmit the data from the DAQ to the controlling computer, the Gigabit Ether-
net is used since it is available on most computers and makes the system more
versatile. Optionally there are two Small Form-factor Pluggable (SFP) connectors
mounted on the mezzanine board, to enable forwarding of data to a computer
that can accept this. A solution using PCle or optical fibres [81] might have pro-
vided higher readout speeds, but would require installing the card in a desktop
computer or connecting it through an optical-to-electrical interface board. Crate
based DAQ solutions using VME/ATCA/uTCA/PXI are also commonly used for
their high-speed capability [82], but they are more expensive and considered less
versatile.

The embedded Linux system has full access to the stream of incoming data as
well as the possibility to take over the control of all pins on the SAMPA, provi-
ding a lower threshold for non-FPGA developers to develop test and verification
applications directly on the embedded system without the need to use the UART
connection.

The data samples are analysed in real-time using the CERN ROOT [83] data
analysis framework to monitor the data quality. To control, configure, and moni-
tor the SAMPA and the FPGA board, a software package with a graphical user
interface has been developed.

As it is possible to take over the control of the pins to the SAMPA from
the control program on the computer or through the embedded Linux systems,
custom tests for the SAMPA can be developed by non-FPGA designers through
bitbanging the pins. This design methodology provides low development overhead,
but the penalty is reduced performance. For tests of the second prototype, a
JTAG boundary scan tester for checking connections between the FPGA and the
SAMPA as well as an Automatic Test Pattern Generation (ATPG) for testing
of manufacturing defects using the SAMPA designs scan chains was developed

utilizing this method.

4.21 FPGA firmware design

The firmware design is divided into three main parts, a Command and Control
unit, a Data Manager unit and a Data Server. It additionally contains a reconfigu-
rable PLL that enables on-the-fly reconfiguration of the clocks used by the SAMPA
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to support testing of the different clocking options. The main modules are all con-
nected to a common Avalon bus [84] along with the microprocessor. The bus can
be accessed directly by the control program on the computer through a custom
UART to Avalon bus bridge. A switch controlled multiplexer facilitates switching
between having a serial connection (UART) to the bus system or to one of the Li-
nux serial terminals, so the computer can access the Linux system for debugging

purposes.

4.2.1.1 Command and control

The Command and Control unit acts as the bridge between the computer and the
SAMPA for slow control handling and pin control. It also operates as the main
control unit for the surrounding sub-modules. This includes a master 12C unit for
the slow control communication, a module for reset generation and event trigger
handling, and other modules for control and running of specialized tests on the
SAMPA, such as a tester for the memory Built-In Self-Test and triangle/saw /sine
wave generators for data path testing on the vl SAMPA.

4,2.1.2 Data manager

The data readout from the SAMPA requires a high bandwidth readout system.
The first version of the SAMPA chip can operate three serial links running at only
160 Mbps, but the final version can operate with 11 serial data links running at
320 Mbps each, adding up to 3.52 Gbps total.

The first task of the Data Manager is to synchronize and de-serialize the data
from each link into their native 10-bit word segmentation, verify the parity of
the header, determine the length of the payload that follows and filter out any
sync/filler packages so that they are not sent on. The valid de-serialized packets
are further packed into 64-bit words to make processing on a 32/64 bit system more
efficient. The packets are then further aggregated from the 11 de-serializers into
four memory-writer modules via individual buffers. Each memory-writer module
is connected to a separate high-speed 64-bit 100 MHz bus that interfaces to a
400 MHz DDR memory shared with the microprocessor. The FPGA fabric can thus
support writing of the full 3.52 Gbps to memory. The complete system readout

speed is primarily limited by the throughput of the microprocessor system.
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For the second prototype of the SAMPA, the mezzanine cards have been fitted
with two SFP connectors that are connected to high-speed transceivers on the
FPGA. By utilizing two DAQ setups, it would be possible to offload half of the
received data to another DAQ system to increase the collective bandwidth, or
they could be interfaced directly to the CRU once it is available. This option was
eventually not utilized, as reading out large amounts of raw data over a long

period of time was not needed.

The system can be set up to acquire data continuously or to acquire a confi-
gurable number of consecutive packets per serial data link. In case an overflow in
the buffers or the memory is detected, the system will drop the payload of the
packet and set an overflow bit in the header, indicating to the data analysis pro-
gram that the amount of data should be reduced. This is done by utilizing one
of the extra bits available when 60 bits are packed into 64-bit words before the
buffers. When a buffer is almost full, the module will set this bit to one and wait
until the next packet. When the truncated packet arrives at the memory-writer
module, this bit will be detected in the stream and the first 64-bit word in the
packet will be updated with another bit that indicates to the later systems that
only the first 64-bit word (the header) is valid and that the payload size as indi-
cated in the header is invalid. The program on the Linux system that forwards
packets to the computer would then see this bit as being set and only send the

header instead of the full packet.

As the incoming serial data arrives at a high speed, there is a possibility that
the data will be sampled at the changeover point, generating invalid data. To
prevent this, the system uses the DDR registers available in the input pads of
the FPGA to provide the value at both the rising and falling edge of the system
clock. An auto adjustment function in the control program on the computer se-
lects which input to use for the de-serializer based on the ability of the de-serializer
to synchronize to the incoming data stream. In the packet-based mode, the se-
rial links are operating independently so there is no need to have the incoming
data in phase across the links, but in the direct readout mode, this is necessary.
To compensate for phase differences of plus/minus a clock cycle, an extra regis-
ter can be selectively included to the input path of each serial link. The FPGA
that was used does not have run-time-configurable delay compensation in the in-

put/output cells and implementing delays with fabric cells was not found to be
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reliable. Oversampling was also not an option as the device is not able to operate
at much higher speeds than the 320 MHz that is the maximum speed of the serial
link.

4.2.1.3 Data server

The data server is a program running on the embedded Linux system of the mi-
croprocessor. It is in charge of handling the data transmission and TCP/IP con-
nection control with the remote analysis program on the computer. As the data
from the SAMPA is packet based, with a header and payload, it can be transmitted
verbatim to the controlling computer with Transmission Control Protocol (TCP),
minimizing overhead. The data throughput of the DAQ system is primarily limi-
ted by the throughput of the underlying embedded Linux system and the Gigabit
Ethernet. The throughput using TCP was tested with the iPerf3 tool [85] to be
670 Mbps between the Linux system and a computer, which is lower than expected
for a 1 Gbps connection. User Datagram Protocol (UDP) is generally faster than
TCP, as it does not automatically re-transmit lost packets, but testing with UDP
showed only a slight increase in speed to 690 Mbps with a 1% packet loss, indi-
cating that the issue lies in the microprocessor to Ethernet interface. The extra
work of manually implementing packet re-transmission to work with UDP did not
seem worth it for the small speed gain. In contrast, the transfer speed from the
computer to the DAQ was measured to be 950 Mbps with 43 % packet loss for
UDP and 716 Mbps for TCP.

Three ADCs running at 10 MHz can only produce 300 Mbps of continuous data,
so the bandwidth is therefore not a limitation for testing the first prototype.
On the second prototype with 32 channels, this problem is overcome by a form
of gating. The user configures the DAQ to forward only a limited amount of
consecutive packets. By keeping this number below about 65000 packets, the
system buffers will not overflow, and the system can be tested in continuous

mode.

4.2.2 Data acquisition and analysis

The acquisition and control programs are run from a Linux or Windows computer
and interfaces with the FPGA board through UART and Ethernet. Splitting of the
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Figure 4.6: Picture of the run-control part of the SAMPA Communicator graphical user
interface used for testing the SAMPA.

programs into two separate entities is done for ease of design.

4221 SAMPA Communicator

The SAMPA Communicator is a graphical user environment, written in C#, to
handle control and configuration of the DAQ and the SAMPA. A picture of the
interface is shown in figure 4.6. It is designed for ease of use by non-technical users,
to aid in setting up and running tests on the SAMPA without the need to know
details of the operation of the DAQ system. Furthermore, the program simplifies
register access and provides among other things data flow handling, online status
information and access to changing the frequency of the clocks supplied to the
SAMPA as well as custom test and control features for radiation testing, digital

verification and mass testing.

4.2.2.2 SAMPA Analyser

Data handling on the computer is taken care of by a graphical ROOT program. The

program sets up the Ethernet connection with the FPGA board and receives data
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packets. The integrity of the packets is verified through the parity and Hamming
codes present in the packet headers. Heuristic methods are additionally employed
to detect anomalies in the packet coding. By decoding the run length encoding
of the compression and checking that uncompressed data is not larger than the
maximum time window length of 1024, the validity of the compression can also
be confirmed.

The sampled signals are plotted and displayed per channel, the raw data pac-
kets are additionally written to a ROOT file for further analysis off-line. When
running in continuous acquisition mode, the plots can be set to update only when
the data passes a threshold value, similar to the triggering function on an oscil-
loscope. For each channel, both the waveform of the last acquired time window,
a histogram of all samples and a histogram of the maximum value per time win-
dow is presented. The full histogram can be used for determining the noise level,
whereas the max value histogram can be used to determine the amplitude of an
injected pulse. Fitting of a 4™ order Gaussian shape can be applied to pulses in

the waveform display to get the shaping time and amplitude of the received pulse.

4.2.3 Design for test features

For design simplicity, both the JTAG and scan-chain tests are implemented in soft-
ware and the control signals are bit-banged through interfacing with the Command
and Control module on the FPGA. The JTAG tester is implemented directly in
the SAMPA Communicator program and runs walking one and walking zero pat-
terns across the input/output pins of the SAMPA to detect stuck pins, inverted
pins, or shorts. The scan chain tester is, on the other hand, implemented as a
program running on the embedded Linux system. This is done to save on testing
time by avoiding to pass data through the slow UART-to-bus interface. Running
directly on the Linux system provides a maximum speed close to 1 MHz compa-
red to a few kHz when running from the computer. The scan chain program is
a port of the Verilog testbench, discussed in section 4.1.3.1, into C and uses the
same test-vector files as used by the testbench [86].! The tester for the built-in
memory tester could also have been implemented in software for the manufactu-
ring defect tests, as the SAMPA has a go/no-go output to indicate if there is an

error. However, to be able to reuse the tester for irradiation tests, were there is

ITestbench conversion done by Bruno Sanches, University of Sdo Paulo, Brazil
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a need to count the number of errors encountered, this was implemented in the
FPGA firmware, since the pulses generated by the tester are faster than what can

be detected from software and therefore needs to be sampled by the FPGA.

4.2.4 DAQ verification and FPGA prototyping

Testing of the complete readout chain in a simulation is difficult due to the com-
plex interaction between the SAMPA, the FPGA firmware, the ARM processor in
the FPGA, the Linux system and the control and analysis software on the com-
puter.

The FPGA firmware can by itself be verified through simulation by reusing
the top-level testbench used for verification of the SAMPA and combining it with
testbench functions, which verifies that the FPGA firmware can de-serialize and
aggregated correctly into memory.

To verify the full readout chain, the Verilog code for the digital part of the
SAMPA was made synthesizable for the Altera FPGA and synthesized into the top
level of the FPGA code. While running the system, selecting between communica-
ting with the external SAMPA and the synthesized internal SAMPA can be done
through a switch. For the first prototype, the full SAMPA was synthesized for use
in the FPGA, while for the second prototype a reduced version of the design with
only eight channels was used. The SAMPA design utilizes several large multiplexer
structures, which prohibits the full design to fit on the utilized FPGA.

The only modifications necessary to make the SAMPA code synthesizable on
the FPGA was to modify the TSMC cell library so that custom cells were replaced
by normal cells. Additionally, the FPGA synthesizer was told to use memories
based on registers instead of the original SRAM IP memory. For efficiency, the
synthesizer automatically infers block memory when large register-based memories
are found. The option to use register-based memory was already defined in the
original code as it is utilized for running faster simulations during debugging of
testbenches. Features that rely on the specific delay of cells were not taken into
consideration during the conversion i.e. neighbour input delay compensation, ADC
clock delay compensation and the ring oscillator. If these features were required,
they could have been adapted to use the vendor provided delay cells of the FPGA.

To be able to verify that the connections between the DAQ board and the mez-

zanine board containing the SAMPA were valid before the SAMPA and mezzanine
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boards were produced, the synthesized SAMPA digital code was implemented on
a separate FPGA board and the two boards were interconnected through a ca-
ble. This allowed operation of the complete DAQ system readout chain as if all
components were available.

An emulator of the DAQ functionality, that replicates the packets coming from
the DAQ board, was made to aid in developing and verifying the functionality
of the analysis program. The program can be run locally on the computer or
directly on the Linux system of the DAQ board to verify the connection between
the board and the analysis program. The emulator is primarily useful to verify the
correct decompression of the various types of compression, the correct handling
of bad or incomplete packets, verifying the correct decoding of SAMPA headers

and checking that the analysis program can support the necessary bandwidth.

4.3 Validation and testing

Three prototype production runs have been completed of the SAMPA design. The
first prototype run contained three test chips. The first of which was a three-
channel CSA + shaper, the second contained a single ADC and an SLVS driver-
/receiver pair, and the third was a reduced version of the complete design with
only three full front-end channels with ADCs and a simplified digital section.
The second prototype run contained the complete 32-channel design in addi-
tion to three test chips. Since the full design does not have provision for either
injecting or reading signals along the analogue processing chain, it becomes dif-
ficult to debug or verify the performance of the individual parts by themselves.
For instance, the ADC does not have enough resolution to determine the analo-
gue noise level to a satisfactory degree at low gains. The sampling speed is also
too low to investigate the pulse shape of the analogue signal. To determine the
Effective Number Of Bits (ENOB) of an ADC the common technique is to inject a
full range sine wave into the input of the ADC. This is not possible in this context
since the input signal passes through pulse shaping elements. An analogue-only
test chip, which only contained the 32 CSA + shaper, has therefore been added to
verify the analogue performance. The full 32 channels are included to investigate
any issues on power distribution and crosstalk. Additionally, a chip containing a

stand-alone ADC block is included to verify the ADC performance and another
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chip for the SLVS driver/receiver pair. The full chip was mounted in a 15x15 mm
372-ball BGA package, identical to the final package to be used for the production
run. This chip was also available as a wire-bonded version. The other test chips
were all wire-bonded.

More information on the test of the first prototype can be found in [87] for the
analogue and ADC, and in [88] for the three channel simplified design and in [89]
for the second prototype.

The test environment described in the previous section was used for verification
of both the ADC and digital version of the first prototype and the complete design
for the second and third prototype.

4.3.1 Test results for SAMPA v1

Due to a design issue that caused inconsistencies in the data received by the digital
section from the ADC, the analogue performance of the first full-chip prototype
was not tested extensively. Some analysis is available in [88], but suitable results
were not achieved unless fitting was used to get the amplitude and shaping time
of the received pulses.

Originally, the issue was thought to be due to metastability in the sample value
when it was transferred between the ADC and the digital section since the two
sections had separate input clocks. But, by supplying a delayed clock to the ADC,
that was in sync with the digital clock, it could be seen that this was not the cause
as the signal quality could not be improved. Further tests on the separate ADC
prototype showed that the SAR state machine was missing an output register so
data was only valid for a few nanoseconds after the end of a conversion. In the
design of the second prototype, the missing registers were added and the ADC
was supplied with both the sampling clock and the SAR state machine clock
from the digital part to avoid any metastability issues. AMS simulations were
additionally completed to avoid any other possible analogue-digital issues for the
next prototype.

To avoid that a possible error in the digital design would prevent the testing of
the performance of the combined analogue, ADC and digital design, some external
test pins were included, as shown in figure 4.7. Separate bypass signals were added
for each filter block, in case the filter failed to work or in case the slow control

interface did not operate properly, which would prevent the filters from being
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Figure 4.7: Ouverview of the processing chain of the first prototype of the SAMPA digital
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configured. A parallel output was also added so that the signals at the output of
each filter block for one of the channels could be analysed. The parallel output
could also be used to output the raw data from each of the ADCs in case some parts
of the memory or serialization block failed to work. As the data on the parallel
output was registered on the digital side before exiting, it was not possible to
observe the ADC signals directly as on the separate ADC prototype. A parallel
input data port was also present to feed the digital data chain directly in case the

ADC would not operate properly.

Through the use of the parallel test input, a test signal could be applied and
verified on the serial output. This proved the proper operation of the continuous
triggering mode and the digital signal processing chain together with the ring buf-
fer and serializing. The slow control, which was not 12C at the time, but a custom
serial protocol, was proven to work correctly by reading and writing all available
registers. The filters were not extensively tested, as they were not significantly
altered from the S-ALTRO implementation.

4.3.2 Test results for SAMPA v2

The following section presents the results for the second prototype that contained

the full-chip design, received summer 2016.
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4.3.21 Manufacturing defects

For the first batch of 142 tested devices, it was found that 10 % of the devices
produced an error during scan chain testing and no devices had JTAG errors.
However, the checker for the built-in memory test in the DAQ system FPGA
firmware had a bug at the time of testing and therefore did not report any errors.
Additionally, 4% of the devices showed non-working analogue channels, 3% had
abnormally high power consumption or shorts, and 39 % had an issue with the
analogue bias reference where the voltage was out of specification. The voltage
bias issues can be remedied by using an external circuitry and is therefore of less
concern. The total yield for the first batch is 44 % if all issues are included, or
81 % if the bias reference problems is not considered. Only the value of the baseline
was used for determining if a channel was broken when testing the first batch, so
more broken channels might possibly have been detected if the channels had been

tested with an input signal.

For the second batch, 748 devices were tested.! 6 % of the devices produced an
error during scan chain testing, 0.3 % had a pin error from the JTAG testing, 6 %
gave an error from the memory testing and 0.9 % gave both a scan chain error as
well as a memory error. Additionally, 10 % of the devices had analogue channel
issues, 1.3 % had abnormally high power consumption or shorts, and 37 % had an
issue with the analogue bias reference where the voltage was out of specification.
Additionally, there were 2.5 % with unspecified issues, which could not be attri-
buted to either of the above issues. Overall, the total yield for the second batch
is 34 % if all issues are included, or 72 % if the devices with only bias reference

problems are counted as good devices as well.

Since the on-chip memory occupies almost half the area in the device, it is
natural that there could be about the same amount of errors in the memory as in
the logic itself, as seen in the testing of the second batch. The percentage of devices
with both errors is also on par with what would be expected. If this reasoning is
applied to the yield for the first batch, the yield for both batches would be the
same, which indicates that the testing is consistent and that the scan chain and

memory tester are both functioning correctly.

ITest of second batch was performed by Anders Oskarsson and David Silvermyr, Lund University,

Sweden
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4.3.2.2 Noise tests

An issue with the ALTRO and S-ALTRO chips is that the analogue section is
influenced by the noise created by operating the digital section and the parallel
bus readout. To combat the first issue for the design of the SAMPA, an emphasis
has been put on shielding and separation between the analogue and digital sections
on the layout level, as well as having separate power domains. By using low swing
differential serial links instead of a single-ended parallel bus, the effect of the
readout should also be reduced. Finally, an option to delay the sampling clock for
the ADC in relation to the operational clock of the digital part is added to observe
if this had the same positive effect as on the S-ALTRO.

In figure 4.8, the noise for an input capacitance of 20 pF and a gain of 20 mV /fC
is compared between a 32-channel analogue-only test chip and the full chip. At
the TPC capacitance of 18.5 pF, the noise is increased by about 200 e, for the
full chip. The test chip was wire-bonded directly to the circuit board while the full
chip was in a BGA package. As the package will add some extra capacitance to
the inputs, this will account for some of the noise increase. Additionally, the ADC,
which is situated closer to the analogue section than the digital, will also account
for some of the noise. As the noise increase is only about 20 % and the total noise
is below the requirement for the TPC, it is not of great concern. A lowering of the
digital noise would likely not create a significant improvement compared to the
effort.

3000 3000
F echs 14
2500f © Ch9 % —2500 12
_ E mchio g .
£2000f o ch11 £2000 i 10
e [ acCh12 oy 2 i
S E
81500F » ch13 o Z 1500 P 8
2 E vchia g = 6
[®] + L T
Z1000f v Ch 15 21000
“ E = § g 1 4
F oy
500 ™ © 500 R
0 E 1 1 1 1 L 1 0 0
0 20 40 100 120 140 0 10 20 30 40 50 60 70

6
Input Capacitance [pF]

(a) SAMPA v2 analogue only noise

Input Capacitance [pF]

(b) SAMPA v2 full chip noise

Figure 4.8: Noise as a function of load capacitance at 20mV/fC gain for the analogue-only

32 ch front-end chip (left) and the full chip including ADC and DSP (right) [89].

The device contains a register to configure the delay between the analogue
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sampling clock and the digital operational clock. The digital circuitry consumes
extra current in the transitioning phase of the clock, which could spread as swit-
ching noise to the analogue section. By moving the sampling point to when the
digital section is not transitioning, the hypothesis is that the sampled value should
be less affected. In figure 4.9 the noise at different configuration setting of the de-
lay chain is plotted,! but no significant change in the noise level can be seen from
varying the delay between the clocks. Contributing factors are likely the distance
between the digital and the analogue, and the fact that the power-consuming
parts, primarily the channel data-memories, are situated in the middle of the di-
gital section and are as such even further from the analogue section. In addition,
the fact that the digital circuitry operates on a separate power domain from the

analogue and ADC helps in this regard.
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Figure 4.9: Noise versus delay of ADC clock contra digital clock at 30mV/fC. ADCDEL is
the ADC delay configuration register setting. Each bit corresponds to about 1.5ns delay. For

values above 68 the clock is first inverted before the delay is added as if from 0.

In the direct readout mode, discussed in section 3.2.6.3, the primary portion
of the digital design is clock gated and therefore will only produce a minimal
amount of switching noise. Since the output serial links are still toggling to send
data, the noise generated from the links will generally be the same, if not more
since the direct readout mode uses all of the serial ports. Figure 4.10 shows the
noise per channel when in the normal mode with the DSP on, the direct readout
mode with the DSP off and in the direct readout mode when the transmission is

split into serial link groups of five. No significant change in the noise is visible

ITest of clock delay was performed by Anders Oskarsson, Lund University, Sweden
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between having the DSP on or off.
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4.3.2.3 Other tests

During testing of the v2 batch, the built-in ring oscillator test, that automatically
calculates the ring oscillator frequency based on the sampling frequency, was run
for each device. Figure 4.11 shows the histogram of the measured values. The

frequency was intended to run at a nominal of 160 MHz based on the delay of the
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inverter cells used, but the design was not optimized to account for the wire delays
when the gate-level code was available and so the nominal value is lower than
originally designed. The circuitry for determining the ring oscillator frequency
can, however, operate with a ring oscillator frequency down to 80 MHz, and so is

not affected, since the spread in values barely goes below 100 MHz.

4.3.3 Test results for final SAMPA production

Table 4.2 presents the current results from the two test stations for the ongoing
production testing of the SAMPA for the MCH as of winter 2019.! About 40 000
devices have been tested, with a current yield of 74.7 %. About 6.5 % of the devices
have been scheduled for a retest due to inconsistent results. Previously, about
13000 devices were tested for the TPC, but error statistics are not available for
that batch. However, the experience showed that retesting devices that failed
testing could bring the yield up by about 7 %-points. Primarily analogue based
tests might pass on second testing, while digital test would not. The secondary
testing thus might bring the final yield close to 80 %. Comparing the results with
those for the testing of v2, we see they are close to the same considering the lower

statistics for the v2 testing.

4.3.4 Irradiation tests

Irradiation tests have been carried out to characterize the SEE behaviour of both
the process, the IP memories, and the SAMPA design and to verify if the design
can withstand the ALICE TPC and MCH operational environment and behave
normally. Complete results from these tests can be found in [60, 90], only a brief
summary will be given here. Initial characterization tests of the process and me-
mories for SEUs showed a cross section on par with what is expected for a 130 nm
process [60]. The full device also operated predictably and data could be acqui-
red. The testing showed frequent abnormally high current increases of the device,
which would disappear once the power was cycle. This behaviour is an indicator
of SEL in the design. Irradiation tests had previously been performed on the first
prototype of the design where no SELs were observed [90]. The primary change

ITest of second batch was performed by Anders Oskarsson and David Silvermyr, Lund University,

Sweden
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Test station ‘ 1 ‘ 2

Devices tested 21 586 22406
Devices passed 15720 17147
Devices failed ‘ 5872 ‘ 5264

Fail category
Analogue current 913 (4.23%) 721 (3.22%)
Link synchronization | 301 (1.39 %) 288 (1.29 %)
Analogue pedestal 2186 (10.13%) | 2119 (9.46 %)
(
(

RMS noise 2819 (13.06 %) | 2375 (10.60 %)
Gain 2336 (10.82%) | 2045 (9.13%)
Rise time 1973 (9.14%) | 1654 (7.38%)
Crosstalk 221 (1.02%) 146 (0.65%)
Ring oscillator 246 (1.14%) 291 (1.30 %)
12¢ 216 (1.00%) | 275 (1.23%)
JTAG 473 (2.19%) | 364 (1.62%)
Memory test 1245 (5.77%) | 1403 (6.26 %)
Scanchain 1551 (7.19%) | 1269 (5.66 %)
Bit errors 546 (2.53 %) 505 (2.25 %)

Table 4.2: MCH production test statistics

between the first and the second prototype is the inclusion of the memory blocks.
Even though the design contains many memories of different sizes, they are all ba-
sed either on an IP of a single port version or a dual port version, which both have
different layouts. For the second irradiation test, the beam was collimated so that
it points to either the dual port memory or the single port memory. Results sho-
wed a significant higher rate of current increases when irradiating the single port
memory. So for the third version of the design, the single port memory was re-
placed by a dual port memory with one disabled port. Following irradiation-tests
indicated that this was a success [60].

The current channel baseline value, as calculated by the BC2 and BC3 filter,

is available from the configuration registers of the SAMPA. From monitoring the



140 Verification and testing

configuration register during the irradiation testing it was found that calculated
baseline for the BC2 sometimes changed permanently to another value. As no
signal is present on the analogue inputs during irradiation, the calculated baseline
value should remain constant as could be seen in the calculated baseline from

the BC3. The BC2 is a moving average filter and calculates a new baseline as

sum — old val +new val
filter length

are TMR protected. A bit-flip in the sum register would cause the behaviour

baseline = where neither the sum or the new and old values

experienced in the irradiation testing. The simple fix would be to TMR protect the
sum register. Another option would be to employ a direct sum calculation instead
of a cumulative sum, but as this would add additional adders and multiplexers
the space saving compared to using TMR might not be as huge. However, none
of these fixes are included in the v3/v4 versions, as these irradiation results were
only available after design submission. A workaround for the issue is to employ
the auto-reset feature implemented for the SAMPA, which will reset the baseline

if the signal stays outside the threshold for longer than a predetermined time.

4.3.5 System integration tests

To integrate the SAMPA with the rest of the front-end and readout electronics, the
TPC, MCH, STAR, and MPD have all designed prototypes of their final front-end
cards, as shown in figure 4.12. They have also performed tests of their system to
verify that the new front-end cards with SAMPA devices operate as they require
them too for the final installation. This includes verifying signal and noise inte-
grity, the proper operation of the slow control, the data readout, triggering and
any other parts of the functionality that they require in their system.

The TPC front-end card contains five SAMPA devices running in direct rea-
dout mode and connected to two GBTx devices which are further connected to a
CRU through optical links. For the TPC, their tests have confirmed that the device
operates reliably in combination with the GBTx and GBT-SCA. This includes con-
firming that the 12C communication with the GBT-SCA works at full speed with
several SAMPAs on the same bus, the multi-drop clock and trigger distribution are
operating satisfactorily as well as the GBTx’s ability to sample the transmitted
signals reliably. Several front-end cards have also been tested when connected to
a small TPC chamber in a beam test and has been shown to work reliably in this

setting as well. Some optimization has been applied in v3 for the direct readout
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mode to simplify and make the synchronization phase on start-up more reliable.
The primary changes are related to the SAMPAs on/off control of the SLVS dri-
vers when the direct readout mode is enabled, in addition to optimizations in the

clock-to-output delay and skew.

The MCH front-end cards are relative small boards, as seen in figure 4.12, con-
taining two SAMPA devices. Up to five boards are connected to a long flex-cable
connected to a remote concentrator card containing the GBTx and GBT-SCA devi-
ces. The testing of the MCH front-end cards proved that the inter-device commu-
nication in the daisy chaining functionality works, as well as the communication
with the GBTx. It also confirms that it is possible to mount and route the device
on boards that are no bigger than their previous boards without greatly affecting
noise or signal integrity. Resulting from the MCH testing some optimizations for
v3 has been done to avoid packet loss in the daisy chaining link at high occupan-
cies, as well as an issue where a soft reset through the 12C link would not return

an acknowledge due to the device being in process of resetting.

During testing of the I12C communication between SAMPA and GBT-SCA devi-
ces over the long cables for the MCH on the v3 device, issues were discovered with
missing acknowledgement of sent information. Due to the cable having a high ca-
pacitance of 400 pF and termination not being present, the received signals were
misinterpreted by the SAMPA. The termination issues, which sometimes caused
a too early response or missing acknowledge due to reflections, was mitigated by
adding ferrites to the line and configuring the GBT-SCA to directly drive the SCL
line instead of using external pull-up resistors. Subsequently, parts of the issue
were still shown to be present where the design was found to sometimes comple-
tely stop responding and recovery was only possible by resetting the device. Due
to slow rising times caused by the high capacitance of the cable and due to the
SAMPA not having Schmitt-triggers on the input lines, the input on the SAMPA
would incorrectly toggle during a transition, creating incorrectly received data,
particularly at the 12C stop bit. The SAMPA has a built-in watchdog that resets
the I2C module in case it does not receive a new transition on the line within
13 ps, but due to a design error this did not apply to the circuitry that detects the
start and stop-messages and the design was stuck waiting for a proper stop mes-
sage. As the issue was discovered after the final v3 production, it was solved by
adding an I2C buffer (Texas Instruments TCA9803 [91]) in front of the SAMPA
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to reshape the signal and avoid the issue. The TCA9803 was irradiated with a
200 MeV proton beam to 50 kRad without errors [92].

The STAR front-end card has no special interfacing requirements, but in con-
trast to the other detectors, it uses a triggered readout mode with a shorter time
window. During testing, an issue was found that was only present in the triggered
mode, where the memory pointers in the ring buffer came out of sync between
the header and data memory, causing incorrect payload data to be sent for a gi-
ven header. The issue is corrected in v3 and a workaround can be applied for v2

devices.
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Figure 4.12: Detector front-end cards. The SAMPA devices are 15mm x 15mm for
reference. The MCH board shown is the DS12, their other board, the DS345, has a slightly

wider form factor.
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Chapter 5

Conclusion and outlook

5.1 Conclusion

A major upgrade of the ALICE experiment will be realised in 2019/20. The goal is
to be able to inspect all heavy-ion collisions at the full expected LHC luminosity of
6 x 102" cm—2s~! at 50 kHz interaction rate. The SAMPA ASIC has been designed
to support a new, faster readout of the Time Projection Chamber (TPC) and
Muon Tracking Chamber (MCH) detectors. The third version of the device has
passed the production readiness review for both TPC [93] and MCH [94] and so
fulfils the requirements set up by the detectors and the design can be considered

as completely functional according to specifications.

The device has also been evaluated in test beams with partial detector setups.
Figure 5.1 shows the result of a noise measurement, by the MCH, of one quadrant
with 640 channels (10 FECs, 20 SAMPA devices) and the recorded beam profile of
the 120 GeV Super Proton Synchrotron (SPS) beam used for testing [95]. Figure 5.2
shows the TPC noise and pedestal test results for 960 channels (6 FECs, 30 SAMPA

devices) and figure 5.3 shows a particle crossing the same chamber [96].

The amount of time spent on verification versus design is usually taken to be
between 40 % and 70 %. If we base our analysis on the amount of code written,
we can see in table 5.1 that we are at the upper range of this level for the SAMPA
design. A few issues were found during functional testing of the v2 device and

the testing effort was stepped up for verification of the v3 design. As only one
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Figure 5.1: Noise and beam profile measurement with quadrant 1 of the MCH detector [95].
hard to detect issue! has been discovered for the v3 device the design could be

considered to be verified sufficiently. The design and verification effort has passed

an engineering design review [97], as well as a production readiness review [98].

Source ‘ Files ‘ Comments | Code lines
SAMPA 53 1337 8749
Testbenches | 35 2841 16000

Table 5.1: Amount of code as counted by Cloc [99].

Due to the changes in specifications from the early concepts to the final design,

ISee section 4.3.5. That part of the design was borrowed from CERN and so is also likely present

in several other CERN devices
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Figure 5.2: Pedestal and noise measurement of one TPC inner readout chamber [96].

the device is more complex than what is currently needed for the two primary
detectors. The complexity of the design also caused unforeseen delays in the de-
velopment process, which put strains on the time allotted for final production,
testing and commissioning. If this had been originally anticipated, it might have
been seen that it would have been both cheaper and better to produce a device
that was simpler in design, only containing the existing analogue front-end, the
ADCs, and a small amount of digital logic that takes care of configuring the device
and directly serializing the ADC data. This device would satisfy the TPC require-
ments and operate in practically the same way as the TPC is currently using the
SAMPA. A secondary device, be it an FPGA or another ASIC, could do the DSP
functionality for the detectors that require this functionality.

Going with a simplified front-end design would not likely have saved more
than a few months in the SAMPA design process, as the digital design was not
one of the bottlenecks. However, it would have reduced the time needed to test

each device by several minutes in the final production test, which saves some
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additional months since there is a need to test 80000 devices. A smaller device
also provides better yield, possibly lowering the number of wafers, and so lowering
costs.

The DSP part benefits from processing many channels as resources can be
shared and so the size of the design can be reduced. With a simplified front-end
device, this benefit is less pronounced, which presents the option of going back
to a design with only 16 channels. This simplifies the analogue layout work and
reduces channel-to-channel variations. This could also have significantly reduced
the analogue design time and provided a device at an earlier date, as well as
giving even better yields at the cost of occupying more board area. However, a
16-channel device is a disadvantage for the MCH as their board area is sparse.

In the case of the MCH, where the area occupied by the devices and its power
consumption is a counter argument to using FPGAs, it would have been possi-
ble to design a separate custom dedicated ASIC only for the digital processing
functionality. As the MCH currently only uses a small part of the functionality
of the SAMPA, the size of the simplified front-end device combined with a new
device that replicates the needed MCH functionality would still likely be smaller
and consume less power than the current device. The primary area and power
consumption of the current device origins from the large buffer memories origi-
nally required by the TPC. Since the MCH only needs 64 channels per board, the
device could have been built to accept data from two 32-channel devices or four
16-channel devices. This would have saved the effort of developing and testing

the daisy chaining implementation as well. In total, the development time could
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likely have been reduced to two years for this device. But, considering that two
different devices need to be manufactured, this solution might not be a cheaper
option than the SAMPA.

The other detectors, apart from the TPC and MCH, that are interested in
the device and require more compression or filtering capabilities could utilize an
FPGA, which provides more flexibility to adapt the design to their present needs
and gives them an option of doing upgrades of the firmware code in the future.
Additionally, it opens the possibility to offload the data through the use of high
speeds transceivers that can reach data rates that are higher then what is available
with the GBTx. This has an additional advantage of lowering the needed number
of optical fibres, as well as the cost. However, the use of commercial devices in
an irradiated area will always have the disadvantage that the devices need to
be qualified for operation and that the firmware code for the FPGA needs to be
designed with SEE effects in mind.

It was decided not to use Huffman compression with differential encoding for
the TPC readout, as the compression factor was believed to be too much dependent
on detector properties such as noise, baseline instabilities and gain variations
compared to conventional zero suppression [33]. This is in essence true, in the
general sense [50], but it strongly depends on the signal properties of the detector,
which were not known at the time of analysis. The strength of the zero suppression
is based on a stable baseline, which requires the baseline correction functionality to
be enabled. On the other hand, nothing prevents one from employing the baseline
correction also for the Huffman to increase the compression. However, the output
data will no longer be lossless, but it will provide more data for analysis than the
zero suppression as data between clusters are not lost. Another objection to the
use of Huffman was the required resources needed in the receiving CRU FPGA to
do the decoding of all the front-end cards originally envisioned to be connected
to one CRU [100]. The tested implementation is, however, not optimal and can
be improved upon, though it will still use more resources than what is needed for
processing zero suppressed data or raw data as in the final implementation. A lack
of resources can be alleviated by adding more CRUs, but this comes down to cost
versus quality of results. The final system for the TPC reduced the sampling rate
from 10 MHz to 5 MHz and increased the number of links from four to eleven, and

decreased the link speed to 160 Mbps. With some analysis of the new detector data
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to confirm the stability of the signal baseline, it would be possible to switch the
sampling back to using 10 MHZ, and by employing Huffman, be able to transfer
the higher sampled data over the same links.

As it stands, the strength of the SAMPA lies in its versatility, high flexibility,
and configurability, particularly of the digital design, which makes it applicable to
a wide range of gas-based detectors. Its limiting factors are primarily the restricted

selection of analogue gain and shaping times available.

5.2 Outlook

Preparation of the mass-production testing for the devices that eventually will be
used for the upgrade is in the works. The test plan for detection of manufacturing
defects is expected to be the same as used for the previous tests as described
in section 4.3.2.1. The test-framework will though need to be ported to another
platform that can support more devices per DAQ unit.

The ALICE experiment uses a framework called AliRoot [101] for their simu-
lation, reconstruction, and analysis. The framework is able to simulate the full
detector performance including the readout performance and so in the future,
there would be a need to implement a sufficiently faithful model of the SAMPA
as well. An option that has been investigated, but not evaluated, is to use a pro-
gram called Verilator [68] that automatically ports Verilog code to SystemC code.
This would simplify the conversion process by avoiding the need to have a deep
knowledge of the design, but might increase in terms of simulation speed.

The DAQ system was designed with the limitations of the chosen FPGA eva-
luation board, the need for testing all digital functionality of the design, and
the limited time frame for the development work. If a detector chooses to base
its acquisition system around the design, some considerations should be taken.
For operating with the SAMPA data links at 320 Mbps, a faster device should be
chosen, as the design currently uses extensive optimization techniques to reach ti-
ming, which complicates the design and makes it hard to maintain. For operating
at slower speeds, the design can be simplified, as was done in the MCH testing. To
increase data throughput, it would be beneficial to implement the Ethernet com-
munication directly in firmware, instead of relying on the Linux system to handle
this.
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The evaluation board used for the DAQ system, the Altera SocKit [76], is out
of production, and is replaced by a similar board, the Altera DE10 [102]. The new
board does not support high-speed transceivers on the connector connecting to
the SAMPA test board. As such, the SFP transceivers on the test board cannot be
used with this evaluation board. An effort to port the SocKit design to the DE10
is nearly complete, but requires some final debugging.

The current fixed shaping and gain settings were specifically chosen for the
needs of the TPC and MCH, but they might not be suitable for other detectors that
wish to utilize the SAMPA. Therefore, an alteration to the design, implementing
programmable gain and shaping settings, could be done to make the device more
general. As this adds more circuitry to the sensitive analogue section, it comes at
the cost of increased noise.

To improve manufacturing tests and calibration, a method for automatically
injecting a known charge into the front-end channels would be of interest. A
switching network could be used to connect one or more capacitors with known
charge onto each channel. A digital to analogue converter was designed for this
purpose, but it was not implemented due to the risks that it would increasing the
noise.

Throughout chapter 3 and in section 4.1.4 there are discussions on some ad-
ditional solutions and improvements in the digital design that might prove useful
to include if a new device is designed, depending on the needs of the detectors in-
volved. As the digital design was produced with enough flexibility so that it could
be used for a wide variety of detector applications, it compromises on device com-
plexity and power consumption. If this is of concern for a detector application,
the design is built with enough modularity so that removing unneeded blocks in

a new design can be done without too much effort.
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Schematic legends

Some simplifications have been done in the schematic drawings to avoid redun-
dancy and make them easier to read. The custom/uncommon symbols are shown

in figure B.1
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Figure B.1: Schematic legend.
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Appendix C

Registers

The SAMPA contains two types of registers; global and channel. The global re-
gisters are directly accessible through the I2C interface and contain configuration
that concerns the main operation of the device or configurations that are common
to all channels. The channel registers exist in each channel and contain configura-
tion that can be individually set for each channel. The channel registers are only

accessible via the global register, as explained in section C.1.3.

C.1 Global registers

The full list of global registers is listed in table C.1. Following is the extended

description of the registers.

C.1.1 Pin status

These registers show the status of input pins on the SAMPA.

HWADD (Hardware address) The device address. It is used both as the de-
vice’s 12C address as well as a source indicator in the header of the data

packets sent to the readout unit.

CLKCONF (Clock configuration) Status of the clk_config pins used for con-

trolling the internal clock division.

BOUNDARY Gives the status of the trigger inputs and the daisy chaining pins.
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Register name ‘ Address ‘ Type ‘ Default ‘ Description
HWADD [3:0] | 0x00 R 0x00 | [3:0] Chip address (hardware address)
TRCNTL [7:0] | 0x01 R 0x00 7:0] Trigger count, lower byte
TRCNTH [7:0] | 0x02 R 0x00 7:0] Trigger count, upper byte
BXCNTLL [7:0] | 0x03 R 0x00 7:0]  Bunch crossing count, lower byte
BXCNTLH :0] 0x04 R 0x00 7:0] Bunch crossing count, mid byte
BXCNTHL 0] | 0x05 R 0x00 | [3:0] Bunch crossing count, upper byte

TWLENL :0] 0x07 RW 0xE7

[

[

[

[ 7:0] Number of cycles for time window +1, lower byte

TWLENH [1:0] | 0x08 RW | 0x03

[

[

[

[

[

[
[
[
[
7:0 [
3:0 [
PRETRG 7:0] | 0x06 RW 0x00 | [7:0] Number of pre-samples (Pre-trigger delay), max 192
7:0 [
[1:0] Number of cycles for time window +1, upper byte
[
[
[
[

ACQSTARTL  [7:0] 0x09 RW 0x00 7:0] Number of cycles to wait before acquisition starts, lower byte
ACQSTARTH [1:0] | 0x0A RW 0x00 1:0] Number of cycles to wait before acquisition starts, upper byte
ACQENDL 7:0] | 0x0B RW 0xFF 7:0]  Number of cycles elapsed from trigger to acquisition end +1, lower byte
ACQENDH 1:0] | 0x0C RW 0x03 1:0] Number of cycles elapsed from trigger to acquisition end +1, upper byte
VACFG 7:0] | 0xOD RW 0x30 Various configuration settings

RW 0x00 | [0]  Continuous mode enabled

RW | 0x00 |[1] Raw data enable

RW | 0x00 |[2]  Cluster sum enable

RW | 0x00 | [3]  Huffman enable

RW 0x01 | [4] Enable header generation for empty channels

RW | 0x01 | [5]  Power save enable

RW | 0x00 |[6] Enable automatic clock gating on I2C block

RW 0x00 | [7] Enable clock gating on neighbour block when number of neighbour is 0
CMD [2:0] | OxOE RW 0x00 | [2:0] Commands, see table C.3
NBCFG [7:0] | OxOF RW 0x40 Neighbour configuration settings

RW 0x00 | [5:0] Neighbour input delay, ca. 0.2ns per bit for a total of ca. 12.5ns
RW 0x01 | [7:6] Number of neighbours

ADCDEL [6:0] | 0x10 RW 0x00 ADC sampling clock delay

RW 0x00 | [5:0] ADC sampling clock delay, ca. 1.5ns per bit for a total of ca. 94.5ns
RW | 0x00 |[6] Invert ADC sampling clock

ADCTRIM [2:0) | Ox11 RW | 0x04 | [2:0] Voltage reference trimming

SOCFG [5:0] | 0x12 RW | 0x34 Serial link configuration

RW | 0x04 | [3:0] Number of serial out, 0-11

RW 0x01 | [4] Disable internal termination of input differential links

RW 0x01 | [5] Enable NBflowstop_in pin

SODRVST [7:0] | 0x13 RW 0x55 Serial link drive strength configuration, see table C.5
RW 0x01 | [1:0] Drive strength of serial out 4-0
RW 0x01 | [3:2] Drive strength of neighbour flow stop out/serial out 5
RW 0x01 | [5:4] Drive strength of serial out 6,8,10
RW 0x01 | [7:6] Drive strength of serial out 7,9

Table C.1: Global registers part 1.

C.1.2 Event management

These registers show the configuration options for setting up events.
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Register name ‘ Address ‘ Type ‘ Default ‘ Description
ERRORS [7:0] | Ox14 R 0x00 Errors accumulated
R 0x00 | [4:0] Correctable header hamming errors
R 0x00 | [7:5] Uncorrectable header hamming errors
PMADDL [7:0] | 0x15 RW | 0x00 | [7:0] Pedestal memory address, lower byte
PMADDH [1:0] | 0x16 RW 0x00 | [1:0] Pedestal memory address, upper byte
CHRGADD [4:0] | 0x17 RW | 0x00 | [4:0] Channel register address
CHRGWDATL [7:0] | 0x18 RW | 0x00 | [7:0] Channel register write data, lower byte
CHRGWDATH [4:0] | 0x19 RW 0x00 | [4:0] Channel register write data, upper byte
CHRGCTL [7:0] | Ox1A RW | 0x00 Channel register control
RW | 0x00 | [4:0] Channel number
RW | 0x00 | [5] Broadcast to all channels (channel number ignored)
RW | 0x00 |[6]  Write, not read from register address (returns to read after write)
RW | 0x00 |[7]  Increment PMADD (returns automatically to zero)
CHRGRDATL  [7:0] | 0x1B R 0x00 | [7:0] Channel register read data, lower byte
CHRGRDATH  [4:0] | 0x1C R 0x00 | [4:0] Channel register read data, upper byte
CHORDAT [4:0] | 0x1D | RW | 0x00 | [4:0] Channel readout order data
CHORDCTL [5:0] | OxIE RW | 0x00 Channel readout order control
RW | 0x00 |[4:0] Position in order
RW | 0x00 |[5]  Write enable
BYPASS [3:0] | OxIF | RW | 0x00 | [3:0] Bypass inputs to serial 0, see table C.6
SERCHSEL [4:0] | 0x20 RW | 0x00 | [4:0] Channel select for ADC test serializer mode in bypass
RINGCNT [7:0] | Ox21 R 0x00 | [7:0] Ring oscillator counter difference from reference ADC clock
CLKCONF [6:0] | 0x22 R 0x00 | [6:0] Clock configuration pin status
BOUNDARY [4:0] | 0x23 R 0x00 Status of differential input pins
R 0x00 | [0]  NBflowstop_in
R | ox00 |[1] DinN
R 0x00 | [2]  hb_trg
R 0x00 | [3] trg
R 0x00 | [4] bx_sync_trg
CHENO [7:0] | 0x24 RW | O0xFF | [7:0] Channel enable 7-0
CHEN1 [7:0] | 0x25 RW | OxFF | [7:0] Channel enable 15-8
CHEN2 [7:0] | 0x26 RW | OxFF | [7:0] Channel enable 23-16
CHEN3 [7:0] | 0x27 RW | OxFF | [7:0] Channel enable 31-24

Table C.2: Global registers part 2.

TRCNTL, TRCNTH (Trigger count) The number of triggers that have
been processed by the device. The count is increased for each new trig-
ger, regardless of if the trigger source is the event trigger pin, the soft trigger
command or from running in continuous mode. The counter can be reset
with the TRCLR soft command, see table C.3. The counter will automati-
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Command name

CMD|2:0] ‘ Description

NOP 0x0 No operation

SWTRG 0x1 Software trigger

TRCLR 0x2 Clear trigger counter

ERCLR 0x3 Clear errors

BXCLR 0x4 Clear bunch crossing counter
SOFTRST 0x5 Software reset

LNKSYNC 0x6 Generates sync packet on serial links
RINGOSCTST 0x7 Run ring oscillator test

Table C.3: Command register, register returns to 0 after command is executed.

cally roll around after 20 triggers if it is not manually reset. The value is

not used for any internal operational purpose.

BXCNTLL, BXCNTLH, BXCNTHL (Bunch crossing count) The current

value of the bunch crossing counter. The counter runs on the LHC 40 MHz
bunch-crossing clock (internally generated or externally provided) and its
value is captured at the start of each processing time window and added to
the header of the corresponding packet for that processing time window. It
is also added to the heartbeat packet when one is requested through pulsing
of the heartbeat trigger pin (hb_trg). The counter can be reset with the BX-
CLR soft command, see table C.3, or by pulsing the bx_sync_trg pin. If not

220

manually reset, it will automatically roll around after cycles.

PRETRG (Pre-trigger) Sets the delay of the input data in relation to the

trigger signal. A one sample-delay is equivalent to the trigger signal arriving
one ADC clock cycle earlier. The configuration is intended to compensate for
delays in the external trigger signal or to give more time for trigger decision.
The maximum configurable delay is 192 samples which correspond to 19.2 s
when running at an ADC clock of 10 MHz. The delay is inserted at the entry
of the digital design before any data handling or compression happens. The
configuration does not alter the length of the time window, but merely moves
the trigger point in the sample stream earlier in time than when the trigger

was received.

TWLENL, TWLENH (Time window length) The number of cycles +1
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that a time window will last from a trigger start. In continuous mode, this

will impact the average length of packets.

ACQSTARTL, ACQSTARTH (Acquisition start) The number of cycles
from the start of a trigger that will be suppressed in the output data when
running in zero-suppressed mode or cluster sum mode. It is useful for in-
stance in cases where it is known that there always will be an unwanted
signal perturbation directly after the trigger which could badly influence the
filters. Set the value to 0 to disable.

ACQENDL, ACQEND (Acquisition end) The number of cycles from the
start of trigger to when sample acquisition should end. The remaining sam-
ples after this point, until the end of the time window, will be suppressed
when operating in zero suppression mode or cluster sum mode. If the value
is set higher or equal to TWLEN then it has no effect. The boolean equa-
tion is acquisition_enable = (TWLEN >= ACQSTART) & (TWLEN <=
ACQEND,).

VACFG/0] Continuous mode enable Enables automatic generation of a new
trigger at the end of a time window. A manual soft or pin trigger would
prematurely end the current time window and start a new one. Manual pin
triggering can be used to align time windows across multiple SAMPAS since

they will all start at the same time.
CMD:TRCLR (Trigger clear) Clears the trigger counter TRCNT.

CMD:SWTRG (Software trigger) Provides a single soft trigger, mainly for

test purposes.

CMD:BXCLR (Bunch crossing clear) Clears the bunch crossing counter
BXCNT.

CHENXx (Channel enable) Provides the possibility to shut down specific chan-
nels to avoid that they send data. It works by disabling all the filters and
suppressing the data readout for the channel in addition to disabling the
clock for the ADC.
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C.1.3 Channel register access

The register layout has been designed to minimize the number of writes needed
to update the channel registers and pedestal memories of each channel. By using
the 12C automatic address increment feature, it is possible to complete all writes
needed to update one channel or pedestal address in one continuous I2C command.
An additional broadcast bit can be set to write the same data to all channels
so that individual access is not needed. When filling the pedestal memory it is
possible to set the pedestal memory to increment on each write avoiding the need

to update the two registers each time.
Write

1. Set CHRGADD (Channel register address) to the address of the channel
register that you wish to write to.

2. Set the data to write at CHRGWDATH:CHRGWDATL (Channel re-
gister write data).

3. Set CHRGCTLI6] (Channel register control) high for write, set CHR-
GCTL[5] high if you wish to write the same value to all channels (bro-
adcasting), set CHRGCTL[4:0] to the channel number that you wish to

write the data to. When broadcasting the channel number is ignored.
Read

1. Set CHRGADD to the address of the channel register that you wish to
read from.

2. Set CHRGCTLI6] low for read, set CHRGCTL[4:0] to the channel num-
ber that you wish to read from. Broadcast (CHRGCTL[5]) is ignored

for reads.

3. The data will appear at CHRGRDATH:CHRGRDATL (Channel regis-
ter read data).

Pedestal memory write

1. Make sure the data path configuration for the channel to be written
to (DPCFG, see table C.9) is not using a lookup function f(), as the
lookup function utilizes the pedestal memory and will cause corrupted

writes.
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2.

Set PMADDH:PMADDL (Pedestal memory address) to the address in

the pedestal memory that you wish to write to.

Set CHRGADD to 0x10 which is the address for PMDATA (Pedestal

memory data) in the channel register.

Set the data to write at CHRGWDATH:CHRGWDATL.

Set CHRGCTL(7] high to automatically increment the currently set pe-
destal memory address (increment before write), set CHRGCTL[6] high
for write, set CHRGCTLI5] high if you wish to write the same value to
all channels (broadcasting), set CHRGCTL[4:0] to the channel number
that you wish to write to. When broadcasting the channel number is

ignored.

Pedestal memory read

1.

Make sure the data path configuration for the channel to be read from
(DPCFG, see table C.9) is not using a lookup function f( ), as the lookup

function utilizes the pedestal memory and will cause corrupted reads.

. Set the address in the pedestal memory that you wish to read from at

PMADDH:PMADDL.

Put the register address for the channel register PMDATA (0x10) at
CHRGADD.

Set CHRGCTL[7] high to automatically increment the currently set
pedestal memory address (increment before read), set CHRGCTL[6]
low for read, set CHRGCTL[4:0] to the channel that you wish to read
from. Broadcast (CHRGCTL[5]) is ignored for reads.

The data will appear at CHRGRDATH:CHRGRDATL.

C.1.4 Channel ordering

The channel ordering is kept as an ordered list of channels. The order of the

channels in the list defines the order that the channels will be read out in. Sub-

sequently, it also defines the serial link that a channel will be read out on, see
table C.4. Note that reading and writing to CHORDAT does not necessarily talk
to the same register. When you read from CHORDAT, you read directly from the
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register that CHORDCTL[4:0] is pointing to. Writing to CHORDAT writes to a
temporary register and the data in this register is only moved to the address that
CHORDCTL[4:0] is pointing to when the write command CHORDCTLI5]| is set
high.

Write

1. Set the channel number that you want to place in the list at CHORDAT
(Channel ordering data).

2. Set CHORDCTL[5] (Channel ordering control) high for write and set
CHORDCTL[4:0] to the position in the list that you want to place the

channel in.
Read

1. Set CHORDCTLI4:0] to the position in the list that you want to read

from.

2. The data will appear at CHORDAT.

C.1.5 ADC configuration

These registers enable configuration of some aspects of the ADC operation.

ADCDEL (ADC delay) As shown in figure 3.5 there is available a possibility
to delay the clock supplied to the ADCs (ckoutADCanalog) in relation to the
clock for the digital part (ckoutADC). This feature could be used to reduce
the influence of the digital part switching noise on the ADC sampling. The
phase can be changed by with a selection of ca. 1.5ns up to ca. 94.5ns
depending on process variations, which amounts to almost a full cycle at the
minimum designed for ADC clock speed of 10 MHz. If bit [6] is enabled the

clock is also inverted, which gives a less process dependent phase shift.

ADCTRIM (ADC trimming) Sets the configuration for the Configurable Re-
ference Voltage Source for the analogue front-end which adjusts the v450,
v600 and v750.
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C.1.6 Serial link configuration

These registers enable configuration of the serial link driver and receivers.

NBCFG (Neighbour configuration)

5:0 Input delay As the serial link speed from the neighbouring slave device
in a daisy chain runs at the same speed as the serial link clock on the
master device, there is no faster clock available which can be used for
oversampling the input. So to avoid metastability on the input a delay
chain is provided to encompass this. The delay is process dependent, but
in most cases, only an approximate delay is needed which leaves room
for the process variations. The delay can be changed with a selection of
ca. 0.2ns up to ca. 12.5ns, which amounts to a full cycle at the minimum

designed for serial link clock speed of 80 MHz.

7:6 Neighbour priority Sets the priority of the neighbour input data in
relation to the internal data. It should be set to the number of devices
following the current device in the chain. If it is the first device in the
chain and there are two following, it should be set to two. If it is the
second device in the chain and there is one following, it should be set
to one, etc. If the value is set to two, then the device will take two
packets from the neighbouring link for each packet it takes from any
of the internal channels. Only serial link 0 can output data from the

neighbouring link.
SOCFG (Serial out configuration)

3:0 Active links Sets the number of active serial link outputs. The links
are activated in sequential order, setting the value to 0 disables all links.
Disabling a link also disables its corresponding driver to save power. See
table C.4 for which channel would be connected to which link when this

setting is changed.

4 Input termination The physical connections to the input SLVS links
are assumed to be differential transmission lines with a differential im-
pedance of 100 §2. The receivers have a common built-in 100 Q termina-

tions, which can be enabled if required.
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5 NBflowstop_in enable The NBflowstop_in pin should be pulled low
if not in use. Setting this bit to zero will set the pin to zero internally
so that serial outputs will work normally in case the pin externally is

stuck at one.

SODRVST (Serial out drive strength) The serial link drivers have a pro-
grammable output current. This enables power saving when transmitting
over short distances or it provides the possibility to compensate for the loss

in long cables. The configurations are listed in table C.5.

CMD:LINKSYNC (Link sync) Forces sending of a sync packet on all active

links after the current transmission on the link has completed.

C.1.7 Data compression

Several methods of compressing the data stream before transmission is available. If
no method is selected it defaults to zero suppression. In case more than one method

is selected, the priority is raw > Huffman > cluster sum > zero suppression.

VACFG([1] Raw mode Enables the sending of raw data samples. It is equivalent
to running zero suppression with a threshold of 0, but it removes the two
extra control words at the beginning of the data payload (time stamp and

cluster size).
VACFG]|2] Cluster sum Enables the cluster sum compression method.

VACFG(3] Huffman Enables Huffman compression.

VACFG[4] Send empty packets In case there are no pulses above the zero
suppression threshold for a complete time window, which means there is
no data to be transmitted in the payload of the packet, there will still be
sent a header with an empty payload. If this is unwanted due to bandwidth
restrictions or other causes, then this bit can be set to 0 to prevent them

from being sent.
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Number of serial links enabled
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Table C.4: The table lists on which serial link a channel will be present when the configured
number of serial links are set. When the channel re-ordering is in use, then the number in the

channel column represent the channel re-ordering list position.

Drive strength [1:0] | Iout mean (mA) | Vdiff (mV) | Description

00 1.95 438 Normal mode
01 1.61 348 Low power mode
10 2.87 610 High drive strength mode

Table C.5: Serial link drive strength configuration.
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C.1.8 Power saving features

Some power saving features have been implemented. As power saving features
sometimes might have unintended consequences which can render the design unu-

sable, it is possible to disable them.

VACFG([5] Power save enable Setting this bit makes sure that the data pins
of the pedestal memory are not toggling when the device is in a mode where
the pedestal memory is not in use. When the pins are not toggling there will

be no activity in the memory and it will consume less power.

VACFGI[6] I12C clock gate The state machine of the I12C module can be auto-
matically powered down when there is no activity on the I12C lines to save

power. This bit enables this feature.

VACFG]|7] Neighbour block power down The neighbouring block, including
its ring buffer and receiver circuit, can be disabled automatically to save po-
wer when the number of neighbours (NBCFGJ[7:6]) is set to 0, this feature

enables this functionality.

C.1.9 Test functionality

To aid in debugging and test of the chip, some extended functionality has been
added.

ERRORS The packet headers are equipped with a Hamming error correction
code which enables correction of one error and detection of two errors in
the header. The Hamming code is added to the header before it is written
to the ring buffer memory and it is checked again when it is read out of
the ring buffer before it is sent to the serial links. The ERRORS register
contains a counter for the number of errors found that could be corrected,
and the number of errors that were not correctable and where the packet was
dropped. The counters collect errors from all channel ring buffer outputs, in

addition to the neighbouring ring buffer output and the neighbouring input.
CMD:ERCLR (Error clear) Clears the errors in the ERRORS register.

BYPASS The BYPASS register controls a multiplexer situated directly at the
serialOut[0] output. See table C.6 for specifics.
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0x1-0x3 Feed-through from one of the trigger inputs can be used for deter-
mining round-trip delay of the system in a production environment. It

can also be used for qualifying the SLVS driver/receiver pair.

0x4 Feed-through from the neighbour input DinN can be used for bypas-
sing the device in the chain. This option also feeds NBflowstop_in to
NBflowstop_out to enable full bypass of the device in daisy-chained

mode.

0x5 Feed-through from delayed neighbour input after the neighbouring in-
put has passed through the delay specified by NBCFG[5:0]. This can
be used for qualifying the neighbour input delay chain. Also feeds
NBflowstop_in to NBflowstop_out for full bypass in a daisy chain.

0x6 Linear Feedback Shift Register (LFSR) generator is intended for use
in qualifying the SLVS driver. When selected it enables a 31 bit LFSR
generator which feeds back the XNOR, of output 31 and 28. It runs at

the serial link clock.

0x7 The ADC test serializer selects the channel configured in the SERCH-
SEL register and serializes it at the serial link half clock with a preamble
of b010011.

0x8-0xC Internal clock output can be used for qualifying the quality of
the clocks arriving from the clock divider. As there is a configurable
delay chain (ADCDEL) between the digital ADC clock and analogue
ADC clock it is possible to qualify the delay chain by providing an
external ADC clock and outputting the analogue ADC clock through
this BYPASS mode.

0xD A ring oscillator has been implemented to determine process variations
and thermal/voltage effects. The oscillation is only operative after the
RINGOSCTST (table C.3) command has been sent and then only for
256 ADC clock cycles or 512 oscillator cycles, whichever is the shortest.
It should oscillate at about 100.9 MHz for the worst case, 220 MHz for
best case and 160.9 MHz for the typical case.

SERCHSEL (Serializer channel select) When BYPASS is set to 0x7, then

this selects the ADC channel used for the test serializer.
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RINGCNT (Ring oscillator counter) In a non-test environment, it is possi-

ble to determine the process speed of a device by comparing the ring os-
cillator clock against the ADC clock. The ring oscillator clock is divided 16

times and is used to run a counter which is compared to a counter running
at the ADC clock speed. The RINGCNT value is a signed byte and the os-
cillation period can be calculated as OSC = (255—12%51%%%%T)-16 where ADC
is the ADC clock period.

CMD:RINGOSCTST (Ring oscillator test) This command enables the above-

mentioned ring oscillator test.

BYPASS[3:0] ‘ Description
0x0 Serializer 0
0x1 Feed-through from bx_sync input
0x2 Feed-through from trg input
0x3 Feed-through from hb_trg input
0x4 Feed-through from neighbour input (dinN)
0x5 Feed-through from delayed neighbour input (dinN__del)
0x6 Output of 31 bits lfsr generator
0x7 Output of ADC test serializer
0x8 Internal ADC clock for digital part 10/20MHz
0x9 Internal serial out clock divided by 2
0xA Internal bunch crossing clock 40MHz
0xB Internal ADC clock for analogue part 10/20MHz
0xC Internal SAR ADC statemachine clock for analogue part 80/160MHz
0xD Clock from ring oscillator (only when triggered to run) 100-220 MHz

Table C.6: Bypass signals for serial out 0 output.
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C.2 Channel specific registers

The registers listed in table C.7 are specific to each channel. All channels can be
addressed at the same time by using a broadcast command when writing. Refer

to section C.1.3 for information on how to access the channel registers.

Register name ‘ Address | Type ‘ Default ‘ Description

K1 0x00 RW | 0x000 | [12:0] First pole of the TCFU

ZSOFF

2 0x0A RW 0x000 | [12:0:
ZSCFG 8

Offset added before truncation, 2’s compliment, 2 bit precision

(12:0] ]
K2 [12:0] | 0x01 RW | 0x000 |[12:0] Second pole of the TCFU
K3 [12:0] | 0x02 RW | 0x000 | [12:0] Third pole of the TCFU
K4 [12:0] | 0x03 RW | 0x000 |[12:0] Fourth pole of the TCFU
L1 [12:0] | 0x04 RW | 0x000 |[12:0] First zero of the TCFU
L2 [12:0] | 0x05 RW | 0x000 |[12:0] Second zero of the TCFU
L3 [12:0] 0x06 RW 0x000 | [12:0] Third zero of the TCFU
L4 [12:0] | 0x07 RW | 0x000 | [12:0] Fourth zero of the TCFU
L30 [12:0] | 0x08 RW | 0x000 | [12:0] TCFU IIR SOS first zero(L3) gain
ZSTHR [11:0] | 0x09 RW | 0x000 |[11:0] Zero suppression threshold, 2 bit precision
(12:0] ]
|

0x0B RW | 0x000 Zero suppression configuration

RW | 0x000 |[1:0]  Glitch filter, minimum accepted pulse, all, >1, >2, >2
RW | 0x000 |[4:2] Post-samples

RW | 0x000 | [6:5] Pre-samples

RW | 0x000 |[7] Change position of BC3 in pipeline (BC3 after BC2)
RW | 0x000 | [8] Enable Raw data output of ZSU

0x0C RW | 0x000 | [12:0
0x0D R 0x000 | [12:0!

FPD
VPD

[ BC1 Fixed pedestal (offset subtracted), 2’s compliment, 2 bit precision
[

BC2BSL  [12:0)
[

] .

| BC1 variable pedestal, 2’s compliment
0x0E R 0x000 | [12:0] BC2 Computed Baseline, 2’s compliment
BC3BSL 0x0F R 0x000 | [12:0]

PMDATA  [9:0] 0x10 RW 0x000 | [9:0

|

|

|

| BC3 Computed Baseline, 2’s compliment

| ]
BC2LTHRREL ~ [9:0] | 0x11 RW | 0x003 |[9:0] BC2 lower relative threshold

| ]

|

|

|

Data to be stored or read from the pedestal memory

BC2HTHRREL  [9:0] 0x12 RW | 0x003 | [9:0
BC2LTHRBSL  [10:0 0x13 RW | 0x400 |[10:0] BC2 lower saturation level for baseline
BC2HTHRBSL  [10:0]

BC2CFG  [10:0]

BC2 higher relative threshold

0x14 RW | 0x3FF | [10:0] BC2 higher saturation level for baseline
0x15 RW | 0x000 BC2 configuration

RW | 0x000 |[
RW | 0x000 ||
RW | 0x000 |[
RW | 0x000 | [

:0)  Number of taps in moving average filter

2] BC2 pre-samples

4] BC2 post-samples

8] BC2 glitch removal

RW | 0x000 |[10:9] Auto reset configuration

BC2RSTVAL  [7:0] | 0x16 RW | 0x032 | [7:0] Reset value for maf baseline when auto reset is enabled

BC2RSTCNT  [7:0] | 0x17 RW | 0xOFF | [7:0] Number of samples outside of thresholds before resetting maf filter (divided by 4)

Table C.7: Channel specific registers part 1.
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Register name Address | Type ‘ Default, ‘ Description

DPCFG [11:0] | 0x18 RW | 0x000 Data path configuration
RW | 0x000 | [3:0] BC1 mode, see table C.9
RW | 0x000
RW | 0x000
RW | 0x000
RW | 0x000

[
[ BC1 data input polarity
[
[
[
RW | 0x000 | [
[
[
[
[
[

BC1 pedestal memory polarity

]
]
] BC1 pedestal memory record from input
] TCFU enabled
| BC2 moving average filter enable
RW | 0x000 |
RW | 0x000
RW | 0x000
BCITHRL [10:0] 0x19 RW | 0x7FD
BCITHRH [10:0] | 0x1A | RW | 0x003
BCICFG  [9:0] | 0x1B | RW | 0x114 BC1 configuration
RW | 0x004 | [
RW | 0x001 | [
RW | 0x000 | [:
RW | 0x000 | [¢
[
[
[

BC3 filter enable

10]  TCFU SOS architecture enable

1] TCFU signed Pole/Zero enable

| Lower threshold of variable pedestal filter, 2’s compliment

:0] Higher threshold of variable pedestal filter, 2’s compliment

3:0]  Number of taps in variable pedestal filter

4] Define open threshold time of 31(high)/15(low) samples after (auto)reset
5] Force enable IIR also inside time window

6] High if BCITHR should be considered absolute, else relative

RW | 0x002
RW | 0x000
BCIRSTCNT  [7:0] 0x1C RW | 0x000
RW | 0x000 0 disables the auto reset

BC3SLD  [7:0] | 0x1D RW | 0x020 | [7:0] Rate of the BC3 baseline down counter
BC3SLU  [7:0] | OxIE | RW | 0x010 | [7:0] Rate of the BC3 baseline up counter

7] Shift output data of pedestal memory
9] BC1 negative clipping enabled

7:0]  Number of samples outside of thresholds before resetting vpd filter (divided by 4)

Table C.8: Channel specific registers part 2.

C.2.1 Data path configuration

All the filters can be bypassed so that only the filters that suit the detector’s
needs are required to be enabled. Below are the specific configuration settings to

set up the data path filtering.

ZSCFG (Zero suppression configuration)

7 Baseline correction order Enabling this moves the BC3 filter before
the BC2 filter. The BC2 filter can then help reduce some of the noise in
the baseline generated by the BC3 filter. The BC2 filter will then also
not experience any large fluctuations in the baseline which could make

it get stuck outside its thresholds and so it should be safe to use.
DPCFG (Datapath configuration)

3:0 BC1 mode Switches the data path in the Baseline Correction 1 filter
between the different operation modes. See table C.9 for the different
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modes.

6 Pedestal memory record Enables writing the data from the input di-
rectly into the pedestal memory. Data writing follows the time window
and starts writing at address 0 from a trigger start and ends when the

time window is completed.
7 DS enable Enables the Tail Cancellation filter correction.

8 BC2 enable Enables the Baseline Correction 2 moving average based

filter correction.

9 BC3 enable Enables the Baseline Correction 3 slope based filter cor-

rection.

C.2.2 Digital shaper

These are the configuration settings for the 3 /4th IR Tail Cancellation Fil-
ter / Data Shaper / generic IIR filter. See section 3.2.3.2 for references to the

poles and zeroes.

K1:K4 Poles of the IIR filter.

L1:L4 Zeros of the IIR filter.

L30 Extra pole included for generalizing the filter.
DPCFG (Datapath configuration)

10 Single order section architecture When this is enabled the filter is

changed from a 4" order filter to a 3" order filter.

11 Signed coefficients Enables signed Pole/Zero coefficients

C.2.3 Baseline correction 1

These are the configuration settings for the various filtering capabilities of the

first baseline correction filters.

FPD (Fixed pedestal) Each channel has a baseline value which usually is de-
sirable to remove so that the signal is sitting at zero instead of at an offset

from zero. The value is two’s complement with two extra bits of precision.
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VPD (Variable pedestal) The current baseline calculated by the variable pe-
destal filter.

DPCFG (Datapath configuration)

4 Invert input Negates the input to the baseline correction 1 filter.

5 Invert output Negates the output value of the pedestal memory.

BC1THRL (Threshold low) Sets the threshold below the current value of the
VPD for when the VPD should not update its value. If BC1CFGI6] is enabled
then this threshold is an absolute threshold instead of being relative to the

current VPD value.

BC1THRH (Threshold high) Sets the threshold above the current value of
the VPD for when the VPD should not update its value. If BC1CFG[6] is
enabled then this threshold is an absolute threshold instead of being relative

to the current VPD value.
BC1CFG (Baseline correction 1 configuration)

3:0 Taps Sets the number of taps of the VPD filter.

4 Auto reset When the signal has been outside the acceptance thresholds
for a specified time given by BCIRSTCNT the filter will reset and open
up the thresholds so that it can regain the correct baseline and avoid
getting stuck. If this bit is set high it will open the thresholds for 31

cycles, and if it is low it will open them for 15 cycles.

5 VPD always on The VPD filter can be set to only run when outside of a
time window or it can be forced to run all the time when this setting is
enabled. If running in continuous mode and one wants to use the VPD

then this needs to be enabled.

6 Absolute thresholds Changes BCITHRL and BC1THRH from being
relative thresholds to being absolute thresholds.

8:7 Pedestal memory shift output Shifts the output value from the pe-
destal memory in the specified amount of steps. The final output value
is 13 bits, two’s complement with two-bit precision. With a value of 0,

the pedestal memory value is 8 bits with 2 bits of extra precision, with
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a value of 1 the pedestal memory value is 9 bits with 1 bit of extra pre-

cision, with a value of 3 the pedestal memory value is 10 bits and with

a value of 4 the pedestal memory value is multiplied by 2 and is 10 bits

two’s complement.

9 Clip output If this is set, then negative values on the output of the BC1

filter will be clipped to zero.

BC1RSTCFG (Reset configuration) Specifies the number of samples that

the signal can be outside the thresholds before the auto-resetting steps in

and the thresholds are opened. It is given in steps of four so the required

number of samples must be divided by four. If the value is set to zero then

the auto-resetting feature is disabled.

DPCFG|3:0] | Effect
0x0 din - FPD
0x1 din - f(t)
0x2 din - f(din)
0x3 din - f(din - VPD)
0x4 din - VPD - FPD
0x5 din - VPD - f(t)
0x6 din - VPD - f(din)
0x7 din - VPD - f(din - VPD)
0x8 f(din) - FPD
0x9 f(din - VPD) - FPD
OxA f(t) - FPD
0xB f(t) - f(t)
0xC f(din) - f(din)
0xD f(din - VPD) - f(din - VPD)
O0xE din - FPD
OxF din - FPD

Table C.9: Operating modes of the first Baseline Correction.

The lookup function {() is the pedestal memory with the argument as the address.
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C.2.4 Baseline correction 2

The following settings configure the various thresholds and filtering options for

the second baseline correction filter.

BC2BSL (Baseline) The baseline as calculated by the BC2 filter.

BC2LTHRREL (Low threshold, relative) Sets the threshold below the cur-
rent value of the calculated baseline for when the filter should not update

its baseline value.

BC2HTHRREL (High threshold, relative) Sets the threshold above the
current value of the calculated baseline for when the filter should not update

its baseline value.

BC2LTHRBSL (Low threshold, baseline) Sets the minimum absolute value

that the baseline can have before the auto-reset countdown starts.

BC2HTHRBSL (High threshold, baseline) Sets the maximum absolute va-

lue that the baseline can have before the auto-reset countdown starts.
BC2CFG (Baseline correction 2 configuration)

1:0 Number of taps Select the number of taps in the moving average fil-
ter, 3 = 8 taps, 2 and 1 = 4 taps, 0 = 2 taps.

3:2 Pre-samples Sets the number of samples before (pre-samples) the sig-
nal crosses out of the acceptance threshold that should be excluded from
the averaging.

7:4 Post-samples Sets the number of samples after (post-samples) the sig-

nal crosses into the acceptance threshold that should be excluded from

the averaging.

8 Glitch filter If this is enabled, then single samples that pass out of or
into the thresholds do not trigger the pre- and post-samples.

10:9 Auto reset mode Selects the method of auto-resetting the BC2 fil-
ter. A value of 3 selects the open threshold method of reset. Selecting
2, enable the auto-reset of the baseline to the current BC3 baseline, a
value of 1 resets the baseline to the value given in BC2RSTVAL, 0 will

disable the auto-resetting functionality.
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BC2RSTVAL (Reset value) When BC2CFG[10:9] is set to 1, then this value
is used when the BC2 filter needs to be reset (the value BC2RSTVAL is
multiplied by 4 when loaded into a 13 bit signed data-path register).

BC2RSTCNT (Reset count) When auto-reset is enabled, then this specifies
the number of samples outside the threshold before the auto-resetting steps

in. It is given in steps of four so the required number of samples must be
divided by four.

C.2.5 Baseline correction 3

The below settings configure the gradients of the slope in the third baseline cor-

rection filter.

BC3BSL (Baseline) The baseline as calculated by the BC3 filter.

BC3SLD (Slope down) The rate at which the average changes in the down-
ward direction when the signal is below the current average. The value is

given with 0.25 bits precision.

BC3SLU (Slope up) The rate at which the average changes in the upward
direction when the signal is above the current average. The value is given

with 0.25 bits precision.

C.2.6 Zero suppression

The following registers set the thresholds, offsets and other configuration options

for running with zero suppression.

ZSTHR (Zero suppression threshold) Signals below this value will be sup-
pressed and not included in the data stream. The value is given with 0.25
bits precision. Setting this value to zero effectively disables zero suppression

as long as no filters are enabled which can bring the sample value below zero.

ZSOFF (Zero suppression offset) Since data is transmitted as 10 bits unsig-
ned, there is a necessity to truncate the data to only positive values. To avoid
losing information, like the tale of pulses that can pass below the average, it

is possible to add an offset to all values before truncation. As this happens
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before the zero suppression threshold decision, any offset added here needs

to be taken into account when setting the threshold.
ZSCFG (Zero suppression configuration)

1:0 A glitch filtering setting to remove spurious signals above the zero-
suppression threshold. With this set to 4, the pulses that are 3 samples
or shorter will be removed. If it is 3, then pulses that are 2 samples or
shorter will be removed. With this set to 2, then single samples above

the threshold will be removed. Setting it to 0 will accept all pulses.
4:2 Samples before pulse starts Sets the number of samples before the
signal passes above the threshold that should be included.
6:5 Samples after pulse ends Sets the number of samples after the signal

has passed below the threshold that should also be included.

8 Raw samples Enables sending of samples that have not been modified
by the BC2 or BCS3 filter, but the zero suppression threshold decision is

still done on the filtered baseline.
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