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Abstract

At the University of Bergen (UiB), a proton computed tomography(CT) prototype is under de-

velopment. Proton CT (pCT) is an alternative to X-ray for planning proton radiation therapy.

Currently, an X-ray is performed to prepare proton treatment. This requires a conversion of

X-ray attenuation to the relative stopping power of protons which leads to a systematic error

entailed by the translation process. A pCT system may reduce the error margin, hence minimiz-

ing the radiation dosage and increase the safety of particle therapy.

Developing a complete pCT readout and control system is a large and complicated task involv-

ing expertise from different engineering disciplines and other fields within natural science. This

thesis will focus on the host software interfacing with the pCT readout unit (PRU) that is going to

be implemented in the pCT machine. The host software will be used to manage the PRUs from a

control room. An operator of the host software is able to evaluate the status of the system, such

as the current state of the pixel detectors and readout units. This allows for configuration and

calibration of the PRU and PRU peripherals.

This thesis will discuss the implementation details of the host software and how it may be de-

veloped further. The host software is run in a Linux environment and developed in C++ to ac-

commodate future requirements in time of execution and management of large data sets. It

has been tested continuously by acquiring and analyzing detector data where the pixel detector

has been irradiated with low-intensity sources at UiB. The software has also been run in a radi-

ation experiment at the German Cancer Research Center beam facility. The host software is a

framework with multiple complied tests that can be executed to verify the operation of the pixel

detector.

The thesis also includes an overview of existing work achieved by the pCT group at UiB and

suggestions for improvements. Furthermore, it includes an introduction to particle therapy and

details of the particle detector.
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Chapter 1

Introduction

1.1 Motivation

Digital cameras use image sensors to capture light (photons) to create images. The image sen-

sors are two-dimensional arrays containing pixels that register photons passing through. De-

pending on the energy of the photon a wavelength is given which corresponds to a color. There

are mainly two types of image sensors; CCD and CMOS. In a CMOS sensor, a pixel will output a

voltage if it is hit by light. An image is created by scanning the pixels either by one row at a time

until the whole frame is complete, or by scanning odd lines then even lines and combine them

into a complete frame. A higher number of pixels increases the resolution of the image, but also

increase the amount of data transmitted of the sensor. The iPhone 8 has a seven million pixels

image sensor. The device has to read all pixels, identify their position, combine into a frame,

check for errors and add metadata to the image. Raw images usually consume vast amounts of

memory so the device will need to compress the image to a certain degree without losing too

much quality. This is a specialized process often done by a subsystem referred to as a readout

system. The readout system is implemented to carry out the tasks above and forward the �nal

result to other peripherals. Image sensors are used in many �elds ranging from medical imag-

ing to astronomy to capture different types of particles such as ions. Each case needs its own

readout system to manage and transmit data.

The topic of this thesis is the development of a readout and control system for medical pur-

poses, more speci�cally a pixel-based proton computed tomography system (CT) based on de-

tector technology from the ALICE experiment at CERN. The focus will be on the host software

interfacing with a readout unit making up a complete readout and control system.
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Today, mostly high energy photons are used in cancer treatment. In conventional radiography,

a patient is scanned with X-ray and a radiation dose is calculated based on the scan results. Pho-

tons work very well when malignant cells that are just below the patient's skin. A problem arises

when tumors grow deeper into the body. Photons are a problem because of the damage it does

to the tissue surrounding the target of treatment. Researches have in the recent years looked

towards the use of protons and other charged particles. These methods bene�t the patients be-

cause of the more precise dosage delivery to the diseased tissue. Increasing precision of dosage

lowers the risk of damaging organs in the proximity of the radiation target. The political willing-

ness in Norway to build particle centers is strong. In 2017 Jonas Gahr Støre promised one billion

NOK to build particle therapy centers if elected [1]. The same year the Norwegian government

released a statement promising to fund centers in Oslo and Bergen which is to be �nished in

2023 and 2025 respectively[2].

The University of Bergen has been granted funds to develop a prototype of a computed tomog-

raphy (CT) system replacing X-rays with protons. The prototype is going to use several layers

of the CERN-developed monolithic active pixel sensors. These chips were developed as a part

of the upgrade of the Inner Tracking System (ITS) for the ALICE detector [3]. The ALICE Pixel

Detector (ALPIDE) is sensitive to charged particles. With adequate software, it is possible to

reconstruct particle paths and calculate their residual energy.

1.2 Thesis Motivation

The primary objective of this thesis is to develop a software framework to acquire and analyze

data from ALPIDE detectors. An existing framework has been developed at CERN for other read-

out systems. The software provides con�guration, calibration, and testing of the ALPIDE chips.

At the University of Bergen, a new readout board has been designed with new �rmware, em-

bedded software and communication protocols. The focus of this thesis is to port the existing

software and extend its functionality to the new setup.

This work builds upon the software produced at CERN and around the existing work achieved

by the pCT group in Bergen. THe documentation for the software was limited, so a signi�cant

amount of time was spent reading and understanding the different software modules. A con-

siderable part of the software is made to test the electrical yield, modules and tracking particles

in the ALPIDE detector with the ported framework. Tests were done in Bergen with a gamma

source, and with protons, helium and carbon in Heidelberg.
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A major challenge was to verify and validate the software when communicating with the readout-

electronics. The author of this thesis has limited knowledge of microelectronics, and a consid-

erable portion of the time was spent learning how different electronic components function on

a lower level. That also includes time spent on understanding how the ALPIDE chip itself oper-

ates.

1.3 Outline

This thesis is split into the chapters below:

• Chapter 2: Computed Tomography and Particle Therapy This chapter aims to describe

the conventional radiography and the advantages for proton CT. How proton beam curves

differentiate from photons in energy deposition.

• Chapter 3: ProtonCT UiB and ALPIDE Chip This chapter aims to present the proton CT

prototype and architecture and principle of operation of the ALPIDE chip.

• Chapter 4: The pCT Readout Unit and Control System This chapter describes the readout

unit and its subsystems. The readout unit is the interface between the ALPIDE chips and

the host software described in this chapter.

• Chapter 5: Host Software In chapter 4 the readout system is discussed. A host software

has been developed to interface the readout unit and assist in data acquisition and analy-

sis of detector data. This software is described in this chapter together with future devel-

opment.

• Chapter 6: Testing The pixel detectors are thoroughly examined before employed through

a series of tests. The tests are integrated into the host software described in chapter 5. In

this chapter the tests is described with full procedure, classi�cation and real results.

• Chapter 7: Conclusions This chapter discusses the result of this thesis. It goes through

the design choices and presents recommendations for further work.

• Bibliography

• Appendix
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Chapter 2

Computed Tomography and Particle

Therapy

In conventional radiography, an x-ray is passed through an object and registered by a detector

on the opposite side. Depending on the density and composition of the object, an amount of

the radiation is absorbed, and a 2D image of the internals of the object is created. In a standard

computed tomography (CT) system the same principle is applied with a 360 degree rotating

X-ray source sampling along the way. The produced 2D images are stacked together to form a

3D image. This image may reveal abnormalities such as tumors and damaged organs within a

patient.

Figure 2.1: CT scan
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2.1 Ionizing Radiation

In 2012 CT scan procedures contributed to roughly 50-80 % of the total population dose of x-

ray imaging in the Nordic countries. In some countries, this exposure is higher than that from

natural sources [4]. X-rays have enough energy to overcome the binding energy of electrons or-

biting atoms and molecules. Therefore x-rays can knock electrons out of their orbits and create

ions. Because of this x-ray are categorized as ionizing radiation. The most common scenario

is the creation of hydroxyl which may interact with nearby DNA to cause strand breaks or base

damage[5].

2.2 Particle Therapy Motivation

In standard radiotherapy, ionizing radiation is used to control the growth or kill malignant cells.

There are several sources used in radiation therapy. Among them are photons, protons, helium,

and carbon. To examine the differences, a plot of the ionizing radiation's energy loss while it

traverses through matter is used. This plot is called a Bragg Curve. Figure 2.2 shows how pro-

tons and photons lose their energy while traveling through water. Photons have no mass and no

charge and can easily penetrate any tissue. The photon curve shows however that most of the

dosage is delivered early. This is not a problem if the diseased tissue is just below the patient's

skin, but is complicated when it resides deeper into the body.

Protons do have mass and lose its speed faster contrary to photons when traveling through tis-

sue. Protons deliver its energy much more precisely making it easier to irradiate accurately at

any given depth. The peak of the curve is called a Bragg Peak. It occurs just before the particle

goes to rest. Therefore the goal is to direct the beam so that the Bragg Peak occurs inside the

diseased tissue.

2.3 Proton CT

The energy loss of protons is dependent on their initial energy, and the properties of the matter

they are traveling through. Proton dosage levels are calculated from the relative stopping power

(RSP). RSP is the retarding force on the particle as it interacts with materials. To obtain the RSP

an x-ray CT scan is performed on the patient. The scan accumulates Houns�eld Units (HU),

which is a number describing the relative inability of a particle to pass certain materials. Con-

version of the HU obtains RSP which leads to a systematic range uncertainty of 2-3 % [7].
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Figure 2.2: Proton energy curve and impact vs. photons [6]

In 2015 a scienti�c study showed that simulated proton CT had maximal range errors of 0.5 %

compared to 7.4 % of single energy x-ray CT [8]. The motivation to develop a proton CT system

is indeed to minimize the range error, hence making treatment safer for the patients.

In a proton CT scan, a proton beam is sent through the patient. The intensity of the proton

needs to be high enough to travel through the patient being scanned. The measured residual

energy together with an estimated path of the proton can calculate the RSP. With the tracking

planes and distance to the treatment object, the proton's path can be measured and information

about what and where the proton lose its energy.
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2.4 Existing Proton CT Systems

Due to the increasing use of protons in radiation therapy, several pCT prototypes have been de-

signed and even built. In order to track protons, a set of tracking planes are placed before and

after the target of treatment with a measurement apparatus at the rear end. The apparatus is

used to calculate residual energy. Together with the tracking planes, it is possible to estimate

the path of the protons and determine the proton range for treatment usage. The arrangement

of the tracking planes varies between the prototypes. The UiB pCT will only install tracking

planes after the object of treatment.

In 2016 a prototype for a preclinical head scanner for pCT was suggested[9]. It uses tracking

planes between the phantom. The �rst plane measures the direction and position of the incom-

ing proton beam, while the latter measure the proton beam as it exits the phantom. A 5-stage

scintillator detector is placed at the rear end. It will stop the protons and calculate the residual

energy. While the tracking planes are capable of measuring multiple protons simultaneously,

the scintillator detector has no lateral segmentation. Thus, the detector can only analyze one

proton at a time. The system is still capable of completing a full scan in 10 minutes and measur-

ing 1 million protons per second.

The projection measurement of protons produces vast amounts of data. A signi�cant challenge

is to of�oad, check the integrity and analyze this data in real-time. The system explained above

estimates about 20 GB of data each scan. The computations are so extensive that an off-the-shelf

microprocessor is often not a viable option. Instead, a custom ASIC or an FPGA is employed to

of�oad events from the particle detectors.

Figure 2.3: Example of a proton ct layout. A proton beam trajectory is measured before and after
the patient. The calorimeter is used to measure the residual energy after the patient
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Chapter 3

Proton CT UiB and ALPIDE chip

3.1 ALPIDE 1

The ALPIDE chip was designed for Inner Tracking System of the ALICE experiment at CERN

[11]. It is capable of registering charged particles with its 512 x 1024 sensitive pixel sensor ma-

trix. The sensors are placed on a 180 nm CMOS Imaging process of TowerJazz. Each sensor

contains a charge collection diode where a voltage will appear when charged particles irradiate

the surrounding area.

3.1.1 Pixels

The pixel sensors have a sensing diode, a front-end amplifying and shaping stage, a discrimi-

nator and a digital section. This is illustrated in �gure 3.1. A bias voltage can be used to tune

the global threshold value. Any voltage that exceeds this value will cause the output from the

Front-end low and activate the active-low input signal in the digital section. If active-low input

is low while the STROBE signal is high, a digital one is latched into the Multi-event buffer (MEB).

The value in the buffer is read out as a "hit", framed and transmitted of the chip. The STROBE

signal is generated by TRIGGER which can be produced internally on the chip or externally via

the control interface. The STROBE duration and gap between subsequent STROBE pulses are

adjustable and can range from 25 ns to 1638.4 us.

1This chapter is mostly based on the ALPIDE Operations Manual [10]
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Figure 3.1: The ALPIDE pixel cell [10]

3.1.2 Pixel Indexing

The pixel sensor matrix is divided into 32 regions with each region containing 16 double columns

as illustrated by �gure 3.2. The pixels are arranged in the double columns with priority encoders

in the middle effectively making a readout array of 512 priority encoders. The priority encoders

determine how the pixels are indexed. Figure 3.3 shows how pixels are arranged in the double

columns. With this arrangement, it is possible to �nd each pixel by row and column via region

ID, double column and address given by the priority encoder.

Figure 3.2: Region arrangement - Leftmost is 0 and rightmost is 31

Figure 3.3: Pixel indexing by priority encoder inside a double column
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3.1.3 Pixel Masking and Digital Pulsing

The in-pixels digital circuitry gives the ability to mask and set pixel states. Figure 3.4 shows

the functional diagram of the pixels. The mask latch is activated with the CNFG_COLSEL and

CNFG_ROWREGM_SEL signals. The column and row select signals offer the capability to mask

pixels individually or by row. The PIXCNFG_DATA signal is then set high, effectively setting the

output of the mask latch high. This output signal goes into the active low input of the last AND

gate forcing the STATE low regardless of what is stored in the MEB.

The pulsing latch is activated with CNFG_ROWREGP_SEL and CNFG_COLSEL. It is important to

note that CNFG_COLSEL is a shared signal for masking and pulsing, while they have their own

row selection signal. The PIX_CNFG_DATA signal is latched into PULSE_EN and the output is

driven into the MEB with the global DPULSE signal.

With this logic, it is possible to generate different pulsing patterns to validate the pixel logic.

Figure 3.4: The ALPIDE pixel cell [10]

3.1.4 Data Transmission

The ALPIDE has two interfaces for transmitting data. One serial port and one parallel port with 8

bits. If the ALPIDE is con�gured in inner-barrel (IB) mode, the serial link port is used. The serial

link speed is programmable and can be 1200 Mb/s, 600 Mb/s or 400 Mb/s. The data is 8b/10b

encoded effectively giving a transfer speed of 960 Mb/s. The outer-barrel (OB) con�guration is

not used in UiB pCT project due to the relative high occupancy. In an OB con�guration, the

parallel port is used to connect the slave chips and master chip. The master chip acquires data

from the slave chips and transmits their data with a bit rate of 400 Mb/s, or 320 Mb/s after

encoding.
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3.1.5 Framing and Triggering

One of the core functionalities of the ALPIDE is to store the state of the pixels and transmit that

information to a readout system. A frame is a collection of pixels states within a speci�ed time

window. It can be viewed as a snapshot of the pixel detector grid. To generate a frame the chip

has to be triggered.

Each pixel contains a three-hit storage multi-event buffer(MEB). This makes it possible to store

three frames without the need to complete a data readout which prevents loss of data.

The ALPIDE offers a 12-bit counter for an internal time reference. It runs continuously to its

maximum value of 3563 before it wraps around to zero. The maximum value matches the du-

ration of one orbit of the ALPIDE system clock. Operating the chip with a clock synchronous to

the chip's system clock provides a bunch cross (BC) counter. The BC counter can be reset by the

BCRST command, and used to synchronize across chips. In the framing process, this counter

is used to provide timestamps for frames. The BC counter is especially useful when employing

multiple chips in an experiment. The counter gives the ability to track particles passing through

several chips.

Frames are encoded and packed into a sequence of data words. All valid data words can be

seen in table 3.1. The correct sequence is header word, region header, data short/long trailer

word. The header word contains chip id and the bunch counter value. The region header tells

in which regions of the pixel matrix the hits are located. Data short contains one hit with one

address. Data long can store up to seven hits. It has a starting address, which is always a hit, and

a 6-bit hitmap.

Table 3.1: Valid ALPIDE data words [10]

Data Word Length (bits) Value (binary)

IDLE 8 1111_1111

CHIP HEADER 16 1010<chip id[3:0]><BUNCH COUNTER FOR FRAME[10:3] >

CHIP TRAILER 8 1011<readout �ags[3:0]>

CHIP EMPTRY FRAME 16 1110<chip id[3:0]><BUNCH COUNTER FOR FRAME[10:3] >

REGION HEADER 8 110<region id[4:0]>

DATA SHORT 16 01<encoder id[3:0]><addr[9:0]>

DATA LONG 24 00<encoder id[3:0]><addr[9:0]> 0 <hit map[6:0]>

BUSY ON 8 1111_0001

BUSY OFF 8 1111_0000
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3.2 Proton CT UiB

A proton CT prototype is being designed at the UiB. It will use a single Digital tracking calorime-

ter (DTC) to track and measure the energy of protons. The DTC contains several detector layers

and a calorimeter at the rear end. Multiple layers of pixels sensors compose the calorimeter with

interleaving absorbing metal layers for energy degradation.

The detector layers in front of the calorimeter are ALPIDEs mounted on staves. The pixel sensors

are con�gured in IB mode to utilize the high readout speed and allow the sensors to be mounted

in the stave con�guration. The staves are arranged in parallel creating a square. The square is

referred to as a layer.

Figure 3.5: 3D model of the pCT UiB DTC

Figure 3.5 shows the design of the prototype. The blue bars on top aids in cooling the DTC. The

yellow lines are PCB �ex cables connect each stave to a carrier card, which again is connected

to a readout board.
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Chapter 4

The pCT Readout Unit and Control System 1

The proton CT readout unit is located and maintained on a development board containing a Xil-

inx FPGA and other electronic interfaces to connect to ALPIDE chips and host system. The FPGA

contains �rmware modules to communicate with ALPIDE chips and a master control module

to interface these modules and host system. The master control module implements commu-

nication between PRU master and host, the assistance of data readout and monitoring of chip

and PRU currents and voltages.

Figure 4.1: Simpli�ed overview of the PRU

1This chapter is based on the work acheived by pCT group. Speci�cally the work of Karl Emil Bohne [12] and Ola
Slettevoll Grøttvik [13].
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4.1 Readout Unit

The readout unit (RU) is developed on a Xilinx VCU118 evaluation board containing an Virtex

Ultrascale+ VUP9 FPGA. It has a Samtec Fire�y interface which is used to transfer data between

the RU and the ALPIDEs. It also has an ethernet port with tri-speed. It can be con�gured to

operate in gigabit mode (1000 Mb/s) or fast ethernet mode (10/100 Mb/s).

Figure 4.2: Readout unit connected to the mTower setup through a FMC and �re�y cable

4.1.1 mTower

The mTower is a cuboid of metal with ALPIDEs stacked on top with a transmission card at-

tached. The card connects the pixel detectors to the readout unit providing control and data

readout from the PRU. The ALPIDEs are put together two by two and stacked on top of each

other. Each detector pair is connected to the transmission card, but the PRU �rmware provides

individual channels to distinguish between them.
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4.1.2 Firmware modules

The readout unit contains multiple modules to gather data from the ALPIDE and transmit it

off the readout board. Figure 4.3 gives a simpli�ed overview of the modules and how they are

connected. The ALPIDE control module manages transactions over the ALPIDE slow control

interface. The modules provide multiple registers to execute read and write operations on inter-

nal registers, perform commands, con�gure or access memories on the ALPIDE. Each stave has

its own ALPIDE data module. The of�oad module retrieves readout data from all data modules

and stores them in a FIFO buffer. The data is then streamed to a multi-channel DMA. The data

is then transferred into a block of memory from the DMA. The DMA noti�es the CPU that the

transfer has been completed and the CPU may take action to transmit the data via TCP/IP 2.

A soft-core microprocessor is deployed to facilitate implementations of communication pro-

tocols and assistance of the readout process. The processor runs a real-time operating system

(RTOS) to aid in software development and maintenance by providing a multithreaded environ-

ment and resource management system.

4.1.3 PRU Data Format

Readout data produced by the ALPIDE is processed by the PRU. Each ALPIDE frame is inserted

into the PRU data format 3. This format has four types (words). Header, data, trailer and empty

frame. Each word is 16 bytes long and has the general format shown in table 4.1.

Table 4.1: General PRU Word format [14]

Name WORD TYPE RU STAVE ID CHIP ID CONTENT

Length 2 6 4 4 112

Bits 127:126 125:120 119:116 115:112 111:0

A PRU event is an ALPIDE frame on the PRU data format. A PRU event consists of a header

word, an arbitrary number of data words and a trailer word. The header word holds information

about time and space for event reconstruction in hardware. The data word may hold up to 14

bytes of ALPIDE data. If there are more than 14 bytes of ALPIDE data, another data word will

be generated. If less than 14 bytes, the rightmost bytes will be padded with 0XFF. The trailer

word designates that the ALPIDE frame has been read out. It holds information about errors

and number of bytes transmitted from the ALPIDE. The empty frame indicates that the ALPIDE

2A UART interface is available, but TCP/IP has been preferred because of higher throughput
3Read the PRU Data Format Speci�cation [14] for more information
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Figure 4.3: Readout unit showing central modules of the system

had no hits. The empty frame holds the same information as a header word, but also contain a

bunch counter for the ALPIDE.

4.1.4 Message Format

A control format has been developed to communicate with the control system. The format is

split into three sections, header, payload and trailer. The header is 3 bytes containing informa-

tion about the length and command type of the packet. The length �eld is 2 bytes, which allows

the packet to hold 1 to 65535 bytes of data. The payload contains the actual data in the packet.

The trailer is 1 byte and holds a sequence number making it possible to associate a sent message

with a received reply.
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Table 4.2: General message format developed for communication with the embedded software
from host [12].

Header(3 bytes) Payload(1 - 65535 bytes) Trailer (1 byte)

Data sent over unreliable interfaces use the Consistent Overhead Byte Stuf�ng (COBS) to encode

data. It adds an overhead of one byte for every 254 bytes in addition to an ending byte. With this

scheme, the receiver can recover from malformed packets 4.

The command type �eld is used to indicate that a message is for a PRU peripheral, one or mul-

tiple ALPIDEs.

4.1.5 Embedded Software

The embedded software delivers two communication links between the PRU and the host soft-

ware; UART and TCP/IP. Through these access points, all PRU �rmware modules are accessible

for con�guration and monitoring. The software is also able to monitor PRU modules and per-

form ALPIDE procedures such as ADC calibration and pixel masking without external input.

Figure 4.4 gives an overview of the most central threads running on the microprocessor. The

TCP/IP and UART tasks forward packets from the host software to the control interface. The

control interface decodes the payload in the packet and executes and formulates a reply to

which is transmitted by the former tasks.

The reception of a special command spawns the of�oad-thread. To prevent multiple instances

of this thread a �ag is set to indicate that it is active. The thread proceeds by transferring data

from the DMA to a series of buffers. An interrupt is emitted to signal that the transfer is com-

plete. Buffers containing data is then sent to host.

The monitor task allows monitoring items given an address of a register, a threshold, and a call-

back function. The callback function will be called if the threshold value is exceeded. An exam-

ple is the monitoring of voltages or currents of an ALPIDE DAC.

4Encoding and decoding of packets with COBS has not been implemented in the test software. This is because
it was decided that all communication should be done over TCP/IP



Figure 4.4: Central threads run in the microprocessor [12]
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Chapter 5

Host software

The host software is a complete framework to con�gure, calibrate, monitor and test electrical

yield of the ALPIDE chips. The software provides the user abstract classes and functions to inte-

grate their own readout boards and develop new tests. It also contains developed ALPIDE tests

that can be used by other readout systems with little alteration. In chapter 4 the pCT readout

unit and control systems �rmware and embedded communication and message protocols were

discussed. This chapter will show how the host-side of the complete system functions and in-

terface with the PRU.

Figure 5.1: Overview of the main components in the host software
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5.1 Overview

The host software consists of two components; The ALPIDE test software and the Data format

library. The ALPIDE test software controls the communication with the PRU through readout

board objects that contain the transport layer TCP/IP and protocols of higher abstraction to in-

terface with the PRU. The software also provides objects for the ALPIDEs, scan settings and a

con�guration system to calibrate and con�gure pixels detectors and readout boards.

The Data format library has been designed from scratch. It manages readout-data arriving from

the PRU by decoding PRU words, building events, decoding raw detector data, checking for

errors and storing information on disk. The information is stored in the ROOT format which

facilitates analysis by giving the ability to use the tools provided by the ROOT framework. It

also contains a logger to debug the process of decoding PRU and ALPIDE data. The logger is

con�gurable with verbosity levels, severity levels and the ability to report on speci�ed events. A

simpli�ed block diagram of the two components can be seen in �gure 5.1

5.1.1 Development Principles and Tools

The ALPIDE test software and Data format library were developed in two different repositories.

They were segregated because they use different design patterns and styles. The test software

is written in a mix of object-oriented and imperative C-style while the Data format library is

written as an object-oriented application. When developing the software, the focus was on get-

ting the system to work as soon as possible. Therefore an ad hoc approach was chosen, but

with modularity in mind. Besides a fast development methodology, the code is documented

using special syntax. The documentation can be parsed, and a manual can be compiled using

Doxygen[15]. The software uses CMake[16] to set compiler �ags, import libraries, and generate

make�les. At last, both software components make use of the C++ Boost library[17] for various

tasks. This software library provides support for a wide range of applications with structures and

procedures for tasks such as networking, multithreading, and image processing.

5.2 Software Structure

The tests developed by the host software use two threads for initiating readout and reception

of readout-data generated from the readout system. These threads con�gure the readout board

and ALPIDE, start the readout process and parse of�oad data into PRU events that are stored on

disk. Readout-data containing errors are discarded, while remaining events are stored on disk.
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All communication is done via TCP/IP. A writing operation is veri�ed by instant read-back. The

of�oad thread is terminated when a time limit is reached, or a pre-calculated number of events

are received on the host-side.

Figure 5.2: Test software application - Simpli�ed �ow chart of the two threads

The main thread will get a reference to the of�oad thread and "block itself" by calling the join()

function on the of�oad thread. This function will block the calling thread until the other thread

object has �nished.

5.2.1 Data Readout

The data readout process starts by sending a special packet to the embedded software on the

PRU. The embedded software will spawn an of�oad thread that will try to connect to the host

software. On success, the host application will continue its process by resetting the BC counter

of all ALPIDEs through the trigger manager �rmware module on the PRU. As mentioned in sec-

tion 3.1.5, the BC counter is used to synchronize across detector chips and provide a timestamp

for ALPIDE frames which may be used to assist in analysis of readout-data. The host application

then proceeds to set different trigger parameters such as the number of triggers and delay be-

tween each trigger. The trigger module also allows for trigger trains , which are a speci�c amount

of triggers grouped together. The delay between trains may also be altered. To ensure that other

con�gurations have time to complete, a pre command delay can be set to delay the PRU of send-
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ing triggers to the ALPIDEs. In the end, a �nal pulse is sent to initiate triggering from the PRU.

Data of�oading is handled in the Data format library. A connection is established with the read-

out board via TCP as a server waiting for an incoming connection. The readout board will spawn

an of�oad-thread when it receives a special packet from the host system and begins transmit-

ting data, as mentioned in the previous paragraph. The host software then creates a text �le

which is used to dump raw data received from the PRU. This �le ensures that if the application

is terminated preemptively, the of�oad data is stored and could be parsed and analyzed at a later

point. The process continues by attempting to read 16 bytes from the socket, which is the exact

length of a PRU word, effectively receiving one PRU word per read. It would be simple to con�g-

ure the readout task to receive multiple data words per read as an option to increase the speed

of the application. It could also reduce the probability of buffer over�ows in the readout unit

by of�oading data faster. The computer running the host software has an enormous amount

of space compared to the PRU, so freeing data buffers on the PRU should be a priority. If the

incoming word contains all ones (0xFFFFFFFF) then it classi�ed as a �ush word. A �ush word

is a delimiter word indicating that the PRU of�oad stage needs to be �ushed. The host software

does not act on this information, and goes back and try to read more data. Before sending the

data to the parser or storing on disk, the byte order of the of�oad data is reversed from little

endian to big endian. The of�oad sequence will terminate when a time limit is reached, or a set

number of PRU events has arrived. Figure 5.3 shows this process.
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Figure 5.3: Of�oad-task �ow chart

This task is from a technical view done within a functor 1. A functor is an object acting as a

function or function pointer. In C++ the object has overloaded the parenthesis operator (also

called function operator). A functor was chosen to comply with the Boost library standard for

letting the TCP run on its own thread.

1Functors are de�ned in mathematics as maps between categories and are entirely different from what is pre-
sented here. Functors in different programming languages are universally the same.
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