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ABSTRACT 
 Gasoline quality control is essential for SI engines performance and to reduce 
environmental impacts by generation of undesirable pollutants. Methods established by the 
American Society for Test and Materials (ASTM) are the most employed for determining 
physicochemical quality parameters of motor gasoline, however, these methods present some 
disadvantages such as time-consuming analysis and need of large amount of sample. For this 
purpose, near-infrared (NIR) and Raman spectroscopies could be promising alternatives, since 
they are nondestructive techniques which require little or no sample preparation, a small amount 
of sample, short analysis time, and also present the possibility of simultaneous determination of 
many parameters. Although, the use of chemometric tools is often needed in order to extract 
maximum of useful information from the NIR and Raman spectra related to the parameter being 
studied. In this work, the qualitative classification of commercial gasoline samples related to their 
ethanol contents and antiknock indexes was reached by using principal component analysis (PCA) 
and soft independent modelling of class analogy (SIMCA) models. The values for the 
misclassification error obtained for the classification of these parameters by both NIR and Raman 
spectroscopies were less than 3.0%. The multivariate calibration technique, partial least squares 
(PLS), was used for both NIR and Raman data to obtain predictive models for the quantification of 
eight physicochemical quality parameters of gasoline such as relative density, motor octane 
number, research octane number, antiknock index, and gasoline composition by aromatics, 
benzene, olefins, and paraffins. The accuracy of these PLS models was evaluated by applying the 
elliptical joint confidence region (EJCR) test, and the ideal theoretical point (slope=1, intercept=0) 
was involved by the ellipses of all obtained models by both NIR and Raman data demonstrating 
that BIAS is absent in a confidence interval of 95%. The results obtained in this study demonstrated 
that both spectroscopic techniques together with chemometric tools provided an excellent 
performance, thus, being good alternatives to the conventional methods to be used for the quality 
control of motor gasoline. 



 

 
 

 



  

ACRONYMS AND ABREVIATIONS 
AKI: Antiknock Index 

ARE: Average Relative Error 

ASTM: American Society for Tests and Materials 

BBI: Broadband Inverse 

CAL: Calibration 

CFR: Cooperative Fuel Research 

CV: Cross-Validation 

EJCR: Elliptical Joint Confidence Region 

FACE: Fuels for Advanced Combustion Engines 

FIA: Fluorescent Indicator Absorption 

GC: Gas Chromatography 
1H NMR: Proton Nuclear Magnetic Resonance 

IR: Infrared Radiation 

LV: Latent Variable 

MC: Mean Center 

ME: Misclassification Error 

MON: Motor Octane Number 

MSC: Multiplicative Scatter Correction 

NAFS: North American Fuel Survey 

NIR: Near Infrared 

NIRS: Near Infrared Spectroscopy 

NMR: Nuclear Magnetic Resonance 

PC: Principal Component 

PCA: Principal Component Analysis 

PLS: Partial Least Squares 

PREC: Precision 

R: Reflectance 

RMSE: Root Mean Square Error 

RMSEC: Root Mean Square Error of Calibration 



 

 
 

RMSECV: Root Mean Square Error of cross validation 

RMSEP: Root Mean Square Error of Prediction 

RON: Research Octane Number 

RSD: Relative Standard Deviation 

SEN: Sensitivity 

SI: Spark Ignition 

SIMCA: Soft Independent Modelling of Class Analogy 

SNV: Standard Normal Variate 

SPE: Specificity 

SRM: Standard Reference Material 
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1. INTRODUCTION 
Gasoline is a transparent volatile flammable liquid specifically formulated for Spark Ignition 

(SI) engines. It is a complex mixture of hundreds of hydrocarbon molecules represented mainly by 
the broad classes of paraffins, olefins and aromatics, with chains ranging from 4 to 12 carbon atoms 
per molecule, resulting in a fuel with a boiling point range of approximately 25-225 °C. In the late 
1800s, gasoline was produced from the direct distillation of crude petroleum, and there were no 
test methods or specifications for the formulation. By the 1920s due to the development of first test 
methods for gasoline and the growing demand of more powerful and efficient engines, gasoline 
started to be carefully formulated and processes like cracking, reformulation and isomerization 
have been used to raise the yield of gasoline from crude petroleum [1–5]. 

 The United States, the world’s largest consumer of gasoline, was responsible for the 
average consumption of 275,704 thousand barrels per month for the period between January and 
May of 2019, according to data provided by the U.S. Energy Information Administration (EIA) [6]. 
This level of consumption points to the need for gasoline quality control for SI engines performance 
and to reduce the environmental impacts from the generation of undesirable pollutants. Most of the 
methods for determining physicochemical quality parameters of gasoline are established by the 
American Society for Test and Materials (ASTM). Examples of some of commonly used ASTM 
methods for gasoline which are relevant for this study include the following: ASTM D-2699 [7] and 
D-2700 [8] for determining research (RON) and motor (MON) octane numbers, respectively; ASTM 
D-1319 [9] for the determination of saturates, aromatics and olefins of the gasoline by fluorescent 
indicator absorption (FIA); and ASTM D-4052 [10] to determine the relative density of gasoline. 

 However, many of these ASTM methods present significant disadvantages. For instance, 
the determination of RON and MON requires the use of a Cooperative Fuel Research (CFR) 
engine, which is an expensive instrument, involves a time-consuming analysis (~20-30 min per 
sample), uses a large amount of sample (~500 mL per analysis) [11] and requires a well-trained 
operator. The FIA method for hydrocarbon class quantification has a limited scope, lengthy analysis 
time and a number of potential source of systematic errors that generate results with a broad bias 
[12]. In this context, there is a need for methods which can overcome those disadvantages. 

 Near-infrared (NIR) and Raman spectroscopy methods have been increasingly applied in 
many different areas such as pharmaceuticals  [13–16], food and beverages analysis [17–22], 
disease diagnosis [23,24], petroleum [25–27], among others [28–30]. This growth in applications is 
mainly due to the many advantages that these techniques offer such as non-destructive analysis, 
small sample requirements, minimal or no sample preparation, rapid acquisition of spectra, 
relatively inexpensive instrumentation, and the possibility of simultaneous determination of multiple 
properties. Nonetheless, these spectroscopic techniques are not without their own drawbacks. NIR 
spectral bands are typically very broad and highly overlapped. Raman spectra can be significantly 
impacted by background fluorescence signals. There are also effects related to the presence of 
systematic errors which are observed as spectral fluctuations among different samples resulting in 
the presence of noise, scattering and background. The presence of these undesirable spectral 
contributions require the use of spectral preprocessing tools to minimize or eliminate unwanted 
signals or enhance signals of interest followed by the application of chemometric methods to extract 
the maximum amount of useful information from the spectral data that is related to the 
parameter/property being studied.  
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 In the literature there is a large number of reported methods related to the use of NIR or 
Raman spectroscopies together with chemometric tools for both qualitative and quantitative 
analysis of gasoline. The reported methods include applications for determining the following 
gasoline properties: ethanol content [5,31–37]; density [38–40]; gasoline composition 
[38,39,41,42]; methanol content [5,33]; research and motor octane numbers [42–45]; Reid vapor 
pressure [43,44]; distillation temperatures [39,40,46]; and oxygenate concentration (MTBE, ETBE) 
[32,47]. These publications demonstrate the potential which NIR and Raman spectroscopies 
together with chemometric tools can provide as alternatives to the standard methods for different 
analyses of gasoline. 
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2. OBJECTIVES  
 This work aims to develop alternative methods for the qualitative and quantitative analysis 
of motor gasoline based on its chemical and physical parameters. That is performed by using 
techniques hereby represented by near-infrared and Raman spectroscopies which require little or 
no sample preparation, a small amount of sample, and very little analysis time. In order to achieve 
that goal, chemometric tools were applied in these data according to the following specific 
objectives: 

- Use principal component analysis (PCA) to observe whether anomalous samples are 
present or not on both NIR and Raman data. 

- Develop classification models by using PCA and soft independent modelling of class 
analogies (SIMCA) in NIR and Raman data in order to discriminate commercial 
gasoline samples based on their ethanol contents and antiknock indexes. 

- Develop quantification models based on the use of partial least squares (PLS) 
regression applied to NIR and Raman data for quantifying eight gasoline parameters 
represented by: Research Octane Number, Motor Octane Number, Antiknock index, 
relative density, general hydrocarbon class composition (aromatics, olefins and 
paraffins) and benzene. 

- Perform a comparison between the qualitative and quantitative results obtained using 
NIR and Raman spectroscopies. 
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3. THEORY 
3.1. Spectroscopy 

3.1.1. Near Infrared Spectroscopy 

Infrared radiation was discovered by Sir William Herschel in 1800. Sir William was 
performing an experiment aiming to identify what color from sunlight was responsible for carrying 
the heat. The experiment was carried out using a glass prism and a thermometer, and it was 
realized that none of the visible radiation was carrying the heat. Instead, an invisible radiation found 
just beyond the red radiation was responsible. This invisible radiation was later named infrared [48]. 

Later, the infrared spectral region was split into three principal sub-regions according to the 
main applications. The near-infrared was mostly employed for quantitative analysis, the mid-
infrared was largely used for qualitative organic analysis and structures determination, and the far-
infrared was mainly used for inorganic studies [49]. 

Infrared radiation (IR) is not energetic enough in to promote electronic transition, however, 
some molecules present small energy differences between their vibrational states, thus, being able 
to absorb IR radiation [48]. The requirement for those molecules to absorb IR radiation is that the 
vibration results in a net change in their dipole moment. If the radiation frequency matches with the 
natural vibrational frequency of the molecule, the radiation is absorbed and a vibrational mode is 
induced in the molecule [49]. 

Near infrared spectroscopy (NIRS) is a vibrational spectroscopic technique based on the 
electromagnetic radiation located between the visible and mid-infrared regions of the 
electromagnetic spectrum with a wavelength range of approximately from 780 nm to 2500 nm [49] 
as shown in figure 1. Molecular absorption of electromagnetic radiation of in this region of the 
spectrum consists mainly of overtones and combinations of fundamental vibrational modes in the 
mid-infrared region (2500-5000 nm) [48], mostly associated with X-H bonds, e.g., N-H, C-H, and 
O-H. 

Figure 1. Electromagnetic spectrum with the infrared region highlighted. 
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The amplitude of the absorption of NIR radiation at any frequency in a molecule is related 
to its molar absorptivity and the number of molecules found in the beam path of the measuring 
instrument. This relationship is described by the Beer’s law: the absorbance of an analyte is 
proportional to the molar absorptivity (e), the path length (b), and the analyte concentration (c) as 
demonstrated in equation 3.1 [50,51]. 

A = ε · b · c (3.1) 
There are three primary measurement modes of NIR spectroscopy as shown in figure 2. 

Transmission is the most conventional mode, where a beam of intensity I0 passes through a 
sample, where absorption by one or more analytes occurs, and arrives to the detector with intensity 
I. From the ratio of these two measurements the transmittance, T (𝐼 𝐼)⁄ ), is calculated. Diffuse 
reflectance is based on the reflection, R (𝐼 𝐼,⁄ ), and the transflection mode is related to a 
combination of transmittance and reflectance of the radiation. Equation 3.2 demonstrates how the 
absorbance is calculated for the different modes of NIR spectroscopy. Transmission and 
transflection are most employed for liquid and semisolid samples, while, diffuse reflectance is most 
used for solid samples analysis [51]. 

A = log0) 1
1
T4 = log0) 1

I)
I 4 = log0) 1

1
R4 = log0) 1

I7
I 4 (3.2) 

 

 

Figure 2. Modes of performing NIR spectroscopy. 

 

3.1.2. Raman spectroscopy 

 Raman scattering is also a form of molecular spectroscopy which is based on vibrational 
transitions that can be used to obtain information about the structure and properties of molecules. 
Raman is most indicated for symmetric vibrations of non-polar groups while infrared spectroscopy 
is most appropriated for asymmetric vibrations of polar groups [52]. 

 Sir C. V. Raman and K. S. Krishnan were the first who succeeded in demonstrating the 
inelastic scattering of light by a fluid in 1928 [53]. They observed that the wavelength of the radiation 
scattered by certain molecules was differing from the wavelength of the incident beam of radiation 
and that the wavelength shift depended on the chemical structure of the molecules scattering the 
radiation [49]. Based on this discovery, Raman was awarded with a Nobel Prize in physics in 1930 
[53]. Before the advent of laser sources, Raman spectroscopy was very limited and used only by 
specialized laboratories. With the development of laser sources in 1960s, Raman spectroscopy 
became more common and the capabilities and availability of instrumentation progressed rapidly 
in the 1980s and 1990s. Raman is now a common and popular technique due to the commercial 
availability of high performance instrumentation at moderate costs [49,53]. 
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 Raman and infrared spectroscopy are complementary vibrational techniques that differ 
fundamentally based on the interaction between radiation and molecules to probe vibrational 
states. A molecular vibration is infrared active if there is a change in the dipole moment of the 
molecule associated with the absorption of radiation [49]. Raman spectroscopy, on the other hand, 
is related to the polarizability of molecules and vibrational modes of molecules are Raman active 
only if they are associated with a change in polarizability of a molecule [49,52]. Polarizability 
consists of a momentary distortion of the electrons distributed around a bond in a molecule 
generated by an oscillating external electric field from the incident radiation, and its relaxation 
returning to the normal state by reemitting radiation [49,52], it’s demonstrated in figure 3. 

 

Figure 3. Demonstration of polarizability process in a homogeneous diatomic molecule. The oscillating electric field of 
the incident radiation induces a momentary induced dipole moment. 

 

 Raman spectroscopy is performed by irradiating the sample with a nearly monochromatic 
laser source generally in the UV to NIR spectral region with an excitation wavelength of higher 
energy than the absorptions bands of associated vibrational modes. Absorption of photons at this 
wavelength promotes the molecule to a higher virtual energy level j  [49]. The radiation will induce 
a change in the polarizability of the molecule, and then, relaxation occurs generating a fraction of 
radiation beams scattered in all directions. The detection of this scattered radiation is carried out 
under some angle (generally, 180°) with a suitable spectrometer [49].  

 There are three different modes of scattering radiation, one is classified as Rayleigh 
process and the two others are Raman processes, they are described in figure 4. In the Rayleigh 
process no energy is lost, which is referred to as elastic scattering where a photon of the same 
energy as the excitation photon, ℎ𝜈:;, is emitted. In Raman processes, inelastic scattering occurs 
where, the scattered photon results in a transition from the ground state to the first excited vibration 
state or vice-versa. Anti-Stokes Raman scatter results when the scattered photon is higher energy 
than the exciting photon, ℎ. (𝜈:; + 𝜈>), and Stokes Raman scatter results when the scattered 
photon is lower energy than the exciting photon, ℎ(𝜈 − 𝜈>). 
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Figure 4. Schematic illustration of Rayleigh and Raman scattering modes occurring by excitation and relaxation of a 

molecule between the virtual energy level j and the vibrational energy levels (𝜈 = 0 and 𝜈 = 1). 

 

 Figure 5 is representative of a simple Raman spectrum at a typical ambient temperature. 
The intensity of Stokes scatter is much higher than that of anti-Stokes scatter because the majority 
of molecules are in the ground state and, consequently, absorb energy corresponding to the 
induced vibrational mode in the molecule. As the temperature is increased, the ratio of Anti-Stokes 
to Stokes intensities increases since there will be more molecules present in the excited vibrational 
state [49,52]. Because the intensity of Stokes Raman scatter is generally much stronger than anti-
Stokes, instruments are often designed to measure only the Stokes Raman spectrum [49]. Raman 
intensity is related to several parameters, the number of scattering molecules being among them. 
Consequently, if sample and measurement conditions are consistent, band intensity is related to 
analyte concentration and Raman spectroscopy can be used to perform quantitative analysis [52]. 

 
Figure 5. Typical Raman spectrum with Stokes presenting higher intensity than Anti-Stokes because the majority of 
molecules are on the ground state instead of the first vibrational level. (figure adapted from D.A. Skoog, Principles of 

Instrumental Analysis, 7th edition, 2016, p. 438). 

3.2. Chemometrics 

3.2.1. Data organization 

 NIR and Raman data are collected in such way that a sample i is represented by a row 
vector, where, each element 𝑥B,D  of this vector is named variable, and those variables represent 
the absorbance (for NIR) or the intensity (for Raman) obtained for specific energy values, which, in 
this work were represented by wavelengths or wavenumbers. Once that the spectra of all samples 
are acquired, a matrix X of data is generated by concatenating all spectra in row direction as 
exemplified in figure 6. 
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Figure 6. Mathematical representation of spectra. Each row corresponds to a sample i and each column j represents 
a different energy value related to wavelengths or wavenumbers, the element 𝑥B,D is a variable containing a value for 

the absorbance or intensity.  

 

3.2.2. Preprocessing 

 NIR and Raman spectra usually present some systematic errors that can be generated by, 
for example, fluctuations of the system (source, detector), physical changes of positioning the 
sample, among other factors. Those systematic errors result in sample spectra which differ one to 
another, being those differences noted by the presence of background, noise, scattering.  

 In order to model properly the relationship between spectra and a property of interest, 
excluding or minimizing the influence of systematic errors is necessary. This can be reached by 
applying mathematical preprocessing techniques to the data prior to the modelling process. The 
preprocessing techniques which have been used in this work are described below.  
 

a) Mean centering 
 Mean center (MC) is a very simple preprocessing technique which consists basically of 
subtracting the mean column 𝑥EF  from each value of variable j generating the new value 𝑥′B,D  as it 
is demonstrated in equation 3.3. The use of this technique makes easier to interpret the data, once 
that now the mean of the data is zero for all variables. 

𝑥HB,D = 𝑥B,D − 𝑥̅D  (3.3) 
 

b) Autoscaling 
 The procedure of autoscaling gives to all variables the same weight, its use is important in 
case that different variables are measured under very different ranges [54]. The calculation is 
showed in equation 3.4, it consists of mean centering the data, and then, divide each variable by 
its standard deviation 𝑠D , and 𝑥′B,D  is the new value. 

𝑥HB,D =
K𝑥B,D − 𝑥̅DL

𝑠D
 (3.4) 
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c) Normalization 
 Sometimes, spectroscopic observations are not comparable one to each other due to the 
presence of some undesired effects resulted from systematic biases that are usually generated by, 
for example, source or detector fluctuations, physical positioning of the sample. Normalize can be 
applied on the data in order to overcome those effects and provide equal importance to all samples 
by dividing the variables by a scaling factor. In this work the scaling factor 𝑤B was calculated by 
area as described in equation 3.5, and then, the normalized variable 𝑥′B,D  is obtained by dividing 
the original variable by the scaling factor, equation 3.6. 

𝑤B =NO𝑥B,DO
DP0

 (3.5) 

𝑥HB,D = 𝑥B𝑤BQ0 (3.6) 
 

d) Multiplicative Scatter Correction 
 Multiplicative Scatter Correction (MSC) is performed in order to correct light scattering. 
MSC consists basically of two main characteristics, the first one assumes that a spectrum 𝐱ST is 
formed by light diffusion 𝐝ST and chemical absorbances 𝐜ST contributions as demonstrated in 
equation 3.7 where the superscript T indicates transposition; and the other characteristic assumes 
that the coefficients for the light diffusion contribution is the same for all samples, and then, it can 
be fitted by least squares by using a reference spectrum (usually, the average) [55]. 

 The calculation is carried out by firstly averaging the spectra in order to obtain the reference 
spectrum, 𝑥̅, and lately, the least squares are computed between the reference spectrum and the 
sample spectrum 𝑥B, where the intercept b and the slope a are obtained, and finally, the MSC 
preprocessed spectra 𝑥′B,D  is obtained by using the equation 3.8 [55,56]. 

𝐱ST = 𝐝ST + 𝐜ST (3.7) 
𝑥HB,D = K𝑥B,D − 𝑏L 𝑎⁄  (3.8) 

 

e) Standard Normal Variate 
 Standard Normal Variate (SNV) is quite related to MSC, where, the main purpose of its use 
is related to correct light scattering effects. Its calculation is very simple, each spectrum is centered 
and then scaled by using the standard deviation 𝑠B of the absorbance values for sample i. Equation 
3.9 represents how the preprocessed matrix 𝑥′B,D  is obtained after SNV is applied [57]. 

𝑥HB,D =
K𝑥B,D − 𝑥̅BL

𝑠B
 (3.9) 

 
 

f) Smoothing and Derivatives 
 Derivatives are preprocessing tools that are usually applied in spectroscopic data in order 
to remove the baseline effect among the samples, however, derivatives have a drawback of de-
emphasize lower frequencies and emphasize high frequencies, it means that derivatives can 
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accentuate noises [58]. In order to overcome this effect of noise accentuation, Savitzky-Golay 
derivatives algorithm smooths the data prior to the derivatization. The smoothing procedure 
consists of fitting polynomials with a fixed odd windows width around of the spectrum resulting in 
noise reduction [57]. The windows width should be chosen according to the wanted noise reduction 
[57]. 

 

g) Baseline (Whittaker filter) 
 It consists of a preprocessing technique used for correcting the baseline effects on spectra 
using Whittaker smoother. This is calculated according to equation 3.10, where a generalized least 
squares function is performed to create a vector 𝐳SZ that is smooth, and faithful to the spectrum 𝐱SZ 
[59,60].  

𝑆 = ∑ 𝐰S
TK𝐱ST − 𝐳STL

^
S + 𝜆∑ KΔ^𝐳STL

^
S  (3.10) 

The first term in S is related to the fitting to the data, while the second term refers to the non-smooth 
behavior of 𝐳SZ. The balance between the two terms is adjusted by the parameter 𝜆. 𝐰S

T is the 
vector of weights [60]. 

 Usually, the sign of the residuals 𝐱SZ − 𝐳ST does not matter, with positive and negative 
residuals having the same weights. However, in this method it was observed that useful results are 
obtained when much more weight is given to the negative results. The parameter p to compute the 
weights is then introduced obeying to the following rules: 𝐰S

T = 𝑝 if 𝐱SZ > 𝐳ST and 𝐰S
T = 1 − 𝑝 in 

any other way [60]. 

 To calculate this method of baseline correction the user needs to determine two 
parameters: p for asymmetry and 𝜆 for the smoothness. Both of them are adjusted according to 
the data at hand. Generally, values of 0.001 ≤ 𝑝 ≤ 0.1 and 10^ ≤ 𝜆 ≤ 10d appear to be good 
choices [60]. 

 

3.2.3. Principal Component Analysis 

 NIR and Raman spectroscopies consist of modern instrumentations which provide data 
composed by thousands of measured variables as result. Sometimes, these data can be 
overloaded, it means that some of the measured variables do not contain any useful information, 
thus, it is necessary to use some tool which can compress the data maintaining its essential 
information. Principal Component Analysis (PCA) is a largely used tool for that purpose. 

 PCA is an exploratory method of analysis which can be used for different purposes, such 
as, data reduction, outlier detection, or classification. It is a statistical method which tries to use 
linear combinations called principal components (PCs) to explain the variance of a data [55]. It 
consists of a decomposition of the original data matrix X of m rows (samples or objects) and n 
columns (variables), into a sum of k 𝐭S and 𝐩ST [56,57,61]. The decomposition of matrix X is 
represented in equation 3.11 and figure 7. 
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𝐗 = 𝐭0𝐩0T + 𝐭^𝐩^T + ⋯+ 𝐭i𝐩iT + 𝐄 = 𝐓𝐏T + 𝐄 (3.11) 

Where, k is the number of PCs selected for the model, the superscript T denotes transposition, the 
product 𝐭i𝐩iT is the k-th principal component; 𝐭i vectors are the scores which explains how the 
samples are related to each other; 𝐩iT vectors are the loadings which can be related to the 
information on how the variables relate to each other; E is the residual matrix, it means, the 
unexplained part of X [56,57,61]. 

 

Figure 7. Representation of PCA decomposition of matrix X into k principal components which are composed by 
scores T, loadings PT, and the residuals E. 

 Each PC is calculated in such a way to preserve the maximum variance among the objects; 
hence, the PCs are ranked in descending order according to the variance. It means that PC1 
contains the maximum variance, PC2 is calculated using the residual matrix obtained after 
subtracting PC1 from X resulting in a PC orthogonal to PC1, it represents the second biggest 
variance; the remaining PCs are obtained in the same way as PC2, always using the residual 
obtained after subtracting the sum of the previous PCs from X, generating smaller variances than 
the previous PCs [54,62]. 

 One very important step when performing PCA is to determine the adequate number of 
PCs to be used. If only a few PCs are selected to build the PCA model, part of the information 
described by the variables will not be taken into account by the model and information is lost 
resulting in a underfitting of the model. In other hand, when too many PCs are selected for the PCA 
model, residual (noise) are being included and consequently, the model will not be robust enough 
when applied to a new data, it denotes an overfitting of the model. Scree plot is a common method 
employed to determine the ideal number of PCs to be used in a PCA model. This consists of plotting 
the variance vs. principal component number, the biggest variance values are concentrated on the 
first principal components, so, scree plot shows a steep descent region followed by a flat region, 
this principal component which divides those two regions represents the ideal number of PCs to be 
used by the PCA model [57]. Another common method is the cross-validation leave one out, which 
a sample from the matrix X is left out and the PCA model is calculated using the remaining samples, 
then the left-out sample is used to estimate the performance of the model, the procedure is 
repeated until all samples have been left out once [63]. 

 

3.2.4. Soft Independent Modelling of Class Analogy 

 Defined classes cannot be differentiated by using only PCA by itself as the class 
information is not used during the model calculation and PCA just describes the overall variation in 
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the data [64]. In contrast of that, Soft Independent Modelling of Class Analogy better known by its 
acronym SIMCA is a supervised method of classification. Supervised method means that the class 
information is used to obtain the classification model. 

 SIMCA works basically like this: the data from each class of the calibration set is taken and 
a completely independent PCA model is calculated for these data. This means that different 
preprocessing techniques and number of PCs can be used for the PCA model of z different classes. 
The appropriate number of PCs for each PCA model is determined using cross-validation with 
scree plot as a guideline to do not include PCs containing small variance that can be modelling 
noise. This procedure is repeated until a PCA model is obtained for each class, and these PCA 
models define the SIMCA model. 

 The classification of a new unknown sample 𝐱m is determined based on how close this 
sample is from the classes. This is carried out by firstly projecting this sample into the PCA models 
for each class. In order to do that, the scores 𝐭D  of 𝐱m in the PCA space are calculated as shown 
in equation 3.12, where, 𝐱no is the group center of class j. Then the estimation 𝐱pm of 𝐱m is obtained 
by performing a back-transformation of these scores to the original space as represented in 
equation 3.13 [55].  

𝐭D = (𝐱m − 𝐱no) ∙ 𝐩D  (3.12) 
𝐱pm = 𝐭D ∙ 𝐩DT + 𝐱nm (3.13) 

 

The next step consists of calculating the orthogonal distance between the new sample and the 
PCA space of class j using equation 3.14. 

ODt
D = ‖𝐱m − 𝐱nm‖ for	𝑗 = 1,… , 𝑧 (3.14) 

Finally, sample 𝐱m is classified based on an F-test K𝑠t 𝑠D⁄ L^. The terms 𝑠t^ and 𝑠D^ are calculated 
according to equations 3.15 and 3.16, respectively. Where, ODB

D  is the orthogonal distance 
between the i-th sample of class j and the PCA model of class j, p is the number of variables, 𝑘D  is 
the number of PCs retained by PCA model of class j, and 𝑛D  is the number of samples in class j 
[55].  

𝑠t^ =
KODt

D L
^

𝑝 − 𝑘D
 (3.15) 

𝑠D^ =
∑ KODB

DL
^~�

BP0
(𝑝 − 𝑘D)(𝑛D − 𝑘D − 1)

 (3.16) 

If the obtained value for F is smaller than the critical value, sample 𝐱m belongs to class j. However, 
SIMCA has the property of soft modelling. This property establishes that a sample 𝐱m can be 
classified as belonging to more than one class or as not belonging to any class [55,57]. 
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3.2.5. Partial Least Squares 

 Partial Least Squares (PLS) regression is one of the most commonly used method for 
multivariate calibration applied for quantitative analysis [55,57]. It consists of finding a relationship 
between independent variables in a matrix X (NIR or Raman spectra) and dependent variables of 
a vector y (Gasoline properties) by using linear combinations in order to obtain latent variables (LV) 
which are calculated in such a way to obtain the maximum covariance between X and y.  

 PLS calculations occurs by decomposing matrix X and vector y into a product of scores (T 
and U) and loadings (PT and QT) as respectively represented by equations 3.17 and 3.18, and then, 
an inner relation is established by connecting X-scores with y-scores giving them information about 
each other; lately, weights are introduced in order to obtain orthogonal X scores. Ex and Ey are the 
residual for matrix X and vector y, respectively [57,62]. 

𝐗 = 𝐓𝐏T + 𝐄� (3.17) 
𝐲 = 𝐔𝐐T + 𝐄� (3.18) 

 One important step when using PLS regression is related to the ideal number of latent 
variables to be included in the model. The same problems related to underfitting and overfitting 
which were previously explained for PCA can also occurs for PLS, it can be minimized by using a 
method called cross-validation (CV). Cross-validation is made by splitting the calibration (CAL) 
samples into CV groups (in such a way that all CAL samples have composed at least one CV 
group), the calibration of the model is carried out with the remaining calibration samples, then the 
CV groups are predicted by this model one at a time and the model performance can be estimated, 
It allows the user to select the ideal number of LV’s to be used [65,66]. There are many different 
CV methods such as: leave-one-out, contiguous block, venetian blinds, etc. Venetian Blinds [65] 
was the chosen method for this work. It divides the CAL samples in n CV groups containing m/n 
samples each, where m is the total number of samples. Figure 8 shows how the CAL samples are 
split in CV groups by venetian blinds approach, where each color represents samples that compose 
a CV group. 

 

 
Figure 8. Illustration of cross-validation venetian blinds. Each row represents a sample and each color represents a 

CV group.  

 The PLS models were also evaluated using the response residual plots (predicted values 
vs. studentized residuals). These plots are an indication of the lack of fit of the predicted value of a 
sample. The studentized residuals have mean 0 and variance 1, and good PLS models are 
expected to have studentized residuals randomly distributed around the mean [67,68]. Samples 
with high studentized residual values consist of samples that could not be fitted by the PLS model, 
thus, being considered outliers. These outliers can be related to the presence of systematic errors 
or samples that were not well represented in the calibration model. 
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3.2.6. Figures of merit 

 Figures of merit consist of quality parameters which are used to compare the performance 
of different analytical methods; and it occurs by means of numerical indicators which are of easy 
and simple interpretation. The analyst can take into account the figures of merit and other factors 
related to the methodology (such as cost, time of analysis, possibility of automation, etc.) in order 
to choose the most appropriate analytical method before a specific application [58]. 

 

a) Qualitative analysis 
 In this work, the performance of classification was carried out using the following figures of 
merit: sensitivity (SEN), specificity (SPE), precision (PREC), and misclassification error (ME). 

 Misclassification error for each class is calculated as showed in equation 3.19, where, 𝐶�� 
is the number of samples correctly predicted for a determined class, and 𝐶,:� is the real number 
of samples for this specific class. 

ME =
K𝐶,:� − 𝐶��L

𝐶,:�
× 100% (3.19) 

 Sensitivity represents the ability of the classification model in to correctly identify samples 
of determined class, it is calculated according to equation 3.20 [69]. 

SEN =
𝐶��
𝐶,:�

 (3.20) 

 Precision is related to the purity of a class, the ability of the classification model in avoiding 
wrong predictions for determined class, it is computed as represented in equation 3.21, where, 𝐶� 
is the total number of samples predicted for a specific class [69]. 

PREC =
𝐶��
𝐶�

 (3.21) 

 The specificity of a class is determined as the ability of the classification model in reject 
samples which do not belong to the class being analyzed, its calculation is carried out according to 
equation 3.22, 𝐶~� is the number of samples not belonging to the class being analyzed which were 
not classified in this class, and 𝑁 is the total number of samples [69]. 

SPEC =
𝐶~�

K𝑁 − 𝐶,:�L
 (3.22) 

 The results for both sensitivity, precision, and specificity will consist of values ranging from 
0, where there is no class discrimination; and 1, when the classification model presents a perfect 
class discrimination [69]. 

 

 

 



Development of methods based on NIR and Raman spectroscopies together with chemometric tools for the qualitative   16 
and quantitative analysis of gasoline  

 
 

 
 

b) Quantitative analysis 
  In order to assess the performance of PLS models obtained for the quantitative analysis, 
the following figures of merit were considered: the root-mean-square error (RMSE); the correlation 
coefficients (R2); the average relative errors (ARE); and the elliptical joint confidence region 
(EJCR). 

 RMSE is obtained according to equation 3.23 and it can be used for both calibration, cross 
validation, and prediction sample sets, being RMSEC, RMSECV, and RMSEP their acronyms, 
respectively; 𝑦pB is the value predicted by the PLS model, 𝑦B is the reference value and N is the 
total number of samples. 

RMSE = �∑ (ypS − yS)^�
SP0

N  (3.23) 

 The correlation coefficient R2 is determined as showed in equation 3.24. It is also computed 
for calibration, cross validation and prediction sample sets which are represented by 𝑅�^,	𝑅��^ , and 
𝑅�^, respectively. In equation 3.24, χ;,� is the covariance of reference and predicted values; 𝜎; 
and 𝜎� are the standard deviations of the reference and the predicted values, respectively. 

𝑅^ = �
χ;,�
𝜎; ∙ 𝜎�

�
^

 (3.24) 

 The calculation for estimating the average relative error is explained by equation 3.25.  

𝐴𝑅𝐸 =
∑(|𝑦pB − 𝑦B| 𝑦B⁄ )

𝑁 × 100% (3.25) 

 EJCR consists of a statistical tool used to assess the accuracy of the model. A linear 
regression between the reference values and predicted results is fitted, and then, the obtained 
values for intercept (b) and slope (a) are estimated by an ellipse with a confidence level of 95%, 
so, these estimative values are compared with their ideal theoretical values, 0 and 1, for intercept 
and slope, respectively. If the point (0,1) lies inside the confidence ellipse, it indicates that BIAS is 
absent and the model is accurate according to the reference method [70,71].  
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4. EXPERIMENTAL 
4.1. Samples 

All samples used in this study were transferred to amber glass bottles, sealed with Teflon 
tape and stored in the fridge at the temperature of -4 ºC until use. The samples were allowed to 
come up to ambient laboratory temperature (22-25 ºC) before spectroscopic analyses. 

  

4.1.1. Qualitative analysis 

 Four gasoline sample sets were used in this study resulting in a total of 124 samples. The 
collection of samples is illustrated in the diagram presented in figure 9a. 

 The largest sample set consisted of 99 automotive commercial gasoline samples of 18 
different brands which were purchased in 27 gas stations in 14 cities of 5 states in the eastern 
United States of America. The samples were acquired over a period of 5 months from July to 
November of 2018. These samples were collected with the objective of maximizing variability with 
respect to antiknock index (AKI), ethanol content (ranging from ethanol-free up to 15%) and brands. 

Six samples composed the second sample set. These samples consisted of synthetically 
blended gasoline samples provided by the Environmental Protection Agency (Washington, D.C., 
United States). 

The third set was composed of standard reference materials (SRM’s) available from the 
National Institute of Standards and Technology (Gaithersburg, MD, United States). The following 
SRM’s were obtained: ethanol in reference gasoline (SRM 2287), t-amyl-methyl ether in gasoline 
(SRM 2289), ethyl-t-butyl ether in gasoline (SRM 2291), reformulated gasoline 11% MTBE (SRM 
2294), reformulated gasoline 15% MTBE, reformulated gasoline 13% ETBE (SRM 2296), 
reformulated gasoline 10% ethanol (SRM 2297), sulfur in gasoline-high octane (SRM 2298) and a 
gasoline blank provided in the SRM 2287 kit. 

A total of 8 gasoline blends designed by the Fuels for Advanced Combustion Engines 
(FACE) [72] group were purchased from the Coordinating Research Council (Alpharetta, GA, 
United States). 

 

4.1.2. Quantitative analysis 

Some of the samples described above were selected for use in the quantitative analysis 
as well, among them: 6 EPA samples, 4 FACE samples, and 52 of the automotive commercial 
gasoline samples that were chosen based on their variability of AKI and ethanol content. The 
variability of those samples used for the quantitative analyses is showed in figure 9b. 

From the 4 FACE samples, 4 new samples have been prepared by adding anhydrous ethyl 
alcohol (U.S.P., 200 Proof, Warner Graham Co., Cockeysville, MD) at 10% v/v. These were 
prepared because the properties of these 4 FACE fuels were also characterized as blends with 
different amounts of ethanol. 
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A total of 100 samples were acquired from the Summer 2018 North American Fuel Survey 
(NAFS) conducted by the Alliance of Automobile Manufacturers (Washington, D.C., United States). 
This is a subset of 500 commercial gasoline samples collected for this biannual survey. The NAFS 
summer 2018 survey involved the sampling of commercial automotive gasoline samples labeled 
as regular and premium grades (mid-grade samples are not collected) from 44 cities across the US 
(29), Canada (8) and Mexico (7). Gasoline with indicated ethanol content above 10% are not 
sampled in these surveys. The 100 samples utilized in the present work included fuels from 18 
states of the United States plus a few samples from Mexico and Canada. 

 

Figure 9. Diagram representing the distribution of gasoline samples used for a) qualitative analysis b) 
quantitative analysis. 
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4.2. Reference values 

4.2.1. Qualitative analysis 

 For the commercial samples, the posted octane rating (AKI) and maximum ethanol content 
available on the gasoline pumps at the selected gas stations where samples were purchased were 
used as reference values for qualitative evaluation of the data. For the remaining samples (FACE, 
EPA, and SRMs), reference values available on reports or certificates were used. 

  

4.2.2. Quantitative analysis 

a) Benzene, Aromatics, Olefins and Paraffins: 
 A proton nuclear magnetic resonance method (1H NMR) based on the integration of 
selected regions of the NMR spectrum and the average group molecular weights was used as a 
reference method for providing quantitative results for aromatics, olefins, paraffins and benzene 
expressed in percent by volume [73,74]. 

 Deuterated chloroform (chloroform-d “100%”, with 0.05% v/v tetramethylsilane) acquired 
from Cambridge Isotope Laboratories (Tewksbury, MA, United States) was used for the NMR 
sample preparation. Samples were prepared by diluting 50 µL of gasoline in 500 µL of CDCl3 in a 
2.0 mL HPLC vial glass. Gasoline samples were dispensed below the surface of the chloroform 
using a positive displacement glass bore micro-pipette to minimize losses from evaporation. The 
samples were then transferred to NMR tubes and sealed with Teflon caps to minimize loss of 
volatile compounds. 

 High-field NMR spectra were acquired on a Bruker Avance II 600 MHz spectrometer 
(Fällanden, Switzerland) equipped with a room temperature broadband inverse (BBI) probe. The 
spectra were acquired with the following parameters: sample temperature of 24.85 °C (298 K), 
12000 Hz spectral width, 131072 complex data points, 90° pulse angle, 5s acquisition time, 25 s 
recycle delay, 32 scans, and a total acquisition time of approximately 17 minutes. The spectra were 
Fourier transformed followed by phase correction and baseline correction. The chemical shift axis 
was referenced to the tetramethylsilane (TMS) peak set to 0 ppm. The quantitative results for 
hydrocarbon class, oxygenate and benzene were calculated based on integration of the regions of 
interest. 

 The first step performed in the quantitative NMR analysis is the integration of the 1H NMR 
spectral regions presented in Table 1. The integral values were then input into the sets of equations 
below. In these equations, Vx is the relative partial volume of compound class X; Nx is proportional 
to the number of molecules of X; MWx is related to the mean molecular weight of compound class 
X; and 𝜌; which represents the mean density of compound class X. After evaluating the results for 
each compound class, the concentrations in percent by volume (vol%) were later determined by 
using equation 4.1. 

 

vol�% = 100 ∗ v� (v¦ + v§¨+v©+vª + v«Z+v¬)⁄ ,  x = B, Ar, O, P, Et, M (4.1) 
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 In order to optimize the procedures of chemical shift correction related to the TMS peak, 
and obtaining the gasoline composition results, MATLAB functions were developed. It represented 
a good time saving for computing the results of all samples. The acquisition and adjust of phase 
for the High-field NMR spectra were performed using TOPSPIN 4.0.6 software developed by 
Brucker Biospin Corporation (Billerica, MA, United States). 

 
Table 1. Assignment of regions to be integrated 

Spectral Region Chemical shift 
intervals (ppm) 

Substance 
class 

Ar 8.00 – 6.70 Aromatics 
B 7.40 – 7.30 Benzene 
C 7.27 – 7.26 Chloroform 
O1 6.00 – 5.75 

Olefins 
O2 5.75 – 5.25 
O3 5.25 – 5.05 
O4 5.05 – 4.80 
O5 4.80 – 4.60 
M 3.30 – 3.10 MTBE 
A1 3.00 – 2.80 

Aromatics A2 2.75 – 2.50 
A3 2.50 – 2.15 
Oe 2.10 – 1.85 Olefins 
P 1.85 – 0.50 Paraffins 
Et 4.30 – 3.30 Ethanol 

 

 

i) Benzene 

N¦ = B 6⁄ , MW¦ = 78.1	g.molQ0, ρ¦ = 879.0	Kg.mQ¶ 

V¦ = (N¦ ×MW¦) ρ¦⁄  

B is the integral value for the region assigned for benzene in table 1. 

 

ii) Aromatics 

N§¨ = ¸A¨ − C + A0 +
§¹
^
+ §º

¶
» 6⁄ ,  ρ§¨ = 868.0	Kg.mQ¶ 

p½ = (A¨ − C) N§¨⁄ ,  p¾ = A^ 2N§¨⁄ ,  pÀ = A¶ 3N§¨⁄ , pÂ = A0 N§¨⁄  

MW§¨ = 72 + pÃ + 15 ∗ p¬ + 29 ∗ p« + 43 ∗ pÂ 

V§¨ = (N§¨ × MW§¨) ρ§¨⁄  

For aromatics composition, the average number of aromatic H atoms, methyl, ethyl and isopropyl 
substituents is determined by the parameters ph, pe, and pm in order to calculate the mean 
molecular weight. 
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iii) Olefins 

N© =
0
^
O0 +

0
Æ
OÆ +

0
^
O^ + O¶ +

0
^
OÇ  q = 0

�É
¸0
^
O0 +

0
Æ
OÆ + O^ + 3O¶ + OÇ» 

q¾ =
0
^
∗ ©Ê
�É

,  qÀ = q − q¾,  q½ = 4 − qÀ − q¾ 

MW© = 24 + q½ + 15qÀ + 29q¾,  ρ© = (1.775MW© + 537)	Kg.mQ¶ 

V© = (N© ×MW©) ρ©⁄  

The parameters qh, qe, and qm, are related to the mean number of olefinic hydrogens and ethyl and 
methyl substituents, respectively, and q is the average number of substituents per molecule. 

 

iv) Paraffins 

Iª = P − 16A0 +
3
2A^4 −

3
2O¾ 11 +

qÀ
q¾
4 −

3
2Et − 3M 

Hª = 15,  MWª = 93.0	g.molQ0,  ρª = 668.0	kg.mQ¶ 

Vª = (Iª ∗ MWª) (Hª ∗ ρª)⁄  

From the paraffin integration, some regions were subtracted. Those regions are related to the 
contributions of the ethyl and isopropyl substituents of aromatics, the ethyl and methyl substituents 
of olefins, the tert-butyl group of MTBEs, and the methyl group of ethanol. Hp is the average number 
of hydrogen atoms per molecule. 

 

v) Ethanol and MTBE 

N¬ = M 3⁄ ,   MW¬ = 88.2	g.molQ0  , ρ¬ = 741.0	Kg.mQ¶ 

V¬ = (N¬ ×MW¬) ρ¬⁄  

N«Z = Et 2⁄ ,   MW«Z = 46.0	g.molQ0,   ρ«Z = 791.5	Kg.mQ¶ 

V«Z = (N«Z × MW«Z) ρ«Z⁄  

While specific models were not developed for predicting ethanol and MTBE content, these values 
are needed to determine the concentrations for the other compound classes as well as benzene. 

 

 b) Relative Density, Research Octane Number, Motor Octane Number, 
Antiknock index: 

The values for the gasoline parameters described in this section were obtained from the 
final report of the Summer 2018 North American Fuel Survey conducted by the Alliance of 
Automobile Manufacturers. The methods of analyses employed were the standard methods 
established by the American Society for Tests and Materials (ASTM). 
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i) Relative Density 

The relative density is the ratio between the density of a substance at a fixed temperature 
and the density of a reference material at a stated temperature, in this case, water was used as 
reference material. The standard method for determining the relative density is described by the 
ASTM D-4052 [10]. It consists basically of adding a small volume (~ 0.7 mL) of gasoline into the 
previously cleaned and dried tube of the instrument; and then, waiting until the instrument presents 
a steady reading of four significant figures for density and five for temperature, it indicates that 
temperature equilibrium was reached and the value can be recorded as the final result. 

 

ii) Research Octane Number 

 Research Octane Number (RON) is a test carried out in order to determine the fuel 
resistance to autoignition under mild conditions. The test was performed according to the standard 
method ASTM D-2699 [7] in which the result is obtained by comparison of the knock intensities for 
the test gasoline with the one obtained for a primary reference fuel blend at the same conditions 
using a standardized Cooperative Fuel Research (CFR) engine. 

 

iii) Motor Octane Number 

 Motor octane number (MON) test is performed in a very similar way to the RON test. 
However, in this case, the test is performed under more severe conditions. The method used to 
determine MON for these samples was ASTM D-2700 [8]. 

 

iv) Antiknock Index 

 Antiknock index (AKI) represents the average value of RON and MON. This is the fuel 
octane rating that is generally posted on pumps at gas stations in the United States. This is also 
what fuel quality designations, such as regular, midgrade or premium is based on. 

𝐴𝐾𝐼 = ÏÐÑÒÓÐÑ
^

  (4.2) 

 

4.3. Near infrared spectroscopy 

4.3.1. Qualitative analysis 

 Near infrared transflectance spectra were recorded using a Bruker Vertex 70 FTIR 
spectrometer (Billerica, MA, United States) equipped with a Quartz-Tungsten-Halogen (QTH) 
radiation source combined with CaF2 beam splitter, a thermo-electrically cooled InGaAs detector 
and a fiber optic probe. The samples were pipetted into 2 mL HPLC glass vials, and then, the vials 
were properly closed with their caps in order to avoid any losses of vapors. The spectra were 
collected at room temperature (22±2 °C) in the range between 4000-12000 cm-1 (800-2500 nm) in 
64 scans with a resolution of 8 cm-1 taking 60 s per measurement, three measurements were 



23   Ricardo H. P. Pedroza 

 
 

 

carried out for each sample. The spectra of the empty HPLC glass vial was used as background 
spectra. 

 

4.3.2. Quantitative analysis 

 For the quantitative analysis the samples were analyzed using a 5 mm pathlength screw 
top quartz cuvettes. The spectra were obtained using the same spectrometer as in the qualitative 
analysis, however, the instrument was configured for the transmission mode instead of 
transflection. A Quantum Northwest temperature-controlled cuvette holder model t2 Sport (Liberty 
Lake, WA, United States) was coupled inside the instrument compartment, and the temperature 
controller was set to 22.5 °C. The other parameters (spectral range, number of scans, resolution) 
were maintained as the same ones used for the qualitative analysis.  

 

4.4. Raman spectroscopy 

4.4.1. Qualitative analysis 

 All measurements were carried out using a Bruker Vertex 70 FTIR with RAM II FT-Raman 
Module (Billerica, MA, United States) equipped with a 1.5 W Nd:Yag excitation laser, CaF2 beam 
splitter, liquid-nitrogen cooled Ge-diode detector, and F/1.2 IR lens for 180° backscatter Raman 
measurements. The Raman laser power was set in the software at 700 mW with a fixed excitation 
wavelength radiation at 1064 nm, the spectra were recorded in the range between -50 cm-1 and 
3500 cm-1 with a resolution of 4 cm-1 in 64 scans. The samples were analyzed in 2 mL HPLC glass 
vials, the vials were positioned with the radiation beam passing through its center. As demonstrated 
in figure 10, a piece of aluminum foil was placed and fixed behind of the sample in the sample 
holder in order to avoid spreading of radiation. 

  

 
Figure 10. Illustration of how the samples were positioned for obtaining the Raman spectra. A piece of aluminum foil 

was placed and fixed behind of sample in the sample holder to avoid spreading of radiation. 
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4.4.2. Quantitative analysis 

The 830 nm Raman measurements were conducted on a home-built Raman system based 
on illumination and collection via a low magnification 4X microscope objective (Olympus PLAN S-
APO 4X, “Super Apochromat”) in a 180° backscatter geometry. Laser line blocking was achieved 
using two 25 mm 532 nm dichroic long-pass edge filters. The first filter (Semrock RazorEdge LP03-
532RU-25, “U” grade, 186 cm-1 transition) was used as a beam steering mirror to introduce the 
laser onto the primary optical axis while the second (Semrock RazorEdge LP03-532RE-25, “E” 
grade, 90 cm-1 transition) was used to enhance laser line rejection. The remaining optical 
components consisted of several 1” protected silver beam steering mirrors (Thorlabs, PF10-03-
P01) and an off-axis parabolic mirror (Thorlabs, MPD149-P01) to focus the collected Raman scatter 
onto the entrance slit of the spectrometer. The spectrometer was a 320 mm focal length, f/4.6, 
aberration corrected IsoPlane SCT-320 imaging spectrograph (Princeton Instruments, Acton, MA) 
equipped with a PIXIS 400BR eXcelon (Princeton Instruments) back-illuminated, deep-depletion, 
TE cooled (-70° C), 1340 × 400 pixel (20 µm pixels) CCD detector. The spectrometer was 
controlled by the LightField software (Princeton Instruments). Integration with LabView and 
synchronized acquisition with an XY stage was used to automate data collection from multiple 
samples. 

The excitation laser used for this application was a frequency stabilized 830 nm diode laser 
(Innovative Photonic Solutions, Monmouth, NJ model I0830SR0100B) with nominal output power 
of 110 mW. A 600 grv/mm grating, blazed at 750 nm, was used with the center wavelength set to 
905 nm for all measurements. This provided spectral coverage from approximately 843 nm to 965 
nm (186 cm-1 to 1686 cm-1 Raman shift). 

Samples were placed in 2 mL clear glass autosampler vials (ThermoFisher, SureStop 
C5000-592). Laser illumination and collection were through the bottom of the vials. A fixed 
integration time of 3s per spectrum was used.  

 

4.5. Software and Computing 
MATLAB R2018a software (MathWorks, Natick, MA, United States) was used for the 

mathematical analysis.  

Spectral preprocessing, PCA, PLS and SIMCA were carried out using the PLS_toolbox 
8.6.2 (Eigenvector Research, Inc., Manson, WA, United States). 
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5. RESULTS AND DISCUSSION 
5.1. Qualitative analysis 

5.1.1. NIR bands assignment 

 Figure 11a shows the NIR spectra obtained for the 124 gasoline samples used for the 
qualitative analysis. It is observed that the region located between 1670-1790 nm related to the first 
overtones of -CH, -CH2 and -CH3 bonds presents an absorbance saturation; also, the region related 
to the combination of C=C, -CH3 and -CH2 bonds placed between 2130-2500 nm is very noisy, so, 
it was decided to cut off those regions from the data set as showed in figure 11b. From the 
remaining spectra, two bands are more pronounced. The first band between 1100-1250nm 
corresponds to the second overtone of -CH functional group. The other band actually consists of 
two bands overlapping, one placed in the region between 1350-1500 nm which is related to the 
combination of -CH3 and -CH2 bonds and the other present about 1400-1670 nm corresponding to 
the first overtone of -OH bonds [75]. 

 

5.1.2. Raman bands assignment 

 The Raman spectra of 124 samples used for the qualitative analysis of gasoline is plotted 
in figure 11d. As the Raman detector has its sensitivity diminished for Raman shifts beyond 3200 
cm-1, the region 3150-3500 cm-1 does not show any relevant signal; another region situated in the 
range between 1700-2670 cm-1 also does not present any peak, so, those regions have been 
discarded in order to avoid including noise or other useless information in the Raman data set. The 
strong peak presented between 0-250 cm-1 consists of the Rayleigh scatter and low frequency 
Raman modes, thus being removed from the Raman data set as well. Figure 11e shows the 
remaining regions of the Raman spectra, it consists basically of two main regions, the region 
between 300-1800 cm-1 which it is mainly consisted of C-C skeletal vibrations and C-H 
deformations being known as fingerprint region [76], and the region placed between 2800-3100 
cm-1 that is related to C-H stretching modes of ethanol and hydrocarbons [77]. 

 

5.1.3. Principal Component Analysis 

 Exploratory analysis by PCA was carried out on both the NIR and Raman data in order to 
observe the sample distribution and whether outliers were present or not. The NIR data was 
autoscaled and Raman data was mean centered prior to the PCA analysis. These preprocessing 
techniques were chosen in order to obtain the best separation among the clusters of gasoline based 
on ethanol content and antiknock index. The preprocessed spectra are shown in figures 11c and 
11f for the NIR and Raman data, respectively. For the NIR data a total of 4 PCs resulting in 97.39% 
of cumulative variance were selected for the PCA model, and 3 PCs were chosen for the Raman 
data cumulating a total of 93.69% of variance. 
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 The outlier diagnostics were performed based on the plot of Q residuals against Hotelling’s 
T2, which is also known as an influence plot. These residuals are used as a tool to observe samples 
that could not be well-described by the PCA model [63]. The influence plot for the NIR and Raman 
data sets are shown in figures 12a and 12b, respectively. The FACE and SRM samples have higher 
residuals. This was not unexpected since these samples do not necessarily represent conventional 
gasoline samples like the commercial gasoline samples, once that some of them were synthetically 
prepared. Then, the only way to keep these samples for the analysis would be by including more 
samples analogously prepared, as it was not possible, it was preferred to do not include them in 
the data set. Only two SRMs (indicated in the figures by arrows) presented lower residuals and 
were kept in the data set. 

 After discarding the samples based on the outlier diagnostics, the PCA models for both 
NIR and Raman data were recalculated resulting in 4 PCs with 98.68% of cumulative variance for 
the NIR data, and 3 PCs with 98.63% of cumulative variance for the Raman data. Figures 12c-f 
displays combinations of PCA scores that provided the best class separation according to the 
ethanol content and AKI values. Figures 12c and 12d plots PC1 vs. PC2 scores for NIR and PC1 
vs. PC3 scores for Raman, respectively. PC1 is highly correlated with ethanol content for both the 
NIR and Raman data sets. For the Raman data this PC alone can distinguish the ethanol content 
classes by itself while for the NIR data a contribution from PC2 is necessary. Good separations 
were obtained by both techniques. Figures 12e and 12f show the combination of PC scores for 
differentiate AKI classes by NIR and Raman, respectively. 

 The use of PCA, an unsupervised exploratory analysis technique, demonstrated that it was 
possible to distinguish gasoline sample classes based on ethanol content and AKI values using 
NIR and Raman data. However, as seen in these plots, class boundaries did exhibit some overlap. 
In addition to exploratory analysis by PCA, targeted classification of the gasoline samples was of 
interest. For that purpose, SIMCA, a supervised method of classification was applied to both NIR 
and Raman data. 
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5.1.4. Soft Independent Modelling of Class Analogy 

 In order to obtain classification models by SIMCA, it is necessary to build an individual PCA 
model for each class, these individual PCA models are constructed independently from each other, 
meaning that the number of PCs and type of preprocessing are determined individually for each 
class focusing on separating the class being analyzed from the others. 

 In order to perform the classification of gasoline samples according to their ethanol content 
and AKI values by SIMCA, the samples were split into calibration (CAL) and validation (VAL) sets, 
with the validation set consisting of 33% of the samples for each of the classes. The selection of 
samples for the validation set was carried out based on the distribution of PCA scores presented 
in the previous section, it was performed trying to select samples around the whole cluster for that 
specific class. The samples from classes which contain less than 4 samples, EPA samples, and 
SRMs were included in the validation set. Table 2 shows the splitting of samples based on specified 
classes. The SRMs were not included in the classification by AKI because their AKI values are not 
known. 

Table 2. Splitting of gasoline samples into CAL and VAL sets for the classification by SIMCA. 

Ethanol Content 
- Ethanol-free 10% ethanol 15% ethanol EPA (10% eth) SRM 

CAL (69 samples) 13 samples 56 samples - - - 

VAL (38 samples) 5 samples 23 samples 2 samples 6 samples 2 samples 

Antiknock Index - AKI 
- AKI 87 AKI 88 AKI 89 AKI 90 AKI 93 EPA (AKI 88) 

CAL (69 samples) 32 samples - 16 samples - 21 samples - 

VAL (34 samples) 10 samples 2 samples 5 samples 3 samples 8 samples 6 samples 

 

 An important approach to obtain a good SIMCA classification model consists of evaluating 
the influence plot of each PCA model. The influence plot shows the separation between the 
samples of the class being modelled and the samples from the remaining classes based on Q 
residuals and Hotelling’s T2. The greater the separation observed by the influence plots the better 
the PCA model to be used by SIMCA. It is very important to use an adequate number of PCs in the 
PCA models in order to avoid overfitting of the classification model. Table 3 shows the information 
about the PCA models used to build SIMCA classification models. 

 Table 4 and Figure 13, and Table 5 and figure 14 show the results obtained by SIMCA 
models for ethanol content and AKI, respectively. The classification errors were limited to samples 
which were classified incorrectly classified as unassigned. Among the VAL sample sets there are 
samples which were correctly classified as unassigned including samples with 15% ethanol from 
the ethanol content classification models and classes AKI 88, AKI 90 and EPA from the AKI 
classification models. These samples were purposely included in VAL sets in order to demonstrate 
the capability of SIMCA to not misclassify samples that do not belong to classes for which models 
were constructed. The SRMs analyzed include SRM_2287 which contains 10% ethanol and 
SRM_2287b, which is a gasoline blank that is ethanol-free. The SIMCA models using NIR were not 
able to classify these SRMs satisfactorily while the Raman based model classified SRM_2287 
correctly. This difficulty in classifying the SRMs is likely related to the point previously discussed in 
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the outlier diagnostics related with the compositional differences between SRMs and commercial 
gasoline samples. Regarding the samples that were incorrectly unassigned, most of them coincide 
by both NIR and Raman as it is demonstrated in figures 13 and 14 by labeled samples. The 
explanation about samples GAS102 and GAS113 was found, a mistake was noted on the 
information provided about sample GAS102 and this sample actually contains 5% ethanol thus 
being correctly classified as unassigned. Sample GAS113 spent more time at ambient temperature 
before being refrigerated than most of the remaining samples and it is possible that the composition 
of the fuel was compromised. The EPA samples contain 10% ethanol with AKI equal to 88, so, they 
were correctly classified by both classification analyses and spectroscopic techniques. 
 

Table 3. Information about the PCA models used to build SIMCA classification models. 

NIR DATA 

- Class Preprocess Number of PCs Cumulative Variance 

Antiknock Index - AKI 

AKI 87 SNV+MC 3 99.88% 

AKI 89 SNV+MC 3 99.31% 

AKI 93 1st der+MC 4 99.51% 

Ethanol content 
Ethanol-free MC 2 96.73% 

10% ethanol MSC+MC 1 72.54% 

RAMAN DATA 

Antiknock Index - AKI 

AKI 87 SNV+MC 4 96.57% 

AKI 89 SNV+MC 3 95.41% 

AKI 93 SNV+MC 3 97.94% 

Ethanol content 
Ethanol-free MC 2 94.84% 

10% ethanol MC 3 95.68% 

 

 The figures of merit were obtained after removing samples GAS102 and GAS113 from the 
results. Table 6 shows the figures of merit calculated for the SIMCA models to classify samples 
based on ethanol content and AKI values using both NIR and Raman spectroscopies. The general 
misclassification error (GME) was calculated for each set, which consists of the weighted average 
of the ME values. In general, the results obtained for the classification were very satisfactory using 
either spectroscopy method with both techniques having general classification errors less than 
5.0% with sensitivity, precision, and specificity values equal to or very close to 1. Those results 
show to be very acceptable when compared to results for gasoline classification found on the 
literature. Ardila et al. (2017) classified gasoline samples according to their origin using Raman and 
PLS-DA with cross-validation errors less than 5.0%. De Oliveira et al. (2004) [78] used data from 
gasoline distillation curves was used with SIMCA to detect adulteration in Brazilian gasolines with 
92% correct classification rate. Balabin et al. (2010) obtained average errors of 13 ± 1%, 4 ± 3%, 
and 11 ± 2% using SIMCA in a study comparing multivariate techniques for classifying gasoline 
samples according to their source and type by NIR. 
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Table 4. Confusion matrices for the classification of gasolines based on ethanol content by NIR and Raman. 

- 
Actual Class 

Calibration Validation 
E00 E10 E00 E10 E15 SRM EPA 

NIR 

Predicted as E00 13 0 5 0 0 0 0 

Predicted as E10 0 54 0 22 0 0 6 

Unassigned 0 2 0 1 2 2 0 

ME % 0.0 3.57 0.0 4.35 0.0 100.0 0.0 

Raman 

Predicted as E00 13 0 5 0 0 0 0 

Predicted as E10 0 55 0 21 0 1 6 

Unassigned 0 1 0 2 2 1 0 

ME % 0.0 1.79 0.0 8.70 0.0 50.0 0.0 

 

 

 

 
Figure 13. SIMCA Classification based on ethanol content of gasoline samples by a) NIR and b) Raman. 
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Table 5. Confusion matrices for the classification of gasolines based on AKI by NIR and Raman. 

- 
Actual Class 

Calibration Validation 
AKI 87 AKI 89 AKI 93 AKI 87 AKI 88 AKI 89 AKI 90 AKI 93 EPA 

NIR 

Predicted as AKI 87 33 0 0 10 0 0 0 0 0 

Predicted as AKI 89 0 16 0 0 0 5 0 0 0 

Predicted as AKI 93 0 0 22 0 0 0 0 7 0 

Unassigned 0 0 0 0 2 0 3 1 6 

ME % 0.0 0.0 0.0 0.0 0.0 0.0 0.0 12.5 0.0 

Raman 

Predicted as AKI 87 33 0 0 10 0 0 0 0 0 

Predicted as AKI 89 0 16 0 0 0 5 0 0 0 

Predicted as AKI 93 0 0 21 0 0 0 0 8 0 

Unassigned 0 0 1 0 2 0 3 0 6 

ME % 0.0 0.0 4.55 0.0 0.0 0.0 0.0 0.0 0.0 

 

 

 

Figure 14. SIMCA Classification based on AKI of gasoline samples by a) NIR and b) Raman 
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Table 6. Figures of merit for SIMCA classification models 

Ethanol content 

- NIR Raman 
Calibration Validation Calibration Validation 

Class E00 E10 E00 E10 E00 E10 E00 E10 
ME % 0.00 1.80 0.00 0.00 0.00 0.00 0.00 4.50 
Sensitivity 1.00 0.98 1.00 1.00 1.00 1.00 1.00 0.95 
Precision 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
Specificity 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
GME % 2.85% 1.89% 

Antiknock Index-AKI  

- NIR Raman 
Calibration Validation Calibration Validation 

Class AKI 
87 

AKI 
89 

AKI 
93 

AKI 
87 

AKI 
89 

AKI 
93 

AKI 
87 

AKI 
89 

AKI 
93 

AKI 
87 

AKI 
89 

AKI 
93 

ME % 0.00 0.00 0.00 0.00 0.00 12.50 0.00 0.00 4.55 0.00 0.00 0.00 
Sensitivity 1.00 1.00 1.00 1.00 1.00 0.88 1.00 1.00 0.95 1.00 1.00 1.00 
Precision 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
Specificity 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
GME % 0.95% 0.95% 
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5.2. Quantitative analysis 

5.2.1. NIR bands assignment 

 For the quantitative analysis, NIR spectra were obtained in transmission mode using 5 mm 
pathlength quartz cuvettes. Figure 15a is a plot of the NIR transmission spectra of all 166 samples 
used for the quantitative analysis of gasoline. The spectra consist of the following bands: band 
related to the second overtone of CH bonds in the region between 1120-1250 nm, combination of 
CH3 and CH2 bands between 1350-1500 nm, the region comprised of first overtones of OH bonds 
is observed between 1500-1595 nm, first overtones of CH, CH2, and CH3 compose the band 
located between 1600-1900 nm, the combination of C=C is seen around 2000-2200 nm [75]. A 
significant difference in the transmission data set compared to the NIR transflectance spectra 
obtained for the qualitative analysis is the additional information available in the region between 
1670-1790 nm, which was saturated in the transflectance data. This was simply a result of the 
shorter effective optical pathlength with the 5mm cuvette.  

 

5.2.2. Raman bands assignment 

 Figure 15c shows the Raman spectra obtained for all 166 samples used for the quantitative 
analysis. These spectra consist of 830 nm Raman spectra covering the Raman shift range from 
300 to 1600 cm-1. This region often referred to as the fingerprint region, is composed largely of C-
C skeletal vibrations and C-H deformations. The region between 250-400 cm-1 is related to C-C 
bending of aliphatic; C-C stretching of aliphatic is located between 600-1300 cm-1, where, C-C 
stretching for aromatics is found around 1000 cm-1; the region comprised of CH2 and CH3 bending 
is observed between 1400-1470 cm-1 [76]. 

Figure 15. Original spectra obtained by a) NIR and c) Raman. Preprocessed spectra for b) NIR and d) Raman. 
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5.2.3. Quantitative 1H NMR reference method 

 The sample set used for the quantitative analysis consists of NAFS, EPA, FACE, and 
commercial gasoline samples (GAS). However, reference values for gasoline composition were not 
available for GAS samples. In addition, the only hydrocarbon class data available for the NAFS 
samples was from the ASTM D-1319 FIA method, which is known to have issues with interferences 
from oxygenates and large uncertainties based on reproducibility. To provide quantitative 
hydrocarbon class it was necessary to carry out a quantitative analysis of all samples to obtain 
reference values. A method based on proton nuclear magnetic resonance (1H NMR) described in 
the literature [73,74] was chosen to be used as reference method for that purpose. This 1H NMR 
method provides quantitative gasoline composition values for aromatics, olefins, paraffins, 
benzene, ethanol, and MTBE. 

 The 1H NMR spectra for all 166 samples used for quantitative analysis were acquired 
followed by Fourier transformation, phase correction, baseline correction, and chemical shift 
referencing to TMS. The quantitative composition results were obtained according to the equations 
previously presented in section 4.2.2.a. A wide range of compositional variation was observed for 
aromatics, olefins, paraffins, and benzene, which provided a good basis for the development of 
quantitative calibration models. A predictive model for ethanol content would be of interest; 
however, the available samples were almost universally in two categories, ethanol-free and 10% 
ethanol. This distribution was considered unsuitable to develop and test models for predicting 
ethanol content and therefore this was not investigated. A paired t-test was performed in order to 
compare the results of gasoline composition obtained by 1H NMR and FIA (ASTM D-1319) for the 
NAFS samples. The results are shown in Table 7. While the results from the two methods are 
similar, the hypotheses for all paired t-tests were rejected, indicating that these two methods are 
not commutable. It does not necessary mean that 1H NMR is not a good method, Beens et al. 
(2003) showed some drawbacks that can occur in analysis performed by ASTM D-1319 which can 
generate erroneous results with a wide bias. Some samples were analyzed in replicates in order to 
assess the precision of the 1H NMR method. These results are presented in Table 8, which 
demonstrates that the precision of the 1H NMR was quite good, and the method was considered 
reliable for the purposes of this work. Biases and uncertainties with the NMR reference method 
were not investigated further.  

Table 7. Paired t-test for comparison of results obtained by 1H NMR and ASTM D-1319. 

Parameter Number of 
samples 

Average of 
difference 

Standard 
deviation of 
difference 

t-calculated t-critical 
α=0.05 Hypothesis 

Aromatics 100 1.309 1.525 8.58 
1.98 

Rejected 
Olefins 100 0.341 1.004 3.40 Rejected 
Paraffins 100 1.662 1.990 8.35 Rejected 

 

5.2.4. Principal Component Analysis 

 PCA was carried out in order to perform outlier diagnostics on the NIR and Raman data 
sets. The NIR spectra were preprocessed using derivative Savitzky-Golay (1st derivative, 2nd order 
polynomial, 9 points window) followed by normalization (by area) and mean centering. The Raman 
spectra were preprocessed using a combination of baseline correction (Whittaker method , 𝑝 =
0.01, 𝜆 = 1000), normalization (by area), and mean centering. The preprocessed spectra for NIR 
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and Raman are shown in figures 15b and 15d, respectively. Baseline and intensity fluctuation 
effects could be successfully corrected in both cases. PCA models were built with 4 PCs for NIR, 
accounting for 91.47% of the variance, and 3 PCs for Raman, accounting for 86.98% of the 
variance. The outlier diagnostics were performed by examining the influence plots which are shown 
in figures 16a and 16b for NIR and Raman, respectively. Some of the EPA, FACE, and NAFS (from 
Mexico, Canada, and Alaska) samples contained high residuals. This high residual can be related 
to the under-representation of similar samples to these in the data set. It was decided to keep these 
samples in both the NIR and Raman data sets and then evaluate them during the construction of 
PLS models. 

Table 8. Precision of 1H NMR results. 
  Aromatics Olefins Paraffins 

Sample ID Number of 
replicates 

Average 
(% v/v) RSD % Average 

(% v/v) RSD % Average 
(% v/v) RSD % 

NA001 3 4.914 0.272 1.980 0.340 93.028 0.018 
NA006 3 12.034 0.298 3.697 0.557 75.066 0.025 
NA016 3 28.229 0.041 5.071 0.258 57.202 0.018 
NA030 4 16.237 0.727 6.864 0.573 67.683 0.088 
NA048 3 19.226 0.063 3.484 0.199 68.324 0.025 
NA054 4 27.121 0.049 9.367 0.229 53.739 0.045 
NA062 3 22.901 0.053 10.622 0.136 56.834 0.042 
NA074 3 24.285 0.081 1.884 1.131 64.251 0.011 
NA081 4 20.195 0.604 8.194 0.440 62.302 0.103 
NA108 4 17.924 0.133 11.162 0.227 61.324 0.050 

 

  

Figure 16. Influence plot for a) NIR and b) Raman data. 
 

5.2.5. Prediction of gasoline parameters using Partial Least Squares 

 The first step in PLS model building for predicting gasoline properties consisted of 
determining the best preprocessing strategy. To do that, different preprocessing strategies were 
applied to the NIR and Raman data sets, and PLS models using all available samples for each 
parameter were built.  Those PLS models were then compared by observing the cross-validation 
results, RMSECV. For NIR, the lowest RMSECVs were obtained with a combination of 1st derivative 
(Savitzky-Golay method, 2nd order polynomial function, 9 points window), normalization (by area) 
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and mean centering were chosen to preprocess NIR data. For the Raman data set, the best 
RMSECVs were obtained with a combination of baseline correction (Whittaker method, 𝑝 = 0.01, 
𝜆 = 1000), normalization (by area) and mean centering. 

 After optimizing preprocessing, the samples were split into two sets: a calibration (CAL) 
set used to construct the PLS calibration models and a validation (VAL) set consisting of external 
samples used to evaluate the performance of PLS models. The splitting was performed such that 
~30% of the samples were selected for the VAL set. The VAL set samples were carefully chosen 
in order to obtain the maximum representativity of the parameter ranges and avoiding the selection 
of extreme samples. 

 PLS models were built for the prediction of 8 gasoline parameters. The number of latent 
variables was selected according to the lowest value of RMSECV found before additional latent 
variables either provide no improvement or are detrimental to the performance as exemplified in 
figure 17. Table 9 summarizes the PLS model results obtained for prediction of relative density, 
MON, RON, AKI, Aromatics, Benzene, Olefins, and Paraffins by both NIR and Raman 
spectroscopies. 

Table 9. PLS models results for 8 gasoline parameters by NIR and Raman spectroscopies. 

Gasoline 
Property Technique Units LVs R2C RMSEC AREC 

(%) R2CV RMSECV R2P RMSEP AREP 
(%) 

Relative NIR g/cm3 9 0.976 0.0014 0.15 0.914 0.0027 0.979 0.0015 0.17 

Density Raman g/cm3 8 0.950 0.0020 0.21 0.883 0.0032 0.948 0.0022 0.23 

MON 
NIR - 7 0.981 0.3455 0.32 0.970 0.4360 0.984 0.3127 0.31 

Raman - 7 0.948 0.5642 0.51 0.900 0.7942 0.971 0.4517 0.41 

RON 
NIR - 10 0.983 0.3683 0.31 0.961 0.5571 0.978 0.3838 0.33 

Raman - 10 0.961 0.5255 0.45 0.892 0.8321 0.941 0.6739 0.57 

AKI 
NIR - 9 0.985 0.3069 0.28 0.969 0.4338 0.995 0.1970 0.17 

Raman - 10 0.974 0.4184 0.37 0.923 0.7117 0.983 0.3367 0.32 

Aromatics 
NIR % v/v 10 0.997 0.4310 2.11 0.995 0.5850 0.998 0.3862 1.65 

Raman % v/v 6 0.994 0.6512 2.65 0.988 0.8981 0.994 0.6682 3.25 

Benzene 
NIR % v/v 9 0.992 0.0229 6.59 0.984 0.0315 0.996 0.0158 3.30 

Raman % v/v 8 0.979 0.0350 5.23 0.963 0.0459 0.983 0.0360 1.19 

Olefins 
NIR % v/v 8 0.987 0.3316 7.47 0.979 0.4246 0.987 0.3545 10.98 

Raman % v/v 12 0.981 0.4292 8.94 0.929 0.8201 0.976 0.4436 6.56 

Paraffins 
NIR % v/v 8 0.996 0.5587 0.76 0.993 0.7286 0.998 0.3505 0.47 

Raman % v/v 7 0.956 1.6932 2.07 0.937 2.1219 0.968 1.6097 2.16 

 

a) Relative density 
 The NAFS samples were used to build PLS models for determining relative density, 
however, two of these samples exhibited extreme reference values when compared to the 
remaining samples, so they were removed from the data set. A total of 98 NAFS samples were 
used with 67 samples included in the CAL set and 31 samples in the VAL set.  

 Both spectroscopic techniques presented very similar errors with NIR performing slightly 
better than Raman. The response residuals are plotted in figures 19a and 19b and no outliers or 
trends were observed with either technique. Alternative methods for determining relative density of 
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gasoline are also found in the literature. Flumignam et al. (2008) [79] have obtained values of 
0.0067 g/cm3 for RMSEC and 0.0043 g/cm3 for RMSEP using gas chromatography (GC) profiles 
and PLS models resulting in an ARE of 0.55%. Godoy et al. (2011) [80] obtained a RMSEP of 1.7 
Kg/m3 (0.0017 g/cm3) using comprehensive two-dimensional gas chromatography and PLS. The 
results obtained in this work by both NIR and Raman demonstrate to be very good when compared 
with the ones reported in the literature, it can be confirmed by observing correlation and EJCR plots 
in figures 21a-b and 23a, respectively. 

 
Figure 17. Demonstration on how the optimum number of LVs is determined for a PLS model according to the lowest 

value of RMSECV just before its variation starts to be almost constant. 

 
b) Octane parameters: MON, RON, and AKI 

 The PLS models for determining octane ratings (MON, RON, AKI) of gasoline were 
calculated using the 100 NAFS samples with 67 samples in the CAL set and 33 samples in the 
VAL set. The best NIR results were obtained by selecting the spectral region between 1100-1300 
nm for the PLS models. This region corresponds to the second overtone of CH bonds of aromatics 
and methylene which are related to the octane numbers [42].  

 Some outliers were detected for those parameters by both techniques as it can be seen in 
figures 19c-h by labeled samples. However, these outliers coincide for octane parameters by both 
techniques, it indicates that some error has occurred during their analyses by the reference method, 
as it was not possible to reanalyze these samples by the reference method, they have been 
removed. Furthermore, no trends were observed in the response residuals plots.  

 While both NIR and Raman methods produced good results, error were lower for NIR. Both 
results were compared with the ones reported in the literature. Swarin et al. (1991) [81] have used 
NIR and PLS for predicting 16 gasoline properties, SEP results of 0.370 and 0.353 were obtained 
for MON and RON, respectively. Cooper et al. (1995) [44] obtained SEV values of 0.415, 0.535, 
and 0.410 for MON, RON, and AKI, respectively, by using FT-Raman spectroscopy and PLS 
regression. In a more recent study carried out by Voigt et al. (2019), RMSEC of 0.23 and RMSEP 
of 0.78 were obtained for the prediction of RON by using PLS and a handheld Raman spectrometer. 
Results for determining MON and RON by different instruments are also found in the literature 
[11,79,82]. The results obtained in this work were similar or somewhat better than results reported 
in the literature with one exception being for the results obtained by Mendes et al. (2012) that 
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presented RMSEP values of 0.085 for RON and 0.063 for MON. Figures 21c-h and 23b-d 
demonstrate that the use of either NIR or Raman spectroscopies with PLS regression present very 
reliable results for determining octane parameters. 

 Furthermore, in order to demonstrate the reliability of MON and RON results predicted by 
the PLS models, those predicted values were used to calculate the AKI values, and the results 
were compared with the reference values. As shown in figures 18a-c, a very good correlation is 
presented when comparing AKI reference values versus AKI values obtained by MON and RON 
predicted by PLS models. In addition, the EJCR ellipses contain the ideal theoretical point indicating 
that constant and proportional bias are absent. 

  

 
Figure 18. Correlation plots of reference values of AKI vs. AKI values obtained using MON and RON values 

predicted by PLS models using a) NIR and b) Raman data. c) EJCR for reference values vs. predicted values. If 
the ideal theoretical point (0,1) lies inside the confidence ellipse, BIAS is absent. 

 

c) Aromatics 
 NIR and Raman spectra from all samples present in the quantitative data set were used to 
construct PLS models to predict gasoline aromatic composition. The CAL set was composed of 
116 samples while the VAL set consisted of 50 samples. The selection of specific spectral regions 
was not needed to obtain the best results. 

 The response residuals can be observed in figures 20a-b, only one outlier was detected 
for the model constructed using Raman data, which corresponds to a FACE sample with ethanol 
10%. This sample is under-represented in the data set and the PLS model was not able to fit it well 
using the Raman spectroscopy. This sample was discarded from the data. Despite this, the 
response residuals from both techniques were normally distributed and no trend were observed. 

a) b) 

c) 
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 The results obtained for the prediction of gasoline composition by aromatics were excellent 
with RMSEP values less than 0.70 %v/v. It can also be confirmed by observing the correlation and 
EJCR plots in figures 22a-b and 23e. Aromatics content was also determined by Swarin et al. 
(1991) by using NIR and PLS resulting in a SEP value of 1.71 %v/v. Flumignan et al. (2008) got a 
RMSEC of 1.7 %v/v and RMSEC of 2.2 %v/v by PLS models developed with GC data. The results 
for the errors obtained in this work were less than the ones reported on the literature, it indicates 
that although errors presented by Raman results are higher than NIR’s, both techniques are 
trustable to be used for predicting gasoline composition by aromatics. 
 

d) Benzene 
 A total of 166 samples were available for predicting benzene content in gasoline. Two 
samples exhibited much higher benzene content when compared to the remaining samples and 
they were removed from the data set. The samples were divided into CAL and VAL sets containing 
114 and 50 samples, respectively. The selection of specific spectral regions was performed in both 
NIR and Raman spectra to obtain the best results. For the NIR data, the region corresponding to 
the first overtones of CH bonds of aromatics which is located between 1650-1850 nm was selected 
while the region between 700-1120 cm-1 which contains C-C stretching for aromatics around 1000 
cm-1 was selected for the Raman data [83]. 

 Figures 20c-d show the response residuals obtained by the PLS models. No trends are 
observed in these plots, but one outlier was detected for each spectroscopic technique. These 
outliers are possibly related to some spectral issue which could have affected with more intensity 
the spectral regions selected to predict Benzene. These samples were eliminated from the data 
sets. 

 The performance for predicting benzene by NIR and Raman are similar with Raman 
presenting results modestly better than the ones obtained by NIR. It should be noted that the ARE 
values were quite high if compared with the ones obtained by PLS models of other parameters 
(except olefins). This is because the benzene content by volume is typically quite low, <1.3%, which 
results in larger relative errors compared to the bulk hydrocarbon class content. Nevertheless, it 
can be seen in figures 22c-d and 23f that the results obtained by both techniques are very good 
even if compared with the results reported on the literature. Flumignan et al. (2008) reported a 
RMSEC value of 0.0736 %v/v and RMSEP of 0.0919 %v/v resulting in an ARE of 5.21% using GC 
and PLS. Cooper et al. (1997) [41] used PLS models to determine BTEX (benzene, toluene, 
ethylbenzene and xylene) with different vibrational techniques and reported SEP values of 0.101 
%w/w, 0.190 %w/w, and 0.088 %w/w by Raman, NIR, and Mid-IR, respectively. Thus, the results 
obtained in this work either by NIR or Raman are comparable with other studies reported in the 
literature. 
 

e) Olefins 
 For the olefin analysis, one extreme sample with an unusually high olefin content was 
removed from the data set and a total of 165 samples were used to build the PLS models. Samples 
were sorted into CAL and VAL groups which contained 115 and 50 samples, respectively. In order 
to obtain the best results using Raman, the spectral region between 1125-1530 cm-1 was selected. 
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 Figure 20e-f show a normal distribution for the response residuals obtained from the PLS 
models by NIR and Raman. One outlier can be observed in the response residual plot for the results 
obtained from NIR. This corresponds to an extreme sample with the second highest olefin 
concentration of the raw data set (166 samples). Because of this high concentration it was hard to 
fit this sample in the PLS model obtained using NIR spectroscopy. This sample was excluded from 
the NIR data set. 

 Olefins results present the highest values for ARE among all gasoline parameters being 
studied in this work, which is likely due to the lower levels of compounds in this class in gasoline 
samples with some containing less than 0.1%. This results in higher relative errors compared to 
the other hydrocarbon classes. In general, the results obtained by NIR and Raman were very similar 
with one exception for the values of ARE, but again, the prediction of samples with low olefin 
content has a big influence on these values. From figures 22e-f and 23g it can be seen that the 
results for olefin determination were very satisfactory by both techniques. Swarin et al. (1991) found 
a SEP error of 1.41 %v/v for the prediction of olefins using PLS and NIR. Flumignan et al. (2008) 
presented RMSEC and RMSEP of 4.3 %v/v and ARE of 25.60% obtained using GC data and PLS. 
Reboucas et al. (2011) [38] reported a RMSECV of 0.28 %w/w and two external validation sets 
were used resulting in RMSEP values of 0.42 %w/w and 3.10 %w/w using NIR and PLS. The results 
obtained in this work were better than the ones reported in the literature except for the results 
reported by Reboucas et al. (2011) that were similar. 
 

f) Paraffins 
 All 166 samples were used to build the PLS models for determining paraffin content of 
gasoline. NIR and Raman spectra were split into CAL and VAL sets consisting of 116 and 50 
samples, respectively. The spectral region of 860-1120 cm-1 was selected from the Raman spectra 
in order to obtain the best results. This spectral region is related to C-C skeletal stretching of 
paraffins. 

 The response residuals plots obtained for both techniques appear to be normally 
distributed and no trends were observed as evident in figures 20g-h. One outlier was found for the 
results obtained by NIR, which corresponds to one of the EPA samples. These were synthetically 
blended fuel samples and it is not surprising that an unreliable prediction could result. The PLS 
model using NIR data may not be robust enough to model this sample. This sample was removed 
from the data set. 

 Concerning the results obtained for paraffin quantification, the model obtained using 
Raman presented errors about twice as large as those obtained for the models using NIR data. 
However, the results obtained by both techniques are still satisfactory with values of ARE less than 
2.5%. Figures 22g-h and 23h reveal the accuracy of the model with high correlation observed 
between the reference and predicted values is observed and both EJCR ellipses included the ideal 
theoretical point. A comparison with similar works reported in the literature was conducted. Swarin 
et al. (1991) reported a SEP error of 1.41 %v/v using PLS and NIR. Flumignan et al. (2008) obtained 
values of 5.0 %v/v and 4.5 %v/v for RMSEC and RMSEP, respectively, with an ARE of 8.50% using 
GC and PLS. Reboucas et al. (2011) using NIR and PLS obtained a RMSEC of 0.63 %w/w, and 
RMSEP values of 1.57 %w/w and 0.67 %w/w by using two external validation sets. The results 
obtained by NIR were better than the ones reported in the literature. While the results of the Raman 
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based model were better than the ones obtained by Flumignan et al. (2008) and similar to the 
results obtained by the others. 

  

  

  

  
Figure 19. Response residuals for: Relative density by a) NIR and b) Raman; MON by c) NIR and d) Raman; RON 

by e) NIR and f) Raman; AKI by g) NIR and h) Raman. Labeled samples represent the outliers found for octane 
parameters which coincide by both NIR and Raman data. 

 

a) b) 

c) d) 

e) f) 

g) h) 
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Figure 20. Response residuals for: Aromatics by a) NIR andb) Raman; Benzene by c) NIR and d) Raman; Olefins 

by e) NIR and f) Raman; Paraffins by g) NIR and h) Raman. 
 

 

 

a) b) 

c) d) 

e) f) 

g) h) 
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Figure 21. Correlation plots of reference vs. predicted values for: Relative density by a) NIR and b) Raman; MON 

by c) NIR and d) Raman; RON by e) NIR and f) Raman; AKI by g) NIR and h) Raman. 
 

 

 

a) b) 

c) d) 

e) f) 

g) h) 
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Figure 22. Correlation plots of reference vs. predicted values for: Aromatics by a) NIR andb) Raman; Benzene by 
c) NIR and d) Raman; Olefins by e) NIR and f) Raman; Paraffins by g) NIR and h) Raman. 

 

 

 

c) d) 

e) f) 

g) h) 

a) b) 
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Figure 23.Elliptical joint confidence region for reference values vs. predicted values for: a) Relative density; b) 
MON; c) RON; d) AKI; e) Aromatics; f) Benzene; g) Olefins; h) Paraffins. If the ideal theoretical point (0,1) lies 

inside the confidence ellipse, BIAS is absent. 
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6. CONCLUSIONS 
 This study proposed to investigate the use of NIR and Raman spectroscopic techniques 
together with chemometric tools for developing alternative methods for the qualitative and 
quantitative analyses of motor gasoline samples based on chemical and physical properties. 

 Regarding qualitative analysis, SIMCA models were built for both NIR and Raman data in 
order to classify commercial gasoline samples based on their ethanol contents and AKI values. 
Good results were obtained in this work with only a few samples being incorrectly unassigned and 
no samples misclassification. Some of the samples incorrectly unassigned were verified and it was 
concluded that they represented outliers. After these samples were removed, prediction errors 
below 3% were obtained for both ethanol content and AKI for both techniques, which were better 
than results reported in the literature for similar studies. Comparing the SIMCA models obtained 
with NIR and Raman, the results were similar and both techniques would be suitable for classifying 
commercial motor gasoline samples based on ethanol content and AKI. 

 NIR and Raman data were also used to construct PLS models for the quantification of eight 
physical and chemical properties of gasoline, which include relative density, RON, MON, AKI, 
aromatics, benzene, olefins and paraffins. The performance of these PLS models was assessed 
based on RMSEC, RMSECV, RMSEP, and ARE values. The results obtained in this work were 
compared with other reports in the literature, and it was observed that for many parameters they 
were similar or better. EJCR tests were performed for evaluating the accuracy of the PLS models, 
the ellipses for all models including the ideal theoretical point (1,0) indicating that bias was absent. 
In general, the results obtained for the PLS models by both NIR and Raman spectroscopies were 
excellent with NIR data presenting better results than those for Raman. 

 The results obtained in this work show that the use of NIR and Raman spectroscopies with 
chemometric tools provide promising alternative methods for both qualitative and quantitative 
analyses of motor gasoline samples. These methods require little or no sample preparation, small 
amounts of sample, and are rapid. All these characteristics make them very attractive alternatives 
to the conventional methods. However, in order to use the methods developed in this work for the 
routine analysis of gasoline samples, it would be essential to expand the calibration of the SIMCA 
and PLS models by including new representative samples of different compositions, regions (cities, 
estates, countries), and seasons. This will increase the reliability of these models for the prediction 
of new unknown samples.  
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