
Eulerian CFD Model of Direct Absorption
Solar Collector with Nanofluid

by

Runa By B̊ardsg̊ard

Department of Physics and Technology
University of Bergen

A thesis in partial fulfulment of the requirements for the degree of Master
of Science in the subject of Process Technology: Multiphase Systems

December 2019



i

Acknowledgements

First and foremost, I would like to o�er my sincere gratitude to my supervisor Prof. Pawel
Kosinski for his guidance and and helpful remarks through this whole master’s degree, especially
through the process of this master thesis. He has been very cooperative and provided useful
material to complete this thesis. Furthermore, I would like to express my appreciation to co-
supervisor Prof. Boris Balakin for his important contributions and expertise in the topic. A
special thanks for sharing his knowledge in STAR-CCM+. These inputs have been crucial.

A sincere thanks to Dmitrii Kuzmenkov for sharing his research on volumetric absorption of
nano
uids. Without his insights, the model would not have generated such great results.

I would like to express my gratitude to my family, friends and boyfriend for their endless love
and support. Finally, a sincere thanks to my fellow students, especially to Lisbeth Espedal and
Ragnhild Dybdal �ie for sharing my ups and downs these last �ve years.



ii



iii

Abstract

Solar energy is the most promising source of renewable energy. However, the solar energy
harvesting process has relatively low e�ciency, while the use of solar energy is challenging.
Direct Absorption Solar Collectors (DASC) have been proved to be e�ective for a variety of
applications, such as water heating. At the same time, a challenge with this technology is
the collector e�ciency limitation due to the absorption properties of typical working 
uids.
Nevertheless, mixing nanoparticles with a base 
uid has shown dramatic e�ect on the 
uids
thermophysical properties. Moreover, nanoparticles also has the potential to improve radiative
properties, thus increasing the e�ciency of a direct absorption solar collector.

In this thesis, a numerical study of the inter-phase 
uid-particle interactions and e�ciency
optimisation of a nano
uid direct absorption solar collector was performed using Computational
Fluid Dynamics (CFD). A 
at-plate DASC with incident light on the top surface was simulated
using an Eulerian-Eulerian two-phase model. Theoretical calculations predicted the particle
behaviour and magnitude of the applied forces. Validating the model against experimental
results showed low discrepancies.

The �rst simulations were done with no momentum except for gravity working on the nanoparti-
cles, and various volume fractions of nanoparticles (2 [0; 1]) were tested . Next, Brownian force
and thermophoretic force were added to the model. After evaluating how these forces a�ected the

ow, the drag force was updated to include the retardation factor, for both the thermophoretic
and Brownian model. Later, the models were tested for an updated heat transfer coe�cient. In-
vestigation of the particle concentration showed that the optimum value for enhancing e�ciency
was obtained at 0:3 wt%. The highest e�ciency (65%) was obtained for the model including
Brownian motion and a corrected heat transfer coe�cient. However, thermophoretic model with
corrected heat transfer coe�cient was in best correlation with the experimental results, so it
was chosen as a base case for further study.

The base case simulation was developed, and has a qualitatively similar evolution of thermal
e�ciency, an optimal absorption of radiant heat and low discrepancy from experiments. This
base case was used in a parametric analysis to optimise the performance of the collector. Col-
lector height, nano
uid velocity and black surface absorbers were investigated. As the collector
height was reduced, the outlet temperature increased. A maximum temperature of 49�C was
observed for a 50 �m nano
uid �lm. The maximum e�ciency (67%) was observed for collector
height equal to 300 �m. Next, a high 
ow velocity of 3 cm/s gave a maximum e�ciency of 88%.
Nevertheless, this high velocity results in a high pressure loss through the collector.

Lastly, properties of the top and bottom surface were investigated. An e�ciency of 67% was
obtained for a water-�lled collector with a black absorbing bottom. This e�ciency is surprisingly
high, and lead to a further investigation of these black absorbing bottom collectors. Using
nano
uids, and adjusting the collector height resulted in better collector performance for lower
collector heights.

Finally, design recommendations based on the performed theoretical and numerical analysis were
presented.
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Nomenclature

Abbreviations

CB Carbon Black

CFD Computational Fluid Dynamics

DASC Direct Absorption Solar Collector

DEM Discrete Element Method

DPM Discrete Parcel Method

E-E Eulerian-Eulerian

E-L Eulerian-Lagrangian

NF Nano
uid

NP Nanoparticle

RANS Reynolds-Averaged Navier Stokes

Greek Symbols

� Stokes friction coe�cient

�i Volume fraction [%]

� Thermal expansion coe�cient [T�1]

� Thickness of thermal boundary layer [m]

�i;j Kroenecker delta

� Emissivity

� E�ciency [%]

� Molecular free path [m]

� Wavelength [m]

� Dynamic viscosity [Pas]

� Kinematic viscosity [m2=s]

� Density [kg/m3]
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� Stefan-Boltzmann Constant (5:67� 10�8) [W/m2K4]

�i Extinction coe�cient [m�1]

� Shear stress [N/m2]

� Zero-mean and unit variance number

Latin Letters

ei;j;k Unit vector

A Area [m2]

Cc Cunningham correction factor

CD Drag coe�cient

Cp Speci�c heat [J/kgK]

Cs Thermal slip coe�cient = 1.17

Ct Momentum exchange coe�cient = 1.14

Ct Thermal exchange coe�cient = 2.18

Cext Extinction cross-section [m2]

dp Particle diameter [m]

ei Phase speci�c enthalpy [J]

F Force [N]

fHR Retardation factor

h Heat transfer coe�cient [W/m2K]

k Thermal conductivity [W/mK]

kB Boltzmann constant (1:38� 10�23) [m2kg/s2K]

Kn Knudsen number

l Optical path in the direction of thermal radiation [m]

m Complex refractive index

m Mass [kg]

N Number of particles

n Number density [m�3]

Nu Nusselt number

p Static pressure �eld [Pa]

Pr Prandtl number

Q Volumetric 
ow [m3/s]
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q Heat generation [W]

q0 Solar radiation [W/m2]

Ri Resistance [
]

Re Reynolds number

S0 Spectral intensity

T Temperature [K]

t Time [s]

u Fluid velocity [m/s]

V Volume [m3]

v Particle velocity [m/s]

g Gravitational constant [m/s2]

v Velocity vector [m/s]

Gr Grashofs number

Subscripts

B Brownian

c Continuous phase

D Drag

d Dispersed phase

dep Deposition

ext Extinction

f Base 
uid

ij Inter-phase

nf Nano
uid

p Nanoparticle

s Surface

ss Steady-state

T Thermal

Th Thermophoretic

V Volumetric
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Chapter 1

Introduction

Today's world energy balance is still strongly dependent on fossil fuels and coal. The global
energy landscape has been through substantial changes over the past 25 years, with much larger
changes in store for the future. Electricity and fossil fuel consumption increase every year, but
the magnitude and direction of this growth is highly uncertain [53]. During 2015, the world
consumed 146.000 TWh of primary energy, which is over 25 times more than in the 1800s [62].
Such a growing energy demand leads to a decrease in availability of energy sources. Figure 1.1
shows the increase in energy consumption from 1800 until 2017.

Figure 1.1: Global primary energy consumption [62].

To meet the energy demands, renewable energy sources are good alternatives. Solar energy has
the greatest potential of all the sources of renewable energy, especially when other sources are
depleted [64]. However, electricity generation from solar energy is not e�cient enough to replace
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fossil fuels and coal in northern countries, where the solar resources are insu�cient. In this case,
the solar thermal power becomes more interesting as over 65% of a household's electrical energy
consumption is used to heat the premises [28]. Therefore, enhancing the heat transfer process in
solar energy systems is essential to achieving better performance of these systems with compact
designs. This enhancement is achieved by using working 
uids with optimal thermophysical
properties [19].

Solar collectors are types of heat exchangers where the heat exchange occurs between a distance
source and a heat transfer 
uid 
owing in the collector. Solar radiation hits the plate of the
collector, and the thermal energy is transferred to the 
uid. Flat-plate collectors are the most
common type of collectors, but also the most primitive [57]. These 
at-plate collectors consist of
a black 
at-plate absorber and a heat transfer 
uid (usually water). A simple illustration of the

at-plate collector is shown in Figure 1.2. The collectors harvest solar radiation and transform
it into heat, which through conduction and convection, heats the 
uid. This heat is usually used
for household or industrial applications [10]. A considerable amount of research has been done
on 
at-plate collectors, and how to increase e�ectiveness.

Figure 1.2: Schematic of a conventional 
at-plate solar collector.

In 1975, Minardi and Chuang [50] introduced the concept of \black liquids" for the direct
volumetric absorption of solar radiation. This led to the increased popularity of direct absorption
solar collectors (DASCs). In direct absorption solar collectors, a heat transfer 
uid volumetrically
absorbs the incidental solar radiation, and this process has proven to be very e�ective [44]. These
heat transfer 
uids are suspensions of various nanosized particles in a base 
uid. The interest
in DASCs has been correlated to many reasons, such as a promising one-step solar-to-useful
energy conversion, the potential of trapping thermal energy, scalability for low-
ux and high-

ux applications, development of nano
uid with excellent stability, and facility for integration
with photovoltaic cells in multi-output collectors [31].

The main di�erence between a conventional 
at-plate collector and a DASC is that the 
at-plate
collector utilises a surface absorber that transfers the heat to the working 
uid, while the DASC
uses volumetric absorption directly through the working 
uid. This di�erence is illustrated in
Figure 1.3. E�ciency enhancement of 
at-plate collectors has been widely researched. Some
studies have tried to use nano
uid directly in the 
at-plate collector, enhancing e�ciency by ap-
proximately 10% [10]. On the other hand, using a DASC with nano
uids enhance the e�ciency
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by 20% [51]. Other advantages of using DASCs instead of conventional 
at-plate collectors in-
clude less thermal leaks, larger absorption area, increased thermal conductivity, and no clogging
due to particle agglomeration. There is also a di�erence in resistances a�ecting the heat transfer;
see Figure 1.3. Here,R0 < R 1 + R2, so that the DASC has higher thermal e�ciency because of
the lower thermal resistance.

Figure 1.3: Comparison between NF volumetric absorber and conventional 
at-plate collector. R i represents
thermal resistances corresponding to each step.

After reviewing di�erent literature on nano
uid direct absorption solar collectors, it is clear that
the research is promising. Due to the nano
uid abnormal enhancement of thermal conductivity,
they showed optimal results for collector e�ciency [2]. Nano
uids also have signi�cant economic
advantages, since a small amount of nanomaterial is necessary for making stable and e�ective
suspensions [46]. There has been done a considerable amount of research, both numerical and
experimental, on nano
uid e�ciency. However, there is still a lot to be done before this technol-
ogy can be used on a larger scale. One challenge with this technology is the thermal stability
of the nano
uid because of particle agglomeration when the 
uid is subjected to a temperature
gradient. Another challenge is the lack of a reliable routine of the utilization of waste nano
uid.
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Chapter 2

General Theory

This chapter provides an introduction to the physics, numerical methods, and thermodynamics
used in this thesis. More detailed descriptions of the model are presented in chapter 4. This
study utilises nano
uid as a heat transfer medium for a 
at plate solar collector. In a nano
uid,
a minimum of two phases coexists, thus it is de�ned as a multiphase system. Crowe et al. [16]
de�ne multiphase systems as a mixture of materials with di�erent states of matter, for example,
liquid, solid, or gas. This thesis focuses on nano
uids consisting of solid particles dispersed in
a liquid \base 
uid." The continuous phase is the phase that is connected, and properties vary
continuously through the phase. The liquid is often referred to as the continuous phase. The
dispersed phase is not materially connected, e.g. solid particles.

2.1 Computational Fluid Dynamics

Computational 
uid dynamics (CFD) is the simulation of 
uid 
ow systems, by using modeling,
mathematical and physical problem formulation, and numerical methods. Several numerical
methods can be applied, such as discretisation methods, solvers, process parameters, grid gener-
ation. These numerical simulations are an alternative to physical experiments and can be very
valuable in situations where experiments can be di�cult to execute in practice. The CFD soft-
ware used in this thesis was the STAR-CCM+ version 13.02.013-R8 and 13.06.012 from Siemens.
This software provides its user with multiple tools for modeling complex geometries, generate
a mesh, and make use of models that account for di�erent physical phenomena [71]. CFD is
based on the three fundamental equations of 
uid dynamics: continuity, momentum, and energy.
These equations are based on three physical principles:

1. Mass is conserved

2. Newton's second law: force = mass x acceleration

3. Energy is conserved

These fundamental principles can be expressed as basic equations in their most general form
(integrals or di�erential equations). CFD is the art of substituting the general form of these
equations with discretised algebraic forms, which in turn are solved to attain numbers for the

ow �eld values at discrete points in time/space [3]. The output from a CFD calculation is a
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collection of numbers, versus a closed-form analytical solution. One advantage of CFD is that
it can process repetitive manipulation of many thousands (even millions) of numbers, a task
that would be impossible for the human mind alone. The term CFD refers to a broad spectrum
of numerical methods used for solving the complex three-dimensional and time-dependent 
ow
problems. This scienti�c �eld originally developed from new approaches to solving the Navier-
Stokes equation numerically. Solving this equation remains one of the most challenging problems
in numerical physics even today [60].

2.1.1 Governing Equations

As mentioned in the last section, CFD is based on the three fundamental principles: conservation
of mass, Newton's second law, and conservation of energy. Before going further into the theory
behind the governing equations, it is necessary to establish a notation that has an important
physical meaning, the substantial derivative, D

Dt . The substantial derivative has a signi�cant
physical meaning and distinguishes from the more familiar d

dt . The physical de�nition of D
Dt is

the time rate of change following a moving 
uid element. It is relevant when studying elements
moving with the 
uid 
ow, as illustrated in Figure 2.1. The substantial derivative applies to
any 
ow-�eld variable, and can, for example, be de�ned as [3, 86]:

DT
Dt

=
@T
@t

+ r v ; (2.1)

where @T
@t is the local derivative, time rate of change at a �xed point, and r v is the convective

derivative, time rate of change due to the movement of the 
uid from one location to another
in the 
ow �eld where the 
ow properties are spatially di�erent [3, 86].

Figure 2.1: Illustration of in�nitesimally small 
uid element moving along a streamline with the velocity v equal
to the local 
ow velocity at each point [3].

The continuity equation can be derived in several ways, obtaining a di�erent form of the
equation directly. Consider the 
ow model in Figure 2.1, an in�nitesimally small element moving
with the 
uid 
ow. The 
uid element has a �xed mass, but in general, its shape and volume
change as it moves downstream. Since the mass is conserved, the rate of change of mass is zero
as the element moves with the 
ow. Using the theory of the substantial derivative, this can be
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expressed asDm
Dt = 0. A �nal de�nition of the continuity equation is on nonconservation form

(since the element is moving with the 
ow) [3, 67]:

D�
Dt

+ r (� v ) = 0 : (2.2)

The momentum equation (Navier-Stokes equations) comes from applying Newton's second
law (F = ma) to a model of 
ow. The same model used for the continuity equation illustrated
in Figure 2.1, is used here. Newton's second law, when applied to a moving 
uid element, says
that the net force on the 
uid element equals mass times the acceleration of the element. This
force is expressed as a vector relation and divides into three scalar relations along x, y, and
z-axis. In each direction there are only two sources of forces moving the 
uid [3, 67]:

1. Body forces, which act directly on the volumetric mass of the 
uid element. These forces
\act at a distance," e.g. gravitational, electric, and magnetic forces.

2. Surface forces, which act directly on the surface of the 
uid element. They are due to only
two sources:

(a) the pressure distribution acting on the surface

(b) the shear and normal stress distributions acting on the surface

The momentum increment of the 
uid 
ow per unit time equals the sum of the body force and
the surface force acting on the 
uid. A short and general de�nition of the momentum equation
is [67]:

D (� v)
Dt

= � F + r [� ] + � g; (2.3)

where F represents the body forces acting on the element, and [� ] is the shear force tensor.

The energy equation is based on the energy conservation principle. The physical principle is
based on the �rst law of thermodynamics, and when applied to the 
ow model of a 
uid element
moving with the 
ow, the �rst law states that: rate of change of energy inside 
uid element
equals net in
ux of heat into element plus rate of work done on element due to body and surface
forces [3, 67]. In short terms, the rate of change of energy must equal the total energy transfer
to or from surrounding elements. The energy equation on conservation form is:

@(�e )
@t

+ r (�e v) = r (kr T); (2.4)

where e is the enthalpy of the element.
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2.1.2 Physical Boundary and Initial Conditions

The equations described in the previous subsection govern the 
ow of a 
uid. They are the same
equations for any object. Flow �elds can be di�erent, even if the governing equations are equal.
When solving these equations for one speci�c case, boundary conditions need to be introduced.
The boundary conditions, and sometimes initial conditions, dictate the particular solutions to
be obtained from the governing equations. In CFD, the boundary conditions have particular
relevance: any numerical solution of the governing 
ow equations must be made to see if there
is a strong and compelling numerical representation of the proper boundary conditions [3]. In
this case, the boundary condition on a surface assumes zero relative velocity between a surface
and a 
uid. This boundary condition is called a no-slip condition. If the surface is stationary
and the 
ow is moving past it, then 
ow at the surface (for viscous 
ow) is:

u = v = w = 0 ; (2.5)

where u, v, and w are velocity components in x, y, and z-direction. Additionally, there is an
analogous \no-slip" condition associated with the temperature at the surface. If the material
temperature is denoted byTwall (wall temperature), then the temperature of the 
uid layer in
immediate contact with the surface has equal temperature:

T = Twall : (2.6)

If the wall temperature is unknown, e.g. it is changing as a function of time to or from the surface,
then the Fourier law of heat conduction provides the boundary condition at the surface. This
general unsteady transfer introduces a temperature gradient and must be solved by treating the
viscous 
ow and the thermal response of the wall material simultaneously. A boundary condition
like this, as far as the 
ow is concerned, is a boundary condition on the temperature gradient at
the wall, in contrast to stipulating the wall temperature itself as the boundary condition. Thus,
the temperature gradient is de�ned as:

�
@T
@n

�

wall
= �

qwall

kwall
: (2.7)

Here n denotes the direction normal to the wall, qwall the heat transfer to the wall, and kwall is
the thermal conductivity of the wall. When there is no heat transfer at the surface (an adiabatic
wall) the heat transfer to the wall qwall = 0, and this can be inserted to the equation above.

The conditions discussed here are physical boundaries set by nature. These boundary conditions
are applied in each time step. Also, there is a wide range of boundary condition types that per-
mits 
ow to enter and exit the model domain. Inlet and outlet boundaries control parameters
that enter and exit the computational domain. The most common here is velocity inlet and
pressure outlet. Boundary conditions can also be useful for saving computational time. Sym-
metry boundaries allow one to take bene�t of physical 
ow symmetry, to reduce the size of the
computation domain, and periodic boundaries allow for the account of periodically repeating
nature of the 
ow in the simulation and thus save memory and time.
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Initial conditions are values that de�ne 
ow �eld variables at the starting point ( t = 0), and the
most common physical parameters to account for here are velocity, pressure, and temperature.
These values should be set as close as possible to what is expected for a steady-state solution.
For steady-state computations, the initial conditions does not usually in
uence the converged
solution, but setting initial conditions to non-physical values or values far away from the �nal
solution can a�ect the path to �nal convergence, and the e�ort required to reach convergence.

2.1.3 Discretisation and Solution

All the governing equations above are described as partial di�erential equations. Analytical
solutions of partial di�erential equations involve closed-form expressions that give values for
the dependent variables continuously through the domain. In contrast, numerical solutions
give answers at discrete points in the domain, called grid points [3]. The majority of CFD
applications involve numerical solutions on a grid that contains uniform spacing in each direction,
which simpli�es the programming of the solution, saves storage space, and increases accuracy.
Note, recent CFD has also focused on unstructured grids, where gridpoints placements are in
very unstructured fashion [3]. Thus, there is a distinction between structured and unstructured
grids.

Depending on the mathematical model, STAR-CCM+ discretises the continuous equations from
either the �nite volume or the �nite element method [3]. For solving the incompressible Navier-
Stokes equations, a staggered grid, like the one shown in Figure 2.2 is used. The process of
discretising a model follows the procedure:

1. Divide the continuous domain into a �nite number of subdomains (collection of elements
or cells altogether, making up the mesh).

2. Store the unknowns at speci�c locations of the mesh, like vertices, cell centroids, face
centroids, or edges.

3. The integral or di�erential equations are employed for discretisation in space and time.

After this discretisation procedure, the result is a coupled system of algebraic equations that
need to be solved for each time step. Also, there are di�erent ways to generate a mesh, resulting
in varying shapes and sizes of the subdomains. Mesh types chosen for a 
ow can determine the
accuracy of the numerical solution.

Figure 2.2: Staggered grid discretisation [66].
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STAR-CCM+ utilises the �nite di�erence method. The purpose of the �nite di�erence method
is to replace a partial derivative with an algebraic di�erence quotient. The method is commonly
based on the Taylor series expansion. The resulting linear equations are solved with an algebraic
multigrid solver. For solving the incompressible Navier-Stokes equations, a staggered grid is used
[3].

Also, there are two techniques for solving the resulting algebraic equations:

1. The explicit approaches, where each equation contains only one unknown and can be solved
in a straight forward manner.

2. The implicit approaches, where each equation has more than one unknown and the equa-
tions need to be solved simultaneously.

The implicit approach is used in this thesis. The advantage of using this approach is that
stability can be maintained over a much more signi�cant time step, than the explicit approach,
resulting in a shorter computational time.

2.1.4 Mesh

The discrete points through the domain, described in the last subsection, were de�ned as a grid
or mesh. When executing a numerical analysis, the solution domain is divided into multiple
sub-domains, called cells. A mesh can be viewed as several smaller cells that overlay the entire
geometry domain, making a discretised representation of the geometric domain [82]. When
obtaining reliable solutions, mesh generation is crucial. A quality mesh improves numerical
stability and increases the validity of the solution.

The fundamental equations that represent the 
ow are applied to each cell. These equations
calculate the changes in each cell within the entire geometry. Afterward, they are solved to obtain
the corresponding discrete values of the 
ow-�eld variables (velocity, pressure, temperature) [3].
The only possibility for solving the mathematical model is to assume linearity. Consequently,
all the variables the expressions are to be solved for, are linear within the cells. Some areas are
highly critical to the simulation results and need a �ner mesh to assure high accuracy. Failures
encountered in simulations are often related to errors in mesh structures; e.g. too coarse mesh
that does not cover all the e�ects in a single element, but covers multiple e�ects [82]. Most
errors can be removed by applying a �ner mesh.

Mesh types can be either structured or unstructured. The unstructured mesh is used with
complex geometries that do not �t in the Cartesian coordinate system. An unstructured mesh
could be constructed to �ll the interior curvilinear geometries, and the lack of structure of the
cells makes it highly suitable for the complex 3D structures. In STAR-CCM+, several meshing
models can be chosen to generate a grid suitable for various geometries and applications [82].
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2.2 Properties of Dispersed Phase Flows

Dispersed phase 
ows are 
ows where one phase, the dispersed phase, is not materially connected.
Example of dispersed phase 
ows are: gas-droplet, gas-particle, and liquid-particle 
ows, where
the particles constitute the dispersed phase. Bubbles in a bubbly 
ow also represent the dispersed
phase [16].

To de�ne properties of the dispersed phase 
ows, consider the elements of the dispersed phase
that are enclosed by the volume. This volume contains a su�cient number of dispersed phase
elements to ensure insigni�cant variations, and provide a continuous change in properties from
point to point. This volume can be de�ned as � Vmo , and the number density can be found by
using � N as the number of particles:

n '
� N
� V

= lim
� V ! � Vmo

� N
� V

: (2.8)

The volume fraction of the dispersed phase can be de�ned as:

� d = lim
� V ! � Vmo

� Vd

� V
; (2.9)

whereVd is the volume occupied by the dispersed phase. An equivalent expression describes the
continuous phase. By de�nition, the sum of the volume fractions must be unity (� d + � c = 1).

Particle 
ow can be sorted into two main categories; dilute and dense
ows. A dilute dispersed
phase 
ow is 
ow where the motion of the particles is controlled by the 
uid forces (e.g. drag
and lift). A dense 
ow is a 
ow where particle motion is controlled by collisions or continuous
contact between particles [16].

2.3 Numerical Modeling of Multiphase Flows

An ideal numerical model for the particle phase resolves the dynamics and thermal properties
of each of the particles in the system. However, many millions of particles in a typical industrial
application makes such an approach currently almost impossible [16]. Instead of tracking each
particle alone, the particle cloud approach is used, where bulk properties are interpreted in
terms of mixing, chemical reactions, and other processes. There are two main approaches when
modeling multiphase systems, Eulerian-Lagrangian and Eulerian - Eulerian. The main di�erence
between the two is how they treat the dispersed phase. The continuous phase in both cases
is described by the Eulerian approach, which means that the model solves the Navies-Stokes
equations for the viscous 
uid 
ow, and the governing equations are modi�ed to take the presence
of the dispersed phase into account. Figure 2.3 illustrates the two main approaches. The open
circles in the �gure represents discrete elements in the cloud.
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Figure 2.3: di�erent approaches for modeling particle and droplet clouds [16].

2.3.1 Eulerian - Lagrangian Approach

The three methods from Figure 2.3 are categorised into Lagrangian tracking or Eulerian modeling
approaches. With the discrete element and the discrete parcel methods (Lagrangian), individual
particles or parcels are tracked through the �eld, and the local properties of the cloud are found
from the properties of the particle or parcel as they pass the point in the �eld [16]. The dense or
dilute 
ow characteristics described in section 2.2 are fundamental for determining the approach
to be used for modeling the dispersed phase.

The Discrete Element Method (DEM) has found numerous applications in granular 
ows
and 
uidized beds. It is particularly applicable for contact-dominated 
ows [16]. With this
model, the particle 
ow is resolved down to the particle level. DEM has an advantage that the
numerical model provides a detailed description of the cloud. The problem is that a considerable
number of discrete elements are needed to model e�cient systems. [16]

The Discrete Parcel Method (DPM) involves identifying a group (parcel) of particles and
then tracking the parcel through the 
ow �eld. All the particles that are in the parcel are
assumed to have the same properties (e.g. size, velocity), so the group is represented by one
computational particle.

2.3.2 Eulerian - Eulerian Approach

The two-
uid model from Figure 2.3 is an Eulerian approach, where a set of algebraic conser-
vation equations are solved simultaneously for each node in the �eld. The Eulerian approach
works for dense 
ows, where particle collisions allow information to travel in all directions, and
the particle clouds can be modelled as a continuous 
uid. For a dispersed/continuous 
ow, the
continuous phase is always modelled with an Eulerian approach. Usually, equations are devel-
oped for the conservation of mass, momentum, and energy at a point in the cloud. The Eulerian
approach also discretised the equation into algebraic equations at the computational nodes in
the �eld and solved using the same procedures as used for the conveying 
uid.
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2.3.3 Turbulence

Turbulent 
ows contain eddying motions of all sizes, and a signi�cant part of the mechanical
energy goes into the formation of these eddies. Transition to turbulence can occur over a range
of Reynolds numbers, depending on many factors, such as surface roughness, heat transfer, vi-
bration, noise, and other disturbances [80]. The Reynolds number has traditionally been used
to characterise the transition from deterministic 
ow to chaotic 
ow [16]. The transition zone
from laminar to turbulent 
ow occurs at Re = 2300. It is possible to simulate turbulent 
ow di-
rectly from solving the Navier Stokes equations, but it requires considerable computer resources.
Therefore, STAR-CCM+ solves these equations for averaged quantities by the Reynold-Averaged
Navier Stokes (RANS) equations and approximates the impacts of small 
uctuating structures
[71]. This model aims to describe the 
ow statistically. Time averaging is employed in Reynolds-
Averaged modeling to reduce the range of scales present in turbulent 
ows. The averaging time
is much larger than the largest timescale of the turbulent 
uctuations, and as a result, one ends
up with conservation equations that describe the evolution of the mean 
ow quantities only
[63]. Commonly used for RANS turbulence is theK � � model. It is a two-equation model
that includes two other transport equations to represent the turbulent properties of the 
ow.
These alterations allow a two-equation model to account for history e�ects like convection and
di�usion of turbulent energy [83].

2.4 Heat Transfer

When there is contact between two objects of various temperatures, heat 
ows from the object
with a higher temperature to the object with lower temperature, following the second law of
thermodynamics [15]. The net 
ow of heat is always in the direction of temperature decrease.
There are three mechanisms by which heat may 
ow: conduction, convection, and radiation [49].

2.4.1 Conduction

The transfer of energy from the more energetic particles of a substance to the adjacent, less ener-
getic ones as a result of interactions between the particles is known as conduction. Conduction
can occur in solids, liquids, and gases [15]. Fourier's law states that the heat 
ux is proportional
to the negative temperature gradient. For one-dimensional heat 
ow, it is de�ned as [49]:

dq
dA

= � k
dT
dx

; (2.10)

where q is the rate of heat 
ow in the direction normal to the surface, A is the surface area,T
is the temperature, x is the distance normal to the surface, andk is a proportionality constant.
The proportionality constant k is a physical property of the 
uid called the thermal conductivity,
a measure of the ability a material to conduct heat [15].
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2.4.2 Convection

Convection refers to the energy transfer between a solid surface and a liquid or gas in motion
and involves the combined e�ects of conduction and 
uid motion [15]. The main types are
forced and natural convection. Forced convection is used for optimising heat transfer processes,
for example, in a heat exchanger. The convective 
ux is usually proportional to the di�erence
between the surface temperature and the 
uid temperature, and expressed by Newton's law of
cooling [49]:

q
A

= h(Ts � Tf ); (2.11)

where Ts is the surface temperature,Tf is the bulk temperature of the 
uid, and h is the heat
transfer coe�cient . Unlike thermal conductivity, the heat transfer coe�cient is not a property
of the 
uid. It is an experimentally determined parameter, and its value depends on all the
variables that in
uence the convection, e.g. surface geometry, properties of the 
uid, and bulk

uid velocity [15]. Due to the movement of the 
uid, a thermal boundary layer occurs. If TS > T f ,
the 
uid temperature behaves asymptotically within the boundary layer. The boundary layer
reaches to the point where the temperature is within 1% of the free-stream temperature (Tf )
[77]. Calculating the thickness of the boundary layer, � , includes using dimensionless groups,
such as the Prandtl number and Grashof number. A thermal boundary layer is illustrated in
Figure 2.4.

Figure 2.4: Thermal boundary layer from 
ow past a 
at surface.

The Prandtl number is de�ned as:

P r =
Cp� f

kf
; (2.12)

where Cp is the speci�c heat of the nanoparticles.
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This case is described as 
ow past a 
at plate, where the thermal boundary layer is de�ned by
Lienhard [43] and Graebel [24] as:

� = 3 :936x
�

0:952 + Pr
P r 2

� 1
4

Gr
� 1

4
x ; (2.13)

wherex is the position on the plate, Pr is the Prandtl number, and Gr x is the position dependant
Grashof number. The Grashof number is calculated from [24]:

Gr x =
g� (Ts � Tf )x3

� 2 ; (2.14)

where g is the gravitational acceleration, � is the coe�cient of thermal expansion, Ts and Tf is
the temperature of the surface and 
uid, x is the position, and � is the kinematic viscosity. The
coe�cient of thermal expansion is de�ned by McCabe [49] as:

� =
� 1 � � 2

�� avg(T2 � T1)
; (2.15)

where � avg is the average value taken from� 1 and � 2. � 1 and � 2 are densities at temperatures
T1 and T2.

2.4.3 Radiation

Radiation is the energy emitted by matter in the form of electromagnetic waves, or photons, as
a result of the changes in the electronic con�gurations of the atoms or molecules [15]. Unlike
conduction and convection, radiation does not require the presence of an intervening medium
and can travel through a vacuum or any transparent solid or 
uid. Radiation is not heat but is
transformed to heat upon absorption. The fraction of radiation falling on a body depends on the
body's re
ectivity, absorbtivity, and transmissivity. The sum of these fractions must be unity,
absorbtivity + ref lectivity + transmissivity = 1 [49]. Stefan-Boltzmann's law [15] de�nes the
thermal radiation emitted by a body:

qemit

A
= ��T 4

s ; (2.16)

where Ts is the temperature of the surfaceA, � is the emissivity of the surface, and� is the
Stefan-Boltzmann constant. Emissivity represents how close a surface approximates a blackbody,
and have value 0� � � 1. For maximum solar energy utilisation, a body must have excellent
absorptivity properties, which means it does not transmit or re
ect the radiation. A body that
absorbs all incident radiation is called ablackbody[15, 49].

When solving problems of radiation heat transfer in light scattering medium, Mie theory is used.
Mie theory is a theory of absorption and scattering of plane electromagnetic waves by uniform
isotropic particles of the simplest form (e.g. spheres) which are in a uniform, isotropic medium
[72]. The basic aim of this theory is to calculate e�ciency coe�cients for absorption, scattering
and extinction.
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2.5 Nano
uids

Nano
uids are de�ned as colloidal suspensions of �ne nanomaterials in size range of 1 - 100 nm
in carrier 
uids [8, 58, 64]. Nano
uids can be used for a wide variety of industries, ranging from
transportation to energy production to biotechnology [64]. Through the last decade, research
on nano
uids has been popular due to their enhanced thermal properties and heat transfer
applications. For solar heating purposes, some NPs have been studied more than others due to
their high photothermal response. Many of the conventional heat transfer 
uids have very low
thermal conductivity, which is a serious limitation when the main goal is to improve performance.
Because NPs have signi�cantly higher thermal conductivity than these 
uids, it was proven that

uids containing suspended solid particles have an increased thermal conductivity compared
to the bulk 
uids [19]. The most frequently studied carbon-based NPs for heat transfer 
uids
are CB, graphene, graphitised carbon, and carbon nanotubes. Frequently researched metallic
NPs are e.g. copper (Cu), gold (Au), aluminium (Al) and silver (Ag). Frequently researched
non-metallic NPs include aluminium oxide (Al2O3), IO(Fe 3O4) and titanium oxide (TiO 2) [8,
58]. Multiple authors concluded that it is bene�cial to use nano
uids in high-temperature
applications [22, 42, 54, 58].

The thermal conductivity of nano
uids is the most attractive characteristic of the applications
related to this thesis. Considerable research has been done on this topic. Improvements in
thermal conductivity up to 150% compared to the base 
uid has been discovered [64]. Thermal
conductivity increases with particle volume fraction but decreases with time. Also, the increase
in thermal conductivity is related to the NP material [54, 79], pH level, and addition of sur-
factants to keep the dispersion stable [42]. Carbon black nano
uids have excellent solar energy
absorption properties. These properties relate to the fact that CB nanoparticles are one of the
few substances that maintain similar absorption characteristics as a black body. These results
come from Han et al. [30], that studied the whole solar spectrum for CB nano
uids. This study
investigates graphite/aqueous nano
uids. Graphite consists of pure carbon, in its most stable
form under standard temperature and pressure.

Previous research has shown promising behaviour and properties of nano
uids. However, there
are challenges related to this research, as well. The development of nano
uid technology is
hindered by [8, 64]:

1. lack of agreement in results obtained by di�erent studies

2. poor characterisation of suspensions

3. lack of theoretical understanding of the mechanisms causing changes in NF properties

4. long term stability of nanoparticle dispersion due to Van der Waals interactions

5. performance in turbulent 
ow and fully developed region

Issues such as thermal conductivity, Brownian motion of particles, particle mitigation, and
thermophysical properties changing with temperature must be carefully considered to obtain
accurate results within the research.
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Chapter 3

Literature Review

Studies of nano
uids has become a popular research topic in the last decade. This section
provides an overview of some relevant studies done on the e�ciency of nano
uids, the e�ects of
Brownian- and thermophoretic force, and direct absorption solar collectors.

Solar 
at-plate collectors have been studied and used for many years. Recently, it has been an in-
creased interest in improving the e�ciency of these solar collectors. Pandey and Chaurasiya [57]
wrote a review of advances in these studies. They gave a brief insight into di�erent techniques
used to enhance thermal e�ciency. When nano
uid was considered as a heat transfer 
uid, a
10% increase in thermal e�ciency was observed. Additionally, advantages like cost-e�ectiveness
and sustainability were mentioned. Mirzaei et al. [51] compared 
at-plate collectors and di-
rect absorption solar collectors experimentally and presented a collector e�ciency increase of
23.6% for nanoparticle volume fractions of 0.1%. Comparison is shown in Figure 3.1, where the
nano
uid used was 20 nm Al2O3 particles dispersed in water.

Figure 3.1: The e�ciency of the 
at-plate solar collector with Al 2O3 nano
uids and water [51].

One of the �rst detailed descriptions of the e�ective heat generation by nanoparticles was ob-
tained by Neumann et al. [52]. They studied the absorption of nanoparticles dispersed in water
and demonstrated an e�cient steam generation using solar illumination. The solar illumina-
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tion was approximately 1 kW/m 2 [22, 54]. Silica and gold nanoparticles were used to develop
nanoshell particles. The experiments were performed to show boiling by illumination and gen-
erated steam temperatures of up to 150� C. The steam generated could be su�cient enough to
drive a turbine [52] and generate electricity. Their thermodynamic analysis showed that 80%
of the absorbed sunlight was converted into water vapour, and only 20% of the absorbed light
energy was converted into heating of the surrounding liquid. As 80% e�ciency is considerably
high, results from numerous studies were compared to con�rm the high e�ciency of this process
[35, 52]. Ni et al. [54] studied the e�ect of various nano
uids on the receiver e�ciency by per-
forming solar vapour generation experiments on a custom-built lab-scale receiver. In their study,
for low concentration sunlight (10 suns), the e�ciency was also very high (69%). There were
better performances in transient situations for graphitised CB and graphene nano
uids than for
CB nano
uids. Finally, the study by Ghasemi et al. [22] shows a solar thermal e�ciency of up
to 85% at low concentration sunlight.

Wang et al. [79] systematically studied thermal conductivity and rheological properties of col-
loidal graphite/oil nano
uids. The enhancement of thermal conductivity in nano
uids depend
strongly on the volume fraction (%) [37] of graphite and increase nonlinearly with increasing
particle loading but have a weak relationship with temperature [56, 79]. The rheological measure-
ments were conducted to demonstrate the microstructure and 
uid behaviours of the colloidal
graphite/oil NFs. Comparing the NFs with the Newtonian 
uid behaviours of base liquids and
other nano
uids, the apparent shear thinning, signi�cant viscosity increase and slight viscoelas-
ticity enhancement for a typical NF sample containing 1.35% graphite with dispersant can be
created, o�ering the evidence for the formation of percolating aggregate structures [79]. Even
though there have been numerous experimental and theoretical studies, it is still unclear whether
the thermal conductivity enhancement in nano
uids is anomalous or within predictions of theory
[58]. Philip and Shima [58] provided an overview of advances in the NF �eld, with a particular
focus on the material properties that a�ect the thermal properties of NFs and approaches to
achieve extremely high thermal conductivities. Bellos et al. [8] mention recent advances in
nano
uid technology. New types of nano
uids have been tested to �nd more e�cient nanopar-
ticles for increasing the performance of solar thermal systems. The ultimate performance was
achieved by using NiO nanoparticles dispersed in a typical heat transfer 
uid. Research on mag-
netic �elds and combining nano
uids with other thermal enhancement methods is also promising
[8].

In addition to experiments, there have been numerical studies of nano
uids. Kamyar et al. [37]
performed a study of conventional numerical methods for NFs. Their computational simulations
are in acceptance with the results from experiments. In most early numerical studies, single-
phase modeling has been preferred due to the ultra-small size of the particles [37]. Here, NP
and base 
uid are assumed to be in thermal equilibrium with the 
uid phase, and they have a
zero relative velocity between the phases [36, 37]. Ding and Wen [17] proved that this is not
always true for nano
uids, by investigating particle mitigation in a nano
uid for pipe 
ow. Fard
et al. [21] compared the single-phase model against the two-phase model and showed that the
two-phase model had increased accuracy. There have also been some newer numerical studies
considering the NF as two-phase 
ow. Comparing the results with the homogenous models from
single-phase modeling, more accurate results were acquired for the two-phase model [36, 37,
44, 54]. Two-phase modeling results show higher heat transfer enhancement, compared to the
homogenous single-phase model [36].
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Although there have not been many computational studies of nano
uid 
ow in DASCs, a number
of papers consider 
ow and heat transfer of nano
uids in thermal systems of other type. Yin et
al. [84] investigated how aerosol nanoparticles were a�ected by forces. The main forces acting
are drag-, Brownian- and thermophoretic forces. A discrete phase model was used to investigate
the particle motion. The simulation results included the e�ciency and deposition patterns at
various temperature gradients. Haddad et al. [27] observed that thermophoresis and Brownian
motion increased heat transfer in the nano
uid. The enhancements were higher at lower volume
fractions. Another study, by Burelbach et al. [14], investigated the behaviour of colloids under
the impact of a thermophoretic force. They discovered that the thermophoretic force varies
linearly with the temperature gradient, supporting the linear-response assumption of the theory
of non-equilibrium thermodynamics. They also discovered that surface functionality plays an
intricate role in thermophoresis that cannot be explained by considerations of surface potential
only. Abarham et al. [1] performed a CFD analysis of particle transport in axisymmetric
tube 
ows under the in
uence of thermophoretic force. They developed two computational
frameworks (1D and axisymmetric model) to study transport an deposition of non-isothermal
tube 
ow, with a good description of the thermophoretic force. Their study showed that the
axisymmetric model was in better agreement with experimental results.

Taking Brownian motion into consideration, models described by Balakin et al. [5] are rele-
vant for the nano
uid investigation. They have also correlated it for use with direct absorption
solar collectors. Balakin et al. based their research on the new model for Brownian motion,
in nano
uid 
ow, made by Dong et al. [5, 18]. Dong et al. [18] presented a new solution to
the Langevin equation. The model was developed by simulating (E-L) Brownian force based
on experimental measurement results of Brownian motion that follows a white Gaussian noise
process. Their simulation results show that the distribution of nanoparticles inside the channel
is unsteady and nonuniform. Yin et al. [84] discovered that the Brownian force takes the parti-
cles in the opposite direction of the particle concentration gradient, in an attempt to make the
particle more homogeneous. The di�usivity was investigated to determine the primary mecha-
nism of particle mitigation. The resulting conclusion was that the Brownian force has a more
signi�cant impact on nanoparticle deposition with smaller particles and lower air temperatures.
In comparison, the thermophoretic force is higher with a high temperature gradient [1, 14, 84].

Liu et al. [44] systematically investigated graphene/[HMIM]BF 4 based solar thermal collec-
tors. Their research provided an important angle on how to e�ciently utilise graphene/ionic
liquid as DASC under concentrated solar incident radiation. It was discovered that the radia-
tive properties of graphene/ [HMIM]BF 4 were tuned by adjusting the graphene concentration.
One example is that nanoparticles can be modi�ed to get increased dispersion stability in the
NF mixture. A numerical model was used to predict temperature pro�les based on direct ab-
sorption by graphene. Convective heat transfer loss and thermal emission at high-temperature
pro�les of 0.0005 wt.% and 0.001 wt.% of graphene in [HMIM]BF4 for corresponding 
uid height
7.5cm and 3.8cm, the experimental results show in good agreement with numerical results. The
model shows that the receiver e�ciency increases with increasing solar concentration and re-
ceiver height, but conversely with the graphene concentration under concentrated incident solar
intensity. Additionally, Liu et al. investigates agglomeration in the unmodi�ed graphene for
high temperatures, and shows how important dispersion stability is when using NF with DASC.

A comprehensive numerical analysis of a microsized DASC with nano
uid was performed by
Sharaf et al. [69] who modelled the collector using an E-L approach. They discovered that
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the Reynolds number has a strong e�ect on the local NP distribution in the 
ow of a nano
uid.
They also studied how NF optical properties in the visible radiation specter are highly dependent
on the local nanoparticle concentration, which is in contrast to the infrared spectrum, where
variations in the NP distribution have little e�ect on optical properties. The results obtained
are important when designing this type of solar collector because they demonstrate how the
performance of the collector depends on the spatial distribution of NPs. The simulation results
were in excellent agreement with the experiment. However, the particles were modelled using
the Lagrangian approach which is computationally expensive and, therefore, becomes hardly
scaled to a DASC with dimensions of industrial relevance. Otanicar et al. [55] demonstrated
four advantages of using DASC over conventional collectors by studying how to improve the
e�ciency of nano
uid technology. These advantages include limiting heat losses from peak tem-
perature, maximising spectral absorption of solar energy, enhancements of thermal conductivity,
and enhancements of surface areas due to tiny particle sizes. They also used a microsized plate
collector, and have good results for thermal e�ciency, which is adapted later in this thesis. The
results of their study are shown in Figure 3.2.

In conclusion, DASC with nanoparticle technology could minimise heat losses and maximise
e�ciency [38, 55]. Saidur et al. [65] evaluated the performance of a DASC with various working

uids and discovered how the DASC is limited by the absorption properties of the working 
uid.
They also evaluated how the volume fraction a�ects the e�ciency, and concluded that low VF
is essential to avoid drawbacks like clogging and unstable suspensions.

(a) (b)

Figure 3.2: Experimental microsolar thermal collector test results for: a) thermal e�ciency and b) temperature
[55].

Luo et al. [45] investigated performance improvements of a DASC solar collector with nano
uids.
They used a simulation model combining the radiative heat transfer in a particular media with
convective and conductive heat transfer in the DASC collector to predict the photothermal
e�ciency. di�erent NPs were used. The simulation results include how speci�c NPs can have
acceptable performances to improve the e�ciency of a DASC [45]. Also, Gorji and Ranjbar [23]
studied how to optimise the dimensions of a nano
uid �lled DASC. They focused on the DASC
geometry and its e�ect on thermal e�ciency and entropy. One of the conclusions was that
increased length and larger heights were bene�cial for thermal e�ciency and entropy but had
the opposite impact on the overall performance. Sharaf et al. [68] investigated the geometry of
microsized collectors. Their study indicated that lower collector heights gives the best collector
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performance. Additionally, di�erent surface materials were tested.

The numerical and experimental research done by Otanicar et al. [55] is inadequate when it
comes to particle concentration e�ects on collector performance. Additionally, there is a lack
of numerical research done on geometry optimisation of microsized collectors, and the in
uence
of nano
uid velocity on collector e�ciency. Finally, it could be interesting to obtain more
information on how Brownian motion and thermophoresis in
uence the nano
uid 
ow.

In this study, a pragmatic CFD model of the nano
uid-based DASC based on the E-E approach
was created to study the thermal e�ciency of the DASC under solar radiation. The DASC
consists of a plating container �lled with water and graphene nanoparticles. The plate has the
same dimensions as the plate in the DASC investigated by Otanicar et al. [55]. The article by
Otanicar et al. is used for comparing their experimental results with the new model made for this
thesis. The new model considers volumetric absorption of the incident light and how di�erent
forces a�ect the collector e�ciency. This model was made in the CFD software STAR-CCM+.
Theoretical analysis and validation are performed for all correlations.
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Chapter 4

Model Description

This chapter describes the continuity, momentum and energy relations used to describe the
model. Relations for volumetric absorption of heat, Brownian motion and thermophoresis were
included in the model by making user-de�ned functions in STAR-CCM+.

4.1 Governing Equations

The nano
uid used is modelled using the E-E two-
uid model, which assumes that both phases
(base 
uid and nanoparticles) constitute two di�erent interpenetrating 
uids, with equal pressure.
The system with the two phases is, therefore, described by two distinct systems of Navier-Stokes
equations. Conservation equations were used separately for each of the phases. The continuity
equation is [76]:

@(� i � i )
@t

+ r (� i � i v i ) = 0 ; (4.1)

where � i , � i and v i are the volume fraction, the density and the velocity vector of the respective
phase.

Each phase is denoted byi = p for the nanoparticles and i = f for the base 
uid. The Eulerian
momentum equation becomes [5]:

@(� i � i v i )
@t

= � � i r p + r (� i � i r v i ) + � i � i g + FD + � i;j (FB + FT h); (4.2)

where p is the static �eld pressure, � i is the dynamic viscosity, g is acceleration due to gravity
and � i;j is the Kroenecker delta. FD represents the drag force,FB represents the Brownian
force, and FT h represents the thermophoretic force. The volume fraction of the particles in
DASC is below 1% so the in
uence of the particles to the rheology of the nano
uid is assumed
as negligible.
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Finally, the energy equation can be written [36]:

@(� i � i ei )
@t

= r (� i � i r Ti ) � qij + qV;i ; (4.3)

where ei = Cpi Ti is the phase-speci�c enthalpy, qV is the volumetric heat generation due to
absorption of radiant heat by phases.qij is the inter-phase heat transfer term, which with the
assumption that there is a convective heat transfer between the phases, is computed according
to Ranz-Marshall [5].

4.2 Interphase Momentum Coupling

When two phases are mixed on a macroscopic level, they in
uence each other. This in
uence is
called coupling, and the 
ow can be either one-way or two-way coupled. The one-way coupling
means that only the continuous phase impacts the dispersed phase. The two-way coupling means
that the continuous phase impacts the dispersed phase, but the dispersed phase also impacts
the continuous phase [16].

In general, the dispersed phase is driven by the motion of the continuous phase. Considering
that the particle size is small, the hydrodynamic e�ect of the NPs on the base 
uid is negligible.
Also, particle-particle interactions are negligible in dilute concentrations and not considered here.
The interparticle forces such as Van der Waals and electrostatic forces can also be neglected,
due to their minimal contribution [81]. The particle movement is a�ected by many slip mecha-
nisms, e.g. 
uid drag, inertia, gravity, thermophoresis, Brownian motion. Momentum coupling
between phases occurs as a result of these mechanisms. For nanoparticles, the Brownian force,
thermophoretic force, and the 
ow drag force are the dominating mechanisms [84]. As the num-
ber of particles is high, direct simulation of inter-particle collisions is not practicable because of
high computational cost and large storage requirements.

Figure 4.1 illustrates how the forces act on a nanoparticle in a 
uid with a temperature gradient.
The blue arrows represent the water 
owing, and black arrows represent forces. Forces shown
here are Brownian force (FB ), thermophoretic force (FT h) and drag force (FD ). The small black
dots represents the water molecules, and the lager sphere is the nanoparticle.

4.2.1 Particle Drag Force

The coupling that occurs in multiphase 
ows gives rise to several inter-phase forces. One of these
forces is the drag force. The drag force is the force exerted on the particle by the 
uid. There are
two contributions to drag, the component of wall shear, � wall , and 
uid pressure acting normal
to the wall, as shown in Figure 4.2. When the wall of an object is parallel with the direction
of 
ow, only the shear force makes a contirbution to the drag force. More generally, the wall of
an immersed object makes an angle with the direction of 
ow. Then the component of the wall
shear in the direction of the 
ow contributes to the drag [49].

Total drag on a spherical object (as shown in Figure 4.2) is the sum of the integrals of these
quantities over the entire surface. The total integrated drag from wall shear is the wall drag,
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Figure 4.1: Illustration of forces acting on the nanoparticle. Brownian force ( FB ), thermophoretic force ( FT h )
and drag force (FD ).

and the total integrated drag from pressure is called form drag. Drag depends on the 
uid
properties, the size, and shape of the object and the relative velocity between the continuous

uid and the object. A steady-state drag is the drag force that acts on the particle in a velocity
�eld when there is no acceleration of the relative velocity between the particle and the carrier

uid. A general form of the steady-state drag force can be quanti�ed by the drag coe�cient,
and is de�ned as [16, 20]:

Fss =
1
2

CD � f A(u � v) ju � vj ; (4.4)

where v is the particle velocity, and u is the 
uid velocity, CD is the drag coe�cient, A is
the representative area of the particle. The drag coe�cient depends on the particle shape and
orientation to the 
ow, as well as the 
ow parameters such as Reynolds number, Mach number,
turbulence level, and more. CD can be de�ned using an empirical correlation developed for
laminar 
ow by Schiller-Naumann [39]:

CD =
� 24

Rer
(1 + 0 :15Re0:687

r ) Rer � 1000
0:44 Rer > 1000

(4.5)

The Reynolds number used in Schiller-Naumann, is the relative Reynolds number of the dispersed
phase, which is de�ned as [49, 85]:

Rer =
� f jvj dp

� f
: (4.6)

The drag force in the simulations is computed using the standard expressions by Schiller- Nau-
mann. Due to rare�cation e�ects, no numerical model can provide the particle drag coe�cient
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Figure 4.2: Illustration of drag force on particle surface [49].

for particles all over the regime. A classic experiment for free molecule 
ow was carried out, and
the drag of the drop varied with a factor, now called the Cunninghams correction factor [5]:

Cc = 1 + Kn (2:49 + 0:85exp[� 1:74=Kn ]); (4.7)

where Knudsens numberKn = � m =dp, dp = 30 nm is the size of the particles and� m is the
molecular mean free path in the base 
uid. The drag force in the simulations was corrected with
Cunningham's correction.

This thesis explored the e�ect of the drag force. The Schiller-Naumann expression for drag force
was corrected with the retardation factor adapted from Rastegar et al. [61]. This retardation
factor is calculated to account for velocity reductions close to the walls [41]. Rastegar et al. [61]
calculated the drag force from:

FD = mp
18� f

d2
p� pCcf HR

(u � v); (4.8)

where mp is the nanopatricle mass andf HR is the retardation factor. This drag force is used
for theoretical calculations only, since the Schiller-Naumann drag used in the simulations has a
function in STAR-CCM+. The coe�cient f HR for the radial and tangential velocity components
were calculated by Rastegar et al. [61] as:

f HR r = 1 �
�

9
8

� �
dp

2y

�
+ 0 :5

�
dp

2y

� 3

(4.9)

f HR t = 1 �
�

9
16

� �
dp

2y

�
+

�
1
8

� �
dp

2y

� 3

�
�

45
256

� �
dp

2y

� 4

�
�

1
16

� �
dp

2y

� 5

; (4.10)
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where y is the distance from nanoparticle to the wall of the container. To use this combined
retardation factor, it is necessary to use this relation:

f HR =
q

f 2
HR r

+ f 2
HR t

: (4.11)

4.2.2 Brownian Motion

Brownian motion is the random movement of the particles in a 
uid due to their collisions
with other atoms or molecules [32]. There is an absolute dependence on the nature of the 
uid
medium, especially its viscosity. Since the viscosity is temperature dependent, so is the Brownian
motion magnitude. Brownian motion is also stable in time, and persists as long as the particle
remains in the 
uid [48]. The size of the surrounding medium and the particles a�ected in
uence
the force magnitude. For nanosized particles, the force magnitude is very high. The particle
di�usion is much higher than for large particles, and leads to a high particle deposition rate [84].
Brownian motion can be considered as a macroscopic picture of a particle in
uenced by many
microscopic random e�ects (as seen in Figure 4.1). The mathematical description of Brownian
motion is a relatively simple probability calculation. It can be considered as a Gaussian white
noise process. The Brownian motion of a microparticle in 
uid in one dimension is governed by
the Langevin equation [18, 48]:

du
dt

+ Bu = F (t): (4.12)

Dong et al. [18] solved the Langevin equation for one-dimensional motion of a single particle in
Brownian liquid:

FB = F (t) = �

r
�S 0

� t
: (4.13)

with spectral intensity:

S0 =
2kB TcB
mpCc

; (4.14)

where B = �=m p, � = 3 �� cdp and mp = �d 3
p=6 . Using these relations yield:

S0 =
216kB Tc� c

�d 5
p� 2

pCc
; (4.15)

where kB is the Boltzmann constant. For numerical purposes it is helpful to calculate the
force acting over each cell, since it's Eulerian modeling, and so the number density of the
dispersed phase (particles) is added. Rewritten for three-dimensional motion, and validated,
the correlation becomes:

FB = mpnp

r
�S 0

� t
(� 1ex + � 2ey + � 3ez); (4.16)
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where np is the number density of the particles, � i are zero-mean and unit-variance Gaussian
random numbers, generated independently of each other within a solution time step �t, and
ei are unit vectors in x,y, z-direction. This correlation accurately describes the computation in
STAR-CCM+, and gives a value of the Brownian force in each computational cell. The random
number generation procedure is described in detail in the numerical procedure (chapter 5).

4.2.3 Thermophoresis

The phenomenon of thermophoresis stands for particle transport due to a temperature gradient
[1]. Dispersed phase particles tend to move from the higher-temperature region to the lower-
temperature region, due to thermophoresis [84]. The higher molecular velocities on one side of
the particle, due to a higher temperature, gives rise to more momentum exchange and a resulting
force in the direction of decreasing temperature [16]. Thus, the force acts in the direction of the
negative temperature gradient vector in the area and is proportional to the vector magnitude
[1]. Thermophoresis in dilute suspensions is driven by hydrodynamic stresses resulting from a
local interaction between particle and 
uid [14]. Equations provided by Brock [13] provides the
best �t with experimental data over a wide range of Knudsen numbers and thermal conductivity
ratios [16]:

FT h =
� 6np�� f � f dpCs

1 + 6Cm Kn
kf =kp + 2Ct Kn

1 + 2kf =kp + 4Ct Kn
r T; (4.17)

where Cs is the thermal slip coe�cient, Ct is the thermal exchange coe�cient and Cm is the
momentum exchange coe�cient. The best values based on kinetic theory areCs = 1 :17, Ct =
2:18 and Cm = 1 :14 [16].

4.3 Interphase Heat Transfer

One of the physics models chosen in STAR-CCM+ is the Multiphase Segregated 
ow with the
Phase Coupled Fluid Energy model. These models indicate that the heat transfer mechanism
between the two phases is thermal di�usion. Thermal di�usion is modelled in STAR-CCM+ as
[71]:

qij = � qji = hij A ij (Tj � Ti ); (4.18)

where qij is the interphase heat transfer rate, hij is the mean surface average heat transfer
coe�cient, and A ij is the interfacial area per unit volume. The mean heat transfer coe�cient,
speci�c for the nano
uid, is computed as a function of the nano
uid thermal conductivity, the
Nusselt number and particle diameter [16]:

hnf =
kf Nu

dp
; (4.19)
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where Nu is calculated using the Ranz-Marshall correlation [70]:

Nu = 2 + 0 :6Re
1
2 Pr

1
3 ; (4.20)

where Re is the nanoparticle Reynolds number andPr is the Prandtl number of the base 
uid.
The Ranz-Marshall correlation is valid for Re 2 (0; 200) and Pr 2 (0; 250) [21].

4.4 Volumetric Heat Generation

Figure 4.3 shows the heat 
ow through the nano
uid DASC. The nano
uid is contained in an
enclosed space between two parallel plates. Heat 
ux from the solar radiation is transmitted
vertically through the transparent top plate and is absorbed volumetrically by the suspended
graphite nanoparticles. The base 
uid is simultaneously heated from the absorbed heat from the
NPs. The transparent glass surface allows most of the solar radiation to pass through. Following
Otanicar et al. [55], the top boundary was indenti�ed as the only source of thermal losses with an
equivalent heat transfer coe�cient as in the range h 2 [23; 34] W/m 2K. The coe�cient accounts
for thermal leaks due to convection of air around the collector at the ambient temperature of
25� C.

Figure 4.3: Schematic of the heat 
ow in a nano
uid-based direct absorption collector.

The volumetric heat generation in nano
uid exposed to solar radiation was derived following
Bohren and Hu�man [12], where the extinction cross-section of an individual spherical particle
reads as:

Cext =
2�

jx(� )j2

1X

i =1

(2i + 1) < [ai + bi ] : (4.21)
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In Eq. (4.21) � is a wavelength, x(� ) = 2 �n (� )=� is a wave number; n(� ) is a real part
of the complex refractive index of the base 
uid, and ai and bi are coe�cients of scattered
electromagnetic �eld, that can be written as follows [6]:

ai =
m i (m� ) 0

i (� ) �  i (� ) 0
i (m� )

m i (m� )� 0
i (� ) � � i (� ) 0

i (m�
; (4.22)

bi =
 i (m� ) 0

i (� ) � m i (� ) 0
i (m� )

 i (m� )� 0
i (� ) � m� i (� ) 0

i (m� )
; (4.23)

wherem is a complex refractive index of the particle relative to the base 
uid; � = �n (� )dp=� is
the size parameter of particle; i (z) and � i (z) are Riccati-Bessel functions of i-th order. Riccati-
Bessel functions are related to the Bessel functions of the �rst (J� ) and second (Y� ) kind:  i (z) =p

�z= 2J i +1 =2(z) and � i (z) =
p

�z= 2(J i +1 =2(z) + Yi +1 =2(z)).

As can be seen from Eq. (4.21), the expression of the extinction cross-section includes in�nite
series that are hardly resolved numerically. In order to simplify this calculation, a maximum
index nmax is used. According to Kiran and Diaz [40], a maximum index can be calculated as:
nmax =

�
2 + � + 4 � 1=3

�
.

The extinction coe�cient of particles in nano
uid with volume fraction � p can be calculated
according to Taylor et al. [73]:

� p =
3
2

� p
Qext

dp
; (4.24)

whereQext is the extinction e�ciency, which is related to the extinction cross-section, as Qext =
Cext =Sp; Sp is the area of the particle cross-section.

The total extinction coe�cient of the nano
uid is composed of particle and base 
uid extinction
coe�cients:

� nf = � p + (1 � � p)� f ; (4.25)

where � f =52m � 1 [75] is the extinction coe�cient of the continuous phase, which can be calcu-
lated according to Bohren and Hu�man [12] as � f = 4 �k (� )=� ; and k(� ) is the imaginary part
of the complex refractive index of the base 
uid. The optical properties of the base 
uid k(� )
and the particles m are found elsewhere [29, 59].

In order to calculate the solar heat 
ux in nano
uid as a function of distance from the entrance
to the volume of nano
uid, and dependent on particle concentration, it is necessary to specify
the spectral distribution of incident radiation I (� ), which is given in [11, 25, 26].

According to Beer-Lambert`s law, the solar heat 
ux in nano
uid reads as:

q =

1Z

0

I (� )exp [� x� nf ] dx: (4.26)

Eq. (4.26) is hardly applicable for use in CFD simulation due to the high computational costs
associated with integration of the function. To realise the calculation of solar heat 
ux in CFD
simulation, the equivalent depth of optical penetration leq was computed for 30-nm carbon
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Figure 4.4: Equivalent extinction coe�cient as a function of particle concentration [6].

nanoparticles at di�erent particle concentrations. The equivalent depth of optical penetration
is de�ned as a distance from the light entrance to the nano
uid, towards the place at which the
total heat 
ux becomes e times smaller. Thus, the equivalent depth of optical penetration is
computed when the numerically-solved Eq. (4.26) becomes equivalentq0e� 1. The reciprocal of
the equivalent depth of optical penetration, � nf = l � 1

eq , is considered as the equivalent extinction
coe�cient.

Eq. (4.26) was solved numerically outside the CFD model for a variety of nanoparticle concentra-
tions. The integral in Eq. (4.26) was computed using the trapezoidal rule with 1 nm wavelength
steps. Further, the equivalent extinction coe�cient was �tted as a function of particle volume
fraction with a simpli�ed expression of the type using the conjugate gradient method [6, 33]:

� nf =
2
�

(A + B� p)arctan ( �� p) + � f : (4.27)

Fitting the equivalent extinction coe�cient � nf with the expression from Eq. (4.27) resulted
in the following values of �tting coe�cients: A = 2020:07m� 1, B = 9 :53094� 106m� 1 and
� = 8031:63. In this equation, � f is an equivalent extinction coe�cient of the base 
uid.
The approximation result is presented in Fig. 4.4, where the extinction coe�cient is resolved
numerically (line) and compared to Eq. (4:27) (boxes) for di�erent particle concentrations.

The solar heat 
ux in nano
uid can be therefore written as q = q0exp [� x� nf ], whereq0=1kW/m 2

is the incident solar radiation. The volumetric heat generation then becomes [6]:

qv = � dq=dx= q0� nf exp (� � nf l ) ; (4.28)

where l is the optical path in the direction of thermal radiation and � p = � nf � � f .

4.5 Surface Absorption

A surface absorption system converts the solar radiation into thermal energy of the working

uid with two steps. First, the solar radiation is absorbed by the surface, and then the energy is
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transferred to the 
uid through conductive and convective heat transfer. In surface absorption
systems, the solar radiation absorption is a characteristic of the surface material. A surface can
only absorb a part of the incident solar radiation. How much is absorbed is determined by the
absorption e�ciency � . The energy absorbed per unit surface is:

Qabs

A
= �q 0: (4.29)

In this thesis, black surface absorption was tested. For these cases,� = 1, all radiation is
absorbed by the surface. However, thermal losses also have to be accounted for. The speci�c
conditions for top and bottom surfaces are described as boundary conditions in section 5.3.2.
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Chapter 5

Numerical Procedure

Multiple factors need to be speci�ed when making an e�ective CFD simulation that generates
reliable results. This chapter shows the numerical set-up for the simulations done in STAR-
CCM+ based on the model description from chapter 4.

5.1 Geometry

The 
at-plate geometry modelled in this study was adapted from Otanicar et al. [55], who
constructed a micro-scale-thermal-collector pumping a nano
uid between two parallel plates
with dimensions 3� 5 cm2. The thickness of the gap was 150� m. The microchannel geometry
is presented schematically in Figure 5.1. The microchannel geometry was selected to minimise
the amount of nano
uid necessary for each collector test. Simultaneously, this collector height
allowed for the measurement of appreciable temperature gain for the pure 
uid cases, while
allowing an extensive range of nano
uids to be tested where the expected amount of energy
reaching the bottom of the channel is nonzero [55].

For simpli�cation and computational time reduction purposes, an axisymmetric cross-section of
the plate is used in these simulations. The length of the cross-section is 5 cm, the width 45� m
and the height 150� m. The symmetry axis is implemented to get an overview of how the plate
model behaves.

Figure 5.1: Geometry for illustration purposes. Dimensions are not correct.
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