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Abstract

Two-phase flow in porous media is characterized by fluid-fluid interfaces that separate the
fluid phases at the pore scale. These interfaces support pressure differences between phases,
and their dynamics allow for saturation changes within the porous medium. Dynamic pore-
scale network models allow interface dynamics to be modeled explicitly, such that each
fluid-fluid interface within a network of pores is tracked explicitly in space and time. Be-
cause these models produce a detailed description of both phase and interface dynamics,
results from these models can be averaged to provide values for many upscaled variables.
These include nontraditional variables such as amounts of interfacial area, and volume-
averaged interfacial velocities. While these upscaled variables provide insights into the
underlying dynamics of two-phase flow systems, they also allow new theories involving
interfacial area to be tested directly. Results from a test of one such theory reveals that
proposed constitutive equations involving interfacial velocities fail to match results from
the network model for most cases considered. Therefore the macroscopic equations require
additional development before they can be used for macro-scale simulations.

Key words: Two-phase flow, dynamic pore-scale network models, interfacial area,
upscaling

1 Introduction

Multi-phase porous media systems are characterised by fluid-fluid interfaces that
exist at the pore scale. These interfaces define the spatial boundaries of each phase
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at any given instant in time. Interfaces also have properties such as interfacial ten-
sion, which allows each fluid to maintain a different pressure. The resulting differ-
ence between individual phase pressures is usually called capillary pressure. Fluid-
fluid interfaces also provide the surfaces across which mass is transferred from one
fluid phase to another, in problems such as dissolution of non aqueous phase liquid
(NAPL) into flowing ground waters. Fluid-solid interfaces provide similar surfaces
for mass exchanges between fluid and solid phases. For these reasons, an under-
standing of interfacial behaviour at the pore scale, and subsequent scaling of that
behaviour to the more practical continuum scale, is important to proper descriptions
of porous media flow systems.

The view that interfacial area plays an important role in porous media flows is sup-
ported by the recent theoretical developments reported by Gray and Hassanizadeh
[1]. In their remarkable work, a thermodynamic approach is used to show that the
relationship between capillary pressure and saturation is incomplete, and that spe-
cific interfacial area (defined as amount of interfacial area per unit volume of porous
medium) should enter into the relationship. Therefore one should seek a relation-
ship between capillary pressure, saturation, and interfacial area(s). Such a relation-
ship has been derived, using a pore-scale network model, by Reeves and Celia [2].
Other simulation studies have explored a variety of additional aspects of the new
theories of Gray and Hassanizadeh, see for example Held and Celia [3]. One of the
intriguing aspects of the theoretical developments of Gray and Hassanizadeh is the
inclusion of equations based on interface dynamics. That is, in order to properly
account for interfacial effects in the governing equations, new equations must be
written to take account of interfacial dynamics. These are based on conservation
laws written for the interfaces, with associated constitutive relations.

One of the difficulties associated with tests of theories involving interfacial areas
is the lack of experimental procedures to measure these areas. While partitioning
tracers offer hope for inferring amounts of area (for example Heonki et al. [4]), and
novel laboratory procedures and equipment offer hope for more direct measurement
of interfacial areas (Montemagno and Gray [5]), experimental determination of in-
terfacial area is still a daunting task. And experimental determination of interfacial
dynamics, which tends to occur on very short time scales, is even more difficult.
Therefore, testing of these theories must rely on use of specific kinds of computa-
tional models, including so-called pore-scale network models. Pore-scale network
models typically represent the pore space of the medium using simplified geome-
tries, and within this geometric representation solve equations to track explicitly the
location of all fluid-fluid interfaces within the network. Typical geometric represen-
tations include regular lattice structures, such as a cubic lattice, with pore bodies
corresponding to the vertices of the lattice, and pore throats connecting the pore
bodies. Pore bodies are often assigned spherical shapes, although cubes or other
shapes with corners are sometimes used to account for wedge and corner flows.
Similarly, pore throats may be cylindrical with circular cross section, or cylindrical
with rectangular or perhaps triangular cross sections. For all of these choices, the
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geometry is kept sufficiently simple that interface configurations can be calculated
analytically, for a given set of fluid pressures. These models are often run to mimic
typical laboratory experiments, such as pressure cell tests to determine the relation-
ship between capillary pressure and relative fluid saturation. This is accomplished
by use of lattices that are sufficiently large to define meaningful continuum-scale
measures, such as fluid saturation. Results of such simulations show all of the ma-
jor features of experimental relationships, including finite entry pressures, residual
saturations, and hysteresis. Because the simulators define interface geometries ex-
plicitly, additional geometric information may be extracted from network models.
For example, fluid-fluid interfacial area can be calculated easily, given knowledge
about the location and shape of each fluid-fluid interface.

Two general types of pore-scale network models may be identified: quasi-static
models and dynamic models. In a quasi-static models, the location of any fluid-fluid
interface is governed by equilibrium considerations only. Equilibrium states are
determined from the Young-Laplace equation, which relates the capillary pressure
to the interfacial tension and the interface curvature, viz. (Dullien [6])

Pc =
σ

R
(1)

In this equation,σ is interfacial tension andR is the radius of curvature. Depending
on the shapes chosen for the pore elements, the Young-Laplace equation is modified
to include contact angles and pore geometry to develop rules about whether or not
an interface is stable at a given location, given an imposed capillary pressure. If the
interface is unstable, it is moved through the network until a stable position is found,
or until it exits the network. No time dependence is included in the calculation; the
interface is simply moved from one equilibrium position to another. This type of
model is consistent with an algebraic relationship between capillary pressure and
saturation, where changes in capillary pressure are translated instantaneously to
changes in saturation. Examples of these kinds of models include those described
by Dullien [6], Ferrand and Celia [7], and Reeves [8], among many others.

A second type of pore network model involves computation of transient behaviour
associated with interface movement. That is, unstable interfaces are tracked through
the network until a stable position is reached, but the transient nature of the move-
ment from one position to another is explicitly described and modeled. While these
transient models are more computationally complex, they allow the underlying
transients associated with interface movement to be incorporated and analysed ex-
plicitly. While most pore-scale network models reported in the literature are quasi-
static, there have been several dynamic models that have been developed. These
include the model of Blunt and King [9]; a series of models by Payatakes and
coworkers (see, for example, Valavanides and Payatakes [10]), and more recent
models by Mogensen and Stenby [11], Aker et al. [12], Hassanizadeh (Dijkstra
et al. [13]) and by Dahle and Celia [14]. The models of Payatakes are the most
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comprehensive, including a focus on mobilization of trapped fluids and so-called
drop traffic flows.

In this paper, we use a model based on the original work of Blunt and King [9]
and calculate dynamic interfacial behaviour, with focus on volume-averaged inter-
facial velocity. After describing the salient features of the model, and providing
a definition of average interfacial velocity, specific calculations are performed to
demonstrate how continuum-scale measures of both interface velocity and phase
velocity can be quantified. The model is then used to test a specific theoretical con-
jecture regarding interfacial velocity and its relationship to average phase velocities.
We show fundamental differences between stable and unstable displacements, and
discuss how these differences impact the comparisons between theory and model
results.

2 The dynamic network model

The pore-scale network model used herein is an extension of the model of Blunt
and King [9]. The pore network is a rectangular lattice, with spherical pore bod-
ies and cylindrical pore throats, with pore-size distributions defined for the bodies
and throats, see Figure 1(a). Following Blunt and King [9], the model is simplified
by the following assumptions: (1) local capillary pressure in the pore throats is as-
sumed to be negligible, so that only one pressure exists within a pore body, indepen-
dent of the local saturation of that pore body; (2) while the radius of a pore throat,
rij, serves to define its hydraulic conductance, the volume contributed by the pore
throat is assumed to be small relative to volumes of pore bodies, therefore move-
ment of an interface through a pore throat is assumed to occur instantaneously; (3)
flow within pore throats is assumed to be laminar and given by Poiseuille’s law; (4)
both fluids are assumed to be incompressible. With these assumptions, the set of
governing equations is relatively simple. Each equation must obey volume conser-
vation within each pore body, such that

Vi
dSα

i

dt
+
∑

j∈Ni

Qα
ij = 0 (2)

whereVi represents the volume of pore bodyi, Sα represents local saturation (per-
cent ofVi filled with fluid α), Qα

ij is the volumetric flux from pore bodyi to it’s
neighbourj, andNi is a list of all neighbour pore bodies for pore bodyi. This
equation is written for both fluid phases, wetting (α = w) and non-wetting (α = n).
The volumetric flux is related to pressures at the pore bodies by Poiseuille’s law,

Qα
ij = Gα

ij(p
α
i −pαj ) (3)
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wherepαl represents pressures, andGα
ij represents hydraulic conductance in the pore

throat connecting pore bodiesi andj. Because the pore throats are cylindrical, and
interface movement through them is instantaneous, only one fluid can occupy a
given pore throat, at a given time. Therefore the fluid occupying the pore throat has
conductance

Gα
ij =

πr4
ij

8µαlij
, (4)

while the non-occupying fluid has zero conductance. Summation of Equation (2)
over the two phases gives the equation

∑

j∈Ni

(Qw
ij +Qn

ij) = 0 (5)

Substitution of Equation (3) for each of the phase fluxesQα
ij provides a set of al-

gebraic equations with the pore-body pressures as unknowns. These can be solved
using standard matrix solution methods.

In the simulations reported herein, we only consider drainage, so that the resident
fluid is the wetting fluid, and the invading fluid is non-wetting fluid. Time steps are
chosen so that during any time step, only one pore body reaches full non-wetting
phase saturation. That pore body then generates additional interfaces, located at all
connecting pore throats that are filled with wetting fluid. Those interfaces are then
tested for capillary stability, using the most recent pore body pressures. If they are
stable, they remain in place, and the connecting pore throat is marked as trapped,
with conductances set to zero for both phases. If the interface is unstable, it passes
through the pore throat, non-wetting fluid occupies the pore throat, and non-wetting
fluid can then begin to invade the adjoining pore body.

Overall, the algorithm proceeds as an Implicit Pressure Explicit Saturation (IM-
PES) routine. The major unknowns are the pressure and saturation of each pore
body. For a given distribution of fluids, phase conductances are calculated and put
into Equation (5), which is solved for a new pressure field. That pressure field is
then used in Equation (3) to compute fluxes through the pore throats. These fluxes
are then used, in conjunction with knowledge of the current saturations in each pore
body, to determine the minimum filling time for each of the pores, and this is set
as the time step size. Then Equation (2) is used to update the saturations in each
pore body. Newly created interfaces are tested for stability, conductances are up-
dated, and the procedure is repeated. In the matrix solution for pressures, regions
of wetting fluid that become completely surrounded by non-wetting fluid, and are
therefore hydraulically trapped, are removed from the matrix equations to avoid
singular matrices. This algorithm provides a transient response for both pressure
and saturation.

This overall leads naturally to investigations of relationships between these vari-
ables, as well as others, such as interfacial area. In order to calculate these variables,
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averages need to be defined over a representative volume. The volume might be
chosen to correspond to the entire volume of the network, or it might be defined as
essentially two-dimensional slices through the network, in the direction perpendic-
ular to the macroscopic direction of displacement. In either case, volume-averaged
saturation is defined as

Sα =

∑

i∈Nvol
ViS

α
i

∑

i∈Nvol
Vi

=
1
V

∑

i∈Nvol

ViS
α
i (6)

whereV is the volume of the chosen averaging region, andNvol denotes the set of
pore bodies within the chosen averaging volume. Capillary pressure is defined as
the difference between volume-averaged phase pressures, such that

Pc = pn−pw =
1
V

(

∑

i∈Nvol

ViS
n
i pi−

∑

i∈Nvol

ViS
w
i pi

)

(7)

wherepi corresponds to the pressure in pore bodyi. Notice that while no local
capillary pressure exists (by assumption in the model), a macroscopic capillary
pressure is still well defined based on the average phase pressures.

Average properties associated with interfaces require somewhat more care in their
definitions. Because no capillary pressure is associated with individual pore bodies,
the shape (especially the curvature) of a particular interface is not specified. The
only information for active (non-trapped) interfaces is that they reside in a specific
pore body. To assign a measure of interfacial area, an interface within a filling pore
body is assigned an area equal to the diameter of the pore body. Those interfaces
trapped at the entrance to pore throats are assigned the area associated with the
diameter of the pore throat. Therefore, the specific interfacial area, defined as the
amount of interfacial area per unit volume of porous medium, is defined as

awn =
1
V

(

∑

i∈Nvol

awni +
∑

j∈Mvol

awnj

)

=
Awn

V
(8)

whereMvol denotes the set of pore throats that are contained within the averaging
volumeV .

The averaged variable that is the most difficult to define is the volume-averaged
interfacial velocity. Because interfaces that reside within pore bodies are not re-
solved, their velocities need to be inferred from fluxes into and out of the pore
body, changes in saturation within the pore body, and lengths of travel associated
with the pore body and its connected pore throats. Consider a fluid-fluid interface
that is spawned by complete filling of a given pore body. It first comes into contact
with the connected pore throat, and a capillary stability test is performed. If the in-
terface experiences sufficient capillary pressure to drive it through the pore throat,
it will move through the throat with infinite velocity, then will fill the connected
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pore body at some finite rate, given by the subsequent computed changes in sat-
uration for that pore body. The infinite speed is a consequence of the simplifying
assumption that the pore throats are volumeless. To define a finite speed that pre-
serves proper global velocities, the pore filling associated with saturation changes
is extended in length to cover the combined pore body – pore throat combination,
and the ’locally averaged’ velocity for a specific interface is defined as

‖vwni ‖ = li,j
∆Sn

i

∆t
(9)

where the double brackets signify magnitude of the interface velocity vector, the
lengthli,j denotes the length of the pore throat through which the entering interface
travels plus the diameter of the pore bodyi, and∆Sn

i denotes the change in satu-
ration over the time interval∆t. The direction assigned to the interfacial velocity
vector is the average of the total inflow vector and total outflow vector. Finally, the
volume-averaged velocity vector is given by the sum of each interfacial velocity
weighted by the area of the interface,

vwn =
1

Awn

∑

i∈Nvol

vwni awni (10)

Volume-averaged phase velocities may be defined analogously to average interfa-
cial velocities with volume replacing areas as the appropriate weights, such that

vα =
1

V Sα

∑

i∈Nvol

vαi ViS
α
i (11)

wherevαi is given by an equation similar to Equation (9), with appropriate modifi-
cation for the case ofS = 1 orS = 0.

3 Theoretical Conjectures

One of the more intriguing developments in the past decade has been proposal of
a new set of governing equations for two-phase flow in porous media. These equa-
tions include volume-averaged, specific interfacial area as a key variable. Among
other things, capillary pressure and saturation must have an extended relationship
that includes interfacial area; conservation equations are written for interfaces, and
these equations include interfacial area as a dependent variable; and new constitu-
tive relationships proposed to close this expanded equation set include interfacial
area as a key component. Examples of these equations include the following:

dawn

dt
+∇· (Gwnawnvwn) = F wn (12)
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whereGwn is a geometric tensor andF wn refers to a general production term for in-
terfacial area (see [15]). Also, as a proposed constitutive relationship for interfacial
velocities, Nordhaug et al. [15] have proposed the following relationship between
volume-averaged interface velocity and volume-averaged phase velocities:

(Rw
wn+Rn

wn) ·vwn = Rw
wn ·vw +Rn

wnv
n (13)

In this equation, the coefficientsRα
wn represent resistances to flow, and could be

functions of phase saturation(s) or other variables. The general idea of the equa-
tion is that the interfacial velocity should be a weighted sum of the phase veloc-
ities. While the resistance coefficients may be unknown, the general concept can
be tested via the network model. Similarly, the terms in the earlier equation (Equa-
tion (12)) can be determined from the network model, and therefore the equation
may be tested for validity. Because these variables cannot be measured experimen-
tally at this time, the only tool available to test these proposed new equations is
the network simulator. This is how we use the network model in the next section,
as continuum-scale variables are computed and the equations proposed above are
evaluated and tested.

3.1 Modeling of resistance termsRα
wn

In [15] a complete model for two phase flow including interfacial area was pre-
sented. We provide a few of the key equations to illustrate the ideas. The govern-
ing equations includes Equation (12) and (13) which are geometric constraint and
momentum balance equations, respectively, written for a massless interface. In ad-
dition, phase equations for mass and momentum written as:

∂(εαρα)
∂t

+εαρα∇·vα = 0. (14)

and
−εα∇pα +εαραv = (Rα

wn+Rα
αs) ·vα −Rα

wn ·vwn. (15)

The functionality of the resistance termsRα
wn andRα

αs in Equation (13) and (15)
were assumed to be as follows:

Rw
wn = µwgwwn(a

wn)hwwn(s
w)K−1εw

2
,

Rw
ws = µwgwws(a

ws)hw(sw)K−1εw
2
,

Rn
wn = µngnwn(a

wn)hnwn(s
n)K−1εn

2
,

Rn
ns = µngnns(a

ns)hn(s
n)K−1εn

2
.

These functional forms were chosen according to the following observations in
[15]. Equation (15) is a generalised form of Darcy’s law. When the saturation goes
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to zero or one for one of the phases Equation (15) should reduce to the normal
Darcy’s law for two phase flow. The viscosity and permeability terms,µα andK ,
are included to make the dimensions match on the left and right hand sides. Theg’s

andh’s must be non-dimensional (and positive). The volume fraction terms,εα
2
,

are added to be able to go from average phase velocities to Darcy velocities.

By considering the results from the network model we should be able to investigate
whether Equation (13) is reasonable. However, to be able to say something quanti-
tative about the resistance termsRα

wn we must use the definitions above. WhenK is
a scalar we get the following expression for the interface velocity [15]:

vwn = F wvw +F nvn =
fw

fw +fn
vw +

fn

fw +fn
vn (16)

where we have chosen

fα = (1− sα)3(sα)2. (17)

4 Equation testing and numerical results

In the following we use a three-dimensional pore network to compute averaged
interfacial and phase velocities. We use these computed velocities to test the the-
oretical conjecture given in Equation (13). We also compute other averaged vari-
ables, such as specific interfacial area, to demonstrate certain behavior patterns in
the two-phase flow system. For the averaged quantities, we sometimes use a single
averaging volume, spanning the entire network, and we sometimes use a ’sliding
average’ that involves subsets of the total network volume. The latter averaging
allows us to compute spatially varying averaged quantities.

4.1 Experimental setup

All simulations are performed on a three-dimensional network of size 10× 10× 50
pore bodies. When sliding averages are calculated, the size of the sub-volumes is
10× 10× 10, and the averages as calculated along the largest direction (that is, the
direction with 50 pore bodies, assumed to be the vertical direction).

Boundary and initial conditions are set up to correspond to primary drainage. The
top boundary is set to have a pressure of 4000 Pa, and fixed saturation ofSw = 0,
while the bottom boundary is set with pressure of 0 Pa and saturationSw = 1.
No-flow conditions are imposed along the lateral sides of the domain. The initial
condition is taken asSw = 1, with a uniform pressure of 2000 Pa.
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Fluid viscosities are chosen so that both stable and unstable displacements are sim-
ulated. Table 1 lists the viscosities used for the wetting and nonwetting fluids. While
we have performed simulations over a range of viscosity values, we will use three
representative values of viscosities so that the viscosity ratio between nonwetting
and wetting fluids is 10, 1, and 0.1. In all simulations, the fluids are assigned an
interfacial tension of 0.72 [N/m], and the contact angle is set at zero. We ignore
density differences between the two fluids.

Table 1
Wetting and non-wetting fluid viscosities

Set µw µnw

1 0.001 0.010 [ Ns/m2 ]

2 0.001 0.001 [ Ns/m2 ]

3 0.001 0.0001 [ Ns/m2 ]

The radii of the pore bodies and pore throats are generated using a cut-off log-
normal distribution. The same standard deviation (or the parent distribution) is used
for both the bodies and the throats, but different means and upper and lower cut-off
values are used. Appropriate information is provided in Table 2.

Table 2
Distribution parameters for pore and throat radius.

Set 1

Standard deviation 0.25

Pore body mean 1.2·10−3 [ m ]

Pore body lower cut-off 0.6·10−3 [ m ]

Pore body upper cut-off 1.8·10−3 [ m ]

Pore throat mean 4.0·10−4 [ m ]

Pore throat lower cut-off 2.0·10−4 [ m ]

Pore throat upper cut-off 6.0·10−4 [ m ]

4.2 Calculation of Local and Averaged Quantities

Numerical solution of the network equations provides values for fluid pressures and
associated saturations in each pore body, for each time step. From these values, and
the geometry of both the network and the chosen averaging volumes, we compute
averaged quantities as post-processing calculations. Because we have information
about location and state of all fluid-fluid interfaces, we can distinguish between
trapped and moving interfaces. Therefore, when defining averaged quantities, we
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may choose to distinguish between averages that include all interfaces, and aver-
ages that only involve active interfaces. As the default, we include all interfaces
in the calculations, consistent with definitions such as that given in Equation (8).
However, there are times when it is useful to isolate only those interfaces that are
moving. When averages are taken over active interfaces only, then we focus the
calculations on pore bodies only, and we neglect pore throats, including pore throat
volumes. The reason is that interfaces that are trapped will reside at the entrance to
pore throats, so for consistency between interfacial discrimination and volume cal-
culations, we decided to eliminate pore throat volumes and areas when we ignore
trapped interfaces.

4.3 Stable displacement

Several simulations were run with viscosity rations greater than one. To illustrate
the case of stable displacement, a viscosity ratio of 10 is used, with the boundary
and initial conditions presented above. Network occupancy of fluids is shown in
Figure 1(a), for an intermediate time corresponding to movement through the up-
per portion of the network. A flat, piston-like front can be seen moving through the
network. Very little wetting fluid is left behind, with virtually all trapped wetting
fluid existing as trapped singlets in pore throats. In Figure 1(b), average satura-
tion, based on the sliding average concept, is plotted as a function of depth. The
macroscopic frontal behavior of the displacement is clear in this figure.

Average phase and interfaces velocities may be calculated for this case. In Figure
2, the averaged interfacial velocity is compared to that predicted by Equation (13).
The results in Figure 2(a) show that the average interfacial velocity is consistently
below the predicted values based on the average phase velocities (Equation (13)).
A relatively poor prediction is also seen in the sliding averages shown in Figure
2(b). However, if we exclude the trapped interfaces, and only use active interfaces
in the calculations, we find that the theory matches the numerical values quite well,
see Figure 3. This is because elimination of trapped interfaces leaves only pores
that are actively filling, and the macroscopically flat front means that interfaces are
constrained to move with the same velocity of the invading and defending fluids,
just as would happen in a single tube or pipe. So viscous stability, which produces
flat front macroscopically, lead to active interface velocities that are essentially
identical to the two phase velocities, which themselves are equal. In this case, the
theoretical equation appears to hold. However, inclusion of all interfaces leads to
disparity between the values, due to the presence of trapped interfaces.
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Fig. 1. Stable displacement –Mµ = 10.0. Snapshot of the saturation front.
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Fig. 2. Stable displacement –Mµ = 10.0. Comparison of interface velocity in the network
model and computed using phase velocities for one REV (a) and sliding REVs (b).
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Fig. 3. Stable displacement –Mµ = 10.0. Comparison of interface velocity in the network
model and computed using phase velocities for one REV (a) and sliding REVs (b). Throat
volume and trapped interfaces are not acounted for.
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4.4 Unstable displacement

To illustrate the model behavior in the case of unstable displacements, we use a vis-
cosity ratio of 0.1, with the same boundary and initial conditions described above.
In this case, we expect a much more irregular front, with possible viscous finger-
ing, and this is essentially what we observe. In Figure 4(a), an irregular and fingered
pattern is clear from the fluid occupancy plot of the network. The associated sliding
average plot showing average saturation as a function of depth (Figure 4(b)) shows
a much more dispersed saturation distribution. Now when the average velocities
are calculated, there is a very large disparity between average interfacial velocities
and average phase velocities. This results in a poor match between the interfacial
velocities predicted by Equation (13) and those calculated in the network model.
We observe that in the unstable case, local horizontal flows are more prevalent than
in the stable case, due to the highly irregular shape of the invading front. However,
the dominant flow direction remains the vertical.

To illustrate some additional difference between the stable and unstable displace-
ments, we have plotted amount of interfacial area as a function of saturation for the
viscosity ratios of 10, 1, and 0.1. Figure 6(a) shows the amount of trapped interfa-
cial area as a function of saturation, with the most irregular fronts (viscosity ratio
of 0.1) producing the largest amount of trapped interfacial area, and the most stable
flat front (viscosity ratio of 10) producing the least amount of trapping. The clear
trend is for increasing amounts of trapped interfacial area with decreasing viscosity
ratio. In Figure 6(b), the amount of active interfacial area is plotted as a function of
saturation, again for the three different viscosity ratios. Here we see a more com-
plex relationship, but the unstable displacements clearly produce the largest amount
of active interfacial area, but also produces the highest residual wetting phase sat-
uration. The trend moves consistently to lower amounts of active interfacial area,
and lower residual saturations, as viscosity ratio increases.

5 Summary and conclusions

The dynamic network model presented herein is relatively simple to implement,
and leads to numerical calculations that are straight-forward to implement. The
calculation of averages allows many continuum-scale variables to be calculated,
and thereby facilitates testing of new theories that involve non-traditional variables.
In this work, we have focused on interfacial dynamics, and calculation of average
interfacial velocities. We have used these results to test a specific conjecture that
relates average interfacial velocity to average phase velocities.

Overall, we conclude that the proposed equation that relates interfacial velocity to
phase velocities only hold under very specific conditions, namely piston-like sta-
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Fig. 4. Unstable displacement –Mµ = 0.1. Snapshot of the saturation front.
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Fig. 5. Unstable displacement –Mµ = 0.1. Comparison of interface velocity in the network
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ble displacements in which trapped interfaces are neglected. Under more general
conditions, where the invading front is more irregular and piston displacement does
not occur at the macroscopic scale, the equation provides a poor prediction. There-
fore new constitutive equations to close the extended set of equations for two-phase
flow, which include specific interfacial area as a primary variable, need to be devel-
oped.

While this work focused on a specific constitutive equation, the general approach
is illustrative of the kinds of problems that can be solved with dynamic pore-scale
network models. Such models allow local-scale information to be used directly
to define averaged, or upscaled, variables. Because the local-scale information is
highly detailed, many upscaled variables can be calculated, including nontraditional
ones like interfacial area and average interfacial velocity. This greatly facilitates
testing of new theories, and has the potential to provide significantly improved
insights into fundamental behaviors in two-phase porous media flows.
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