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Abstract

Two-phase flow in porous media is characterized by fluid-fluid interfaces that separate fluid phases at the pore scale. These interfaces

support pressure differences between phases, and their dynamics lead to changes in phase saturation within the porous medium.

Dynamic pore-scale network models mathematically track the dynamic position of each fluid-fluid interface through a pore network,

based on imposed boundary conditions, fluid and solid properties, and geometric characteristics of the network. Because these

models produce a detailed description of both phase and interface dynamics, results from these models can be volume-averaged

to provide values for many macroscopic variables. These include traditional variables such as saturation and macroscopic capillary

pressure, as well as non traditional variables such as amount of interfacial area in the averaging volume. With appropriate geometric

definitions in the dynamic pore-scale model, a new algorithm may be included in the pore-scale network model to calculate a

new variable: average interfacial velocity. This algorithm uses local information in any pore that contains a fluid-fluid interface to

estimate the velocity of that interface over a time step. Summation over all interfaces in the network provides a measure of average

velocity. Computations for dynamic drainage experiments indicate that this average interfacial velocity is well-defined and exhibits

distinct behavior for stable and unstable displacements. Comparison of calculated interfacial velocities to a theoretical conjecture

on the functional dependence of this macroscopic variable demonstrates another important use of pore-scale model, namely testing

of new theories involving non traditional variables.
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1. Introduction

Multi-phase porous media systems are characterized by
fluid-fluid interfaces that exist at the pore scale. These in-
terfaces define the spatial boundaries of each phase at any
given instant in time. Interfaces also have properties such
as interfacial tension, which allows each fluid to maintain
a different pressure. The resulting difference between in-
dividual phase pressures is usually called capillary pres-
sure. Fluid-fluid interfaces also provide the surfaces across
which mass is transferred from one fluid phase to another,
in problems such as dissolution of non aqueous phase liq-
uid (NAPL) into flowing ground waters, evaporation of
liquids into the gaseous phase, and exchange of dissolved
components in hydrocarbon flooding and enhanced oil re-
covery. The amount of interfacial area present in a rep-
resentative volume of porous medium controls the mass
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transfer process, while the spatial distribution of interfaces
within the representative volume affects bulk properties of
the fluid phases. While interfaces control many important
properties of multi-phase systems, quantitative character-
ization of these interfaces has received relatively little at-
tention in the porous media literature. Recent theoretical
work of Gray and Hassanizadeh [1–3], and computational
work of Miller and coworkers [4], Blunt and coworkers [5,6],
Reeves, Held, and Celia [7–9], and Saripalli and coworkers
[10,11], among others, have provided initial efforts to quan-
tify bulk interfacial area, and to explore possible functional
relationships between interfacial area, saturation, and cap-
illary pressure. However, there has been very little work to
quantify dynamical aspects of interfacial area.

In this paper, we present a model for interfacial area dy-
namics based on a pore-scale network approach. We use a
dynamic pore-scale network model to describe interfacial
dynamics at the pore scale, and use volume-averaging to
compute averagedquantities to characterize interfacial area
dynamics. To begin to provide a context for understanding
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and interpreting interfacial area dynamics, we use example
calculations of interfacial quantities, and compare them to
their counterparts computed for phase volumes. The pore-
scale model we use is based on the original work of Blunt
and King [12]. While Blunt and King focused on phase dy-
namics, we focus our calculations on interfacial dynamics.
We choose this dynamic model because of its simplicity,
and because it captures the essential features on which we
choose to focus. We begin the presentation with a brief
overview of pore-scale network models, then provide a de-
tailed description of the model we have used. We next ex-
plain the averaging procedures used in our modeling, with
a focus on averaged variables associated with interfacial ar-
eas, especially average interfacial velocity. We compare our
results to laboratory measurements for interfacial area in
a two-fluid system, [6], then provide computational results
for interfacial area dynamics for both stable and unstable
displacements. Finally, we compare our results to a simple
theoretical conjecture relating interfacial velocity to fluid
phase velocities, and conclude the paper with a discussion
of the role of computational models and their relationship
to new theoretical developments in the field of multiphase
flow dynamics.

2. Pore-Scale Network Models

Pore-scale network models typically represent the pore
space of the medium using simplified geometries, and
within this geometric representation solve equations to
track explicitly the location of all fluid-fluid interfaces
within the network. Typical geometric representations in-
clude regular lattice structures, such as a cubic lattice,
with pore bodies corresponding to the vertices of the lat-
tice, and pore throats connecting the pore bodies. Pore
bodies are often assigned spherical shapes, although cubes
or other shapes with corners are sometimes used to ac-
count for wedge and corner flows. Similarly, pore throats
may be cylindrical with circular cross section, or cylindri-
cal with rectangular or perhaps triangular cross sections.
For all of these choices, the geometry is kept sufficiently
simple that interface configurations can be calculated an-
alytically, for a given set of fluid pressures. These models
are often run to mimic laboratory experiments, such as
pressure cell tests to determine the relationship between
capillary pressure and relative fluid saturation. This is ac-
complished by use of lattices that are sufficiently large to
define meaningful continuum-scale measures, such as fluid
saturation. Results of such simulations show all of the ma-
jor features of experimental relationships, including finite
entry pressures, residual saturations, and hysteresis. Be-
cause the simulators define interface geometries explicitly,
additional geometric information may be extracted from
network models. For example, fluid-fluid interfacial area
can be calculated, given knowledge about the location and
shape of each fluid-fluid interface.

Two general types of pore-scale network models may

be identified: quasi-static models and dynamic models. In
quasi-static models, the location of any fluid-fluid interface
is governed by equilibrium considerations only. Equilibrium
states are determined from the Young-Laplace equation,
which relates the capillary pressure to the interfacial ten-
sion, the interface curvature, and local contact angle. For
example, in simple cylindrical pores, the invasion capillary
pressure for drainage is given by (see, for example, Dullien
[13])

Pmax

c =
2σ cos θ

R
(1)

In Equation (1), σ is interfacial tension, θ is contact an-
gle, and R is the radius of the cylindrical pore throat. Other
forms of this capillary equilibrium condition apply for dif-
ferent pore geometries. In a typical quasi-static pore-scale
network model, a capillary pressure is imposed via bound-
ary conditions on the network lattice, and each interface
is tracked through the network with equilibrium positions
determined by the stability test of Equation (1). If the in-
terface is unstable, it is moved through the network until
a stable position is found, or until it exits the network. No
time dependence is included in the calculation; the interface
is simply moved from one equilibrium position to another.
This type of model is consistent with an algebraic rela-
tionship between capillary pressure and saturation, where
changes in capillary pressure are translated instantaneously
to changes in saturation. Examples of these kinds of mod-
els include those described in the books by Dullien [13],
Sahimi [14], Ioaniddes and Chatzis [15], Hilpert and Miller
[16], Ferrand and Celia [17], and Reeves [18], among many
others. Models of this type are also used in other fields of
science such as catalysis, see for example Hollewand and
Gladden [19], and Rieckmann and Keil [20].

A second type of pore network model involves computa-
tion of transient behavior associated with interface move-
ment. That is, unstable interfaces are tracked through the
network until a stable position is reached, but the transient
nature of the movement from one position to another is ex-
plicitly described and modeled. While these transient mod-
els are more computationally complex, they allow the un-
derlying transients associated with interface movement to
be incorporated and analyses explicitly. While most pore-
scale network models reported in the literature are quasi-
static, there have been several dynamic models that have
been developed. These include the model of Blunt and King
[12]; a series of models by Payatakes and coworkers [21–
25], and more recent models by Mogensen and Stenby [26],
Aker et al. [27], Dijkstra et al. [28] and by Dahle and Celia
[29]. The models of Payatakes are the most comprehensive,
including a focus on mobilization of trapped fluids and so-
called drop traffic flows.

3. The dynamic network model

The pore-scale network model used herein is an extension
of the model of Blunt and King [12]. We choose this model
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because it incorporates interfacial dynamics, but is still suf-
ficiently simple to allow for efficient calculations, and to al-
low us to isolate specific behaviors within the model. The
pore network used in the model is a rectangular lattice hav-
ing spherical pore bodies and cylindrical pore throats, with
pore-size distributions defined for the bodies and throats,
see Figure 2(a). Following Blunt and King [12], the model is
simplified by the following assumptions: 1) local capillary
pressure in the pore bodies is assumed to be negligible, so
that only one pressure exists within a pore body, indepen-
dent of the local saturation of that pore body (note that
this does not mean that volume-averaged capillary pressure
is zero); 2) while the radius of a pore throat, rij , serves to
define its hydraulic conductance, the volume contributed
by the pore throat is assumed to be small relative to vol-
umes of pore bodies, therefore movement of an interface
through a pore throat is assumed to occur instantaneously;
3) flow within pore throats is assumed to be laminar and
given by Poiseuille’s law; 4) both fluids are assumed to be
incompressible. With these assumptions, the set of govern-
ing equations is relatively simple. Each fluid phase must
obey volume conservation within each pore body, such that

Vi

∂Sα
i

∂t
+

∑

j∈Ni

Qα
ij = 0, i = 1, 2, ..., N (2)

where N is the number of pore bodies, Vi represents the
volume of pore body i, Sα

i represents local saturation (per-
cent of Vi filled with fluid α), Qα

ij is the volumetric flux
from pore body i to it’s neighbor j, and Ni is a list of all
neighbor pore bodies for pore body i. This equation is writ-
ten for both fluid phases, wetting (α = w) and non-wetting
(α = n). The volumetric flux is related to pressures at the
pore bodies by Poiseuille’s law,

Qα
ij = Gα

ij(p
α
i − pα

j ) (3)

where pα
l represents pressures, and Gα

ij represents hydraulic
conductance in the pore throat connecting pore bodies i

and j. Because the pore throats are cylindrical, and inter-
face movement through them is instantaneous, only one
fluid can occupy a given pore throat, at a given time. There-
fore the fluid occupying the pore throat has conductance

Gα
ij =

πr4

ij

8µαlij
, (4)

while the non-occupying fluid has zero conductance. Sum-
mation of Equation (2) over the two phases gives the equa-
tion

∑

j∈Ni

(Qw
ij + Qn

ij) = 0 (5)

Substitution of Equation (3) for each of the phase fluxes Qα
ij

provides a set of algebraic equations with the pore-body
pressures as unknowns. These can be solved using standard
matrix solution methods. Once the pressures are known,
the fluxes are computed and saturations are updated as
described below.

In the simulations reported herein, we only consider
drainage, so that the resident fluid is the wetting fluid,

and the invading fluid is non-wetting fluid. Time steps are
chosen so that during any time step, only one pore body
reaches full non-wetting phase saturation. That pore body
then generates additional interfaces, located at all connect-
ing pore throats that are filled with wetting fluid. Those
interfaces are then tested for capillary stability, using the
most recent pore body pressures and Equation (1). If the
pressure drop ∆p, over the pore throat exceeds the capil-
lary pressure Pmax

c of that pore throat ( ∆p > Pmax
c ) as

defined in Equation (1), then the interface associated with
the pore throat is unstable. In that case it passes through
the pore throat, non-wetting fluid occupies the pore throat,
and non-wetting fluid can then begin to fill the adjoining
pore body. If ∆p < Pmax

c , the interface is stable and re-
mains in place. Then the connecting pore throat is marked
as trapped, with conductances set to zero for both phases.

Overall, the algorithm proceeds as an Implicit Pressure
Explicit Saturation (IMPES) routine. The major unknowns
are the pressure and saturation of each pore body. For a
given distribution of fluids, phase conductances are calcu-
lated and put into Equation (5), which is solved for a new
pressure field. That pressure field is then used in Equation
(3) to compute fluxes through the pore throats. These fluxes
are then used, in conjunction with knowledge of the current
saturations in each pore body, to determine the minimum
filling time for each of the pores, and this is set as the time
step size. Then Equation (2) is used to update the satura-
tions in each pore body. Newly created interfaces are tested
for stability, conductances are updated, and the procedure
is repeated. In the matrix solution for pressures, regions of
wetting fluid that become completely surrounded by non-
wetting fluid, and are therefore hydraulically trapped, are
removed from the matrix equations to avoid singular matri-
ces. This algorithm provides a transient response for both
pressure and saturation. For any given time, knowledge of
fluid occupancy and fluid pressure in all pore bodies allows
volume-averaged variables to be computed.

In order to calculate volume-averaged variables, aver-
ages need to be defined over a representative volume. The
volume may be chosen to correspond to the entire vol-
ume of the network, or it may be defined as essentially
two-dimensional slices through the network, in the direc-
tion perpendicular to the macroscopic direction of displace-
ment. In either case, volume-averaged saturation is defined
as

Sα =

∑

i∈Nvol
ViS

α
i

∑

i∈Nvol
Vi

=
1

V

∑

i∈Nvol

ViS
α
i (6)

where V is the volume of the chosen averaging region, and
Nvol denotes the set of pore bodies within the chosen aver-
aging volume V . Macroscopic capillary pressure is defined
as the difference between volume-averaged phase pressures,
such that

Pc = pn − pw =

∑

i∈Nvol
ViS

n
i pi

∑

i∈Nvol
ViS

n
i

−
∑

i∈Nvol
ViS

w
i pi

∑

i∈Nvol
ViS

w
i

(7)

where pi corresponds to the pressure in pore body i. Notice
that while no local capillary pressure exists (by assumption
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in the model), a macroscopic capillary pressure is still well
defined based on the average phase pressures.

Average properties associated with interfaces require
somewhat more care in their definitions. Because no capil-
lary pressure is associated with individual pore bodies, the
shape (especially the curvature) of a particular interface
is not specified. The only information for active (non-
trapped) interfaces is that they reside in a specific pore
body. To assign a measure of interfacial area, an interface
within a filling pore body is assigned an area equal to the
cross-sectional area of the pore throat pointing in the main
direction of the flow (typically downwards in our simula-
tions). Those interfaces trapped at the entrance to pore
throats are assigned an area equal to the cross-sectional
area of the pore throat. Therefore, the specific interfacial
area, defined as the amount of interfacial area per unit
volume of porous medium, is defined as

awn =
1

V

(

∑

i∈Nvol

awn
i +

∑

j∈Mvol

awn
j

)

=
Awn

V
(8)

where Mvol denotes the set of pore throats that are con-
tained within the averaging volume V .

Because we are interested in measures of macroscopic
interfacial dynamics, we also wish to define a volume-
averaged measure of interfacial velocity. This is the most
difficult variable to define. Because the geometries of in-
terfaces that reside within pore bodies are not resolved in
detail within the pore body, their velocities need to be in-
ferred from other variables. We use fluxes into and out of
the pore body, changes in saturation within the pore body,
and lengths of travel associated with the pore body and
its connected pore throats to measure interfacial velocity.
Consider a fluid-fluid interface that is created by complete
filling of a given pore body. It first comes into contact with
the connected pore throat, and a capillary stability test
is performed. If the interface experiences sufficient capil-
lary pressure to drive it through the pore throat, it will
move through the throat with infinite velocity, then will
fill the connected pore body at some finite rate, given by
the subsequent computed changes in saturation for that
pore body. The infinite speed is a consequence of the sim-
plifying assumption that the pore throats are volumeless.
To define a finite speed that preserves proper global veloc-
ities, the pore filling associated with saturation changes is
extended in length to cover the combined pore body – pore
throat combination, and the ’locally averaged’ velocity for
a specific interface is defined as

‖vwn
i ‖ = li,j

∆Sn
i

∆t
(9)

where the double brackets signify magnitude of the inter-
face velocity vector, the length li,j denotes the length of
the pore throat through which the entering interface trav-
els plus the diameter of the pore body i, and ∆Sn

i denotes
the change in saturation over the time interval ∆t. The di-
rection assigned to the interfacial velocity vector is the av-
erage of the flow directions for the total inflow vector and

total outflow vector for pore body i. Finally, the volume-
averaged velocity vector is given by the sum of each inter-
facial velocity weighted by the area of the interface,

vwn =
1

Awn

∑

i∈Nvol

vwn
i awn

i (10)

Volume-averaged phase velocities may be defined anal-
ogously, with volumes replacing areas as the appropriate
weights, such that

vα =
1

V Sα

∑

i∈Nvol

vα
i ViS

α
i (11)

where vα
i is given by an equation similar to Equation (9),

with appropriate modification for the case of S = 1 or S =
0.

4. Equation testing and numerical results

In the following we use a three-dimensional pore net-
work to compute averaged interfacial and phase velocities.
We also compute other averaged variables, such as specific
interfacial area, to demonstrate certain behavior patterns
in the two-phase flow system. For the averaged quantities,
we sometimes use a single averaging volume, spanning the
entire network, and we sometimes use a ’sliding average’
that involves slices of the total network volume. The latter
averaging allows us to compute spatially varying averaged
quantities.

A diagnostic tool for characterizing dynamic effects is
the capillary number Ca. Following Lenormand et. al. [30],
Ca is defined by

Ca =
qµnw

Aσ
, (12)

where q is the total flow-rate and A is the cross-sectional
area of the network. Since the flow-rate q will vary through-
out a simulation, we have tabulated the minimum and max-
imum values for the capillary number Ca. In our simula-
tions,the values for Ca vary between 10−3 and 10−1, see
Table 1, which suggests that rate effects are important.

4.1. Experimental setup

All simulations are performed on a three-dimensional
network of size 10 × 10 × 50 pore bodies. When sliding av-
erages are calculated, the size of the slices are 10 × 10 × 10,
and the averages as calculated along the largest direction
(that is, the direction with 50 pore bodies, assumed to be
the vertical direction). Experiments on network sizes up to
25 × 25 × 100 have been performed. On a Linux-computer
with 256MB RAM and a Celeron processor running at 470
Mhz, it took about 23 seconds to run a simulation on a
10 × 10 × 50 network up to 50 time-steps, with a memory
requirement of 4MB. The numbers for the larger network
(25 × 25 × 100 nodes) were about 550 seconds and 43MB
respectively. (The memory usage was measured, not calcu-
lated.) Since it takes one time-step to drain a pore body, it

1064



follows that it takes less than 1/2 hour to drain the smaller
network, whereas the larger network takes on the order of
100 hours to drain completely. The simulations on these
networks showed the same qualitative behavior, and quan-
titative differences could mainly be attributed to the fact
that the pore radii are chosen randomly. Thus, we feel con-
fident that the chosen network size is appropriate for our
initial investigations.

Boundary and initial conditions are set up to correspond
to primary drainage. The top boundary is set to have a
pressure of 4000 Pa, and fixed saturation of Sw = 0, while
the bottom boundary is set with pressure of 0 Pa and sat-
uration Sw = 1. No-flow conditions are imposed along the
lateral sides of the domain. The initial condition is taken
as Sw = 1, with a uniform pressure of 2000 Pa. This ex-
ample is used to simulate the case where sufficiently large
nonwetting phase pressure is imposed at the top boundary
so that the network drains to residual saturation. We are
interested in the transient response of the system to this
pressure imposition. A range of pressure differences were
tested and as long as the pressure was high enough to drain
the network, the results were comparable. For example the
amount of interfacial area did not vary more than 20 %
among the different simulations.

We are interested in interfacial area dynamics for both
stable and unstable displacements. A key parameter to be
varied so that both stable and unstable displacements are
simulated is the viscosity ratio Mµ defined by

Mµ =
µnw

µw

, (13)

While we have performed simulations over a range of vis-
cosity values, we will use three representative values of vis-
cosities so that the viscosity ratio Mµ =10, 1, and 0.1. Ta-
ble 1 lists the viscosities, viscosity ratios, and the estimated
capillary numbers for the selected experiments. In all sim-
ulations, the fluids are assigned an interfacial tension of
0.072 [N/m], and the contact angle is set at zero. We ignore
density differences between the two fluids. The radii of the

Table 1
Dynamic parameters for selected experiments: Wetting and non-
wetting fluid viscosities ( [ Ns/m2 ]), viscosity ratios, total flows ( [
m/s ]), and capillary numbers.

Set µw µnw Mµ qmin qmax Camin Camax

1 0.001 0.010 10.0 1 · 10−2 5 · 10−2 4 · 10−2 2 · 10−1

2 0.001 0.001 1.0 1 · 10−2 15 · 10−2 4 · 10−3 6 · 10−2

3 0.001 0.0001 0.1 5 · 10−2 20 · 10−2 2 · 10−3 8 · 10−3

pore bodies and pore throats are generated using a cut-off
log-normal distribution:

f(r; σnd) =

√
2 exp

[

− 1

2

(

ln
r

r
ch

σnd

)2
]

√

πσ2

nd r

[

erf

(

ln
rmax

r
ch√

2σ2

nd

)

− erf

(

ln
rmin

r
ch√

2σ2

nd

)] .

The same standard deviation (σnd) is used for both the
pore bodies and the pore throats, but different means (rch)
and upper (rmax) and lower (rmin) cut-off values are used,
see Table 2.

Table 2
Distribution parameters for pore and throat radius.

Standard deviation (σnd) 0.25

Distance between pore body centers (dx/dy/dz) 6.0 · 10−3 [ m ]

Pore body mean (rch) 1.2 · 10−3 [ m ]

Pore body lower cut-off (rmin) 0.6 · 10−3 [ m ]

Pore body upper cut-off (rmax) 1.8 · 10−3 [ m ]

Pore throat mean (rch) 4.0 · 10−4 [ m ]

Pore throat lower cut-off (rmin) 2.0 · 10−4 [ m ]

Pore throat upper cut-off (rmax) 6.0 · 10−4 [ m ]

Estimated pore volume 4.0 · 10−5 [ m3 ]

Estimated cross-sectional area 2.6 · 10−5 [ m2 ]

4.2. Validation of network model

One of the objectives of this work is to use a computa-
tional pore-scale network model to investigate measures of
average velocity of interfacial areas, and to compare those
to analogous measures of average phase velocities. To our
knowledge there are no experimental systems which gives
data on average velocity of interfaces, although Magnetic
Resonance Imaging (MRI) may potentially be used to give
such data, see for example Johns and Gladden [31] for re-
sults in this direction. However, over the last decade several
groups have provided data on interfacial areas, in particu-
lar related to research on NAPL, see for example [5,10,11,6]
We have chosen to use experimental results obtained by
Schaefer et.al. [6], as a validation experiment for our net-
work code. In one of their experiments, a uniformly packed
sand of cross-sectional area 5.1 cm2 was initially completely
water saturated. The porosity was estimated to be 42%,
and the mean sand particle diameter was 0.335 mm. Ap-
proximately 20 ml of decane was then placed on top of the
column, and the water was allowed to drain from the bot-
tom. The surface tension was given to be 9 mN/m, and
the viscosity of decane is approximately 0.93 10−3 Ns/m2

at 300 K. In their their experiment, Schaefer et al [6] then
measured the interfacial areas at different saturations.

From the data given in [6] a representation of the pore-
space geometry was computed based on the monodisperse
sphere packing model in [18]. Parameters for the distribu-
tion functions used in simulations are given in Table 3 lead-
ing to a porosity of approximately 35%. With these data
we were able to give a fairly good fit to the experimental
data in [6], as shown in Figure 1. By varying the mean pore
throat radius about the estimate obtained from the sphere-
pack model, we observed that the slope of the linear fits to
the saturation-interfacial area curves varied like the inverse
of the mean pore-throat radius. We also checked the sen-
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sitivity with respect to the viscosity ratio, and found that
the slopes of the linear fits changed by less than 10% when
varying Mµ from 0.91 to 2, with Mµ = 0.91 being the fit
shown in Figure 1. A pressure drop of 800 Pa was used to
drain the computational network model. Because no para-
meter adjustment was used, other than direct estimation
of the pore size parameters (based on the sphere packing
model), our model appears to give a reasonable description
of the generation and transport of interfacial areas.

4.3. Calculation of Local and Averaged Quantities

Numerical solution of the network equations provides
values for fluid pressures and associated saturations in each
pore body, for each time step. From these values, and the
geometry of both the network and the chosen averaging vol-
umes, we compute averaged quantities as post-processing
calculations. Because we have information about location
and state of all fluid-fluid interfaces, we can distinguish
between trapped and moving interfaces. Therefore, when
defining averaged quantities, we may choose to distinguish
between averages that include all interfaces, and averages
that only involve active interfaces. As the default, we in-
clude all interfaces in the calculations, consistent with def-
initions such as that given in Equation (8). However, there
are times when it may be useful to isolate only those in-
terfaces that are moving. When averages are taken over
active interfaces only, then we focus the calculations on
pore bodies only, and we neglect pore throats, including
pore throat volumes. The reason is that interfaces that are
trapped will reside at the entrance to pore throats, so for
consistency between interfacial discrimination and volume
calculations, we decided to eliminate pore throat volumes
and areas when we ignore trapped interfaces.

4.4. Stable displacement

Several simulations were run with viscosity rations
greater than one. To illustrate the case of stable displace-
ment, a viscosity ratio of 10 is used, with the boundary
and initial conditions presented above. Network occupancy
of fluids is shown in Figure 2(a), for an intermediate time
corresponding to movement through the upper portion of
the network. A flat, piston-like front can be seen moving
through the network. Very little wetting fluid is left be-
hind, with virtually all trapped wetting fluid existing as
trapped singlets in pore throats. In Figure 2(b), average
saturation, based on the sliding average concept given by
Equation (6), is plotted as a function of depth. Since the
dimension of the slices are 10 × 10 × 10 nodes, the length
scale of these averages are 10 ×dz. Here, dz is the distance
between pore body centers in the main flow direction
given in Table 2. The macroscopic frontal behavior of the
displacement is clear in this figure.

Average phase and interfaces velocities may be calculated
for this case. In Figure 3, the average interfacial velocity

is compared to the average phase velocities. Two different
interfacial velocities are calculated, one that includes all
interfaces and one that includes only active (that is, non-
trapped) interfaces. We see that the curves are similar, al-
though the interface velocity which include trapped inter-
faces is significantly less than the interface velocity calcu-
lated from active interfaces, as we would expect.
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Fig. 1. Amount of interfacial area for sand column experiment,see
[6], and network model.

4.5. Unstable displacement

To illustrate the model behavior in the case of unstable
displacements, we use a viscosity ratio of 0.1, with the same
boundary and initial conditions described above. In this
case, we expect a much more irregular front, with possible
viscous fingering, and this is essentially what we observe. In
Figure 4(a), an irregular and fingered pattern is clear from
the fluid occupancy plot of the network. The associated slid-
ing average plot of average saturation as a function of depth
(Figure 4(b)) shows a much more dispersed saturation dis-
tribution. Now when the average velocities are calculated,
there is a very large disparity between average interfacial
velocities and average phase velocities as shown in Figure
5. Furthermore, observe that the difference between the av-
erage interface velocity which includes trapped interfaces
and interface velocity computed from active interfaces, is
much larger than in the stable case (Figure 5(a)). We also
see that the velocity of the nonwetting phase is very large
compared to the wetting phase (Figure 5(a)). Both these
effects are due to fingers of nonwetting fluid that rapidly
penetrate the network.

To illustrate some additional difference between the sta-
ble and unstable displacements, we have plotted amount of
interfacial area as a function of saturation for the viscos-
ity ratios of 10, 1, and 0.1. Figure 6(a) shows the amount
of trapped interfacial area as a function of saturation, with
the most irregular fronts (viscosity ratio of 0.1) produc-
ing the largest amount of trapped interfacial area, and the
most stable flat front (viscosity ratio of 10) producing the
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Fig. 2. Stable displacement – Mµ = 10.0. Snapshot of the saturation front.
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Fig. 3. Stable displacement – Mµ = 10.0. Average interfacial velocity
(a) and phase velocities (b). The averaging is over the entire network
for each saturation.

least amount of trapping. The clear trend is for increasing
amounts of trapped interfacial area with decreasing viscos-
ity ratio. This is a well known effect and to be expected
from physical considerations.

In Figure 6(b), the amount of active interfacial area is
plotted as a function of saturation, again for the three dif-
ferent viscosity ratios. Here we see a more complex rela-
tionship, but the unstable displacements clearly produce
the largest amount of active interfacial area, but also pro-
duces the highest residual wetting phase saturation. The
trend moves consistently to lower amounts of active inter-
facial area, and lower residual saturations, as viscosity ratio
increases.

4.6. Comparison to a Theoretical Conjecture

One part of the recent theoretical work associated with
Gray and Hassanizadeh has been an attempt to parame-
terize average interfacial velocity as a function of aver-
age phase velocities. One such attempt has been reported
by Nordhaug et al. [32], who proposed the following re-
lationship between volume-averaged interface velocity and
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Fig. 5. Unstable displacement – Mµ = 0.1. Average interfacial ve-
locity (a) and phase velocities (b). The averaging is over the entire
network for each saturation.

volume-averaged phase velocities:

(Rw
wn + Rn

wn) · vwn = Rw
wn · vw + Rn

wnv
n (14)

In this equation, the coefficients Rα
wn represent resistances

to flow, and could be functions of phase saturation(s) or
other variables. The general idea of the equation is that the
interfacial velocity should be a weighted sum of the phase
velocities. In the Appendix it is shown that under specific
assumptions, Equation (14) can be reduced to the simple
form

vwn =
Snvw + MµSwvn

Sn + MµSw
, (15)

where Mµ is the viscosity ratio.
While the resistance coefficients may be unknown, the

general concept can be tested via a network model. In fact,
because many of these variables cannot be measured ex-
perimentally at this time, the only tool available to test
these proposed new equations is network simulations. To do
this, we return to the computed velocities and compare cal-
culated average interfacial velocities to those predicted by
Equation (15). For the case of one-dimensional stable dis-
placement reported earlier, the results in Figure 7(a) show
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Fig. 4. Unstable displacement – Mµ = 0.1. Snapshot of the saturation front.
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that the average interfacial velocity is consistently below
the predicted values based on the average phase velocities
(Equation (15)). A relatively poor prediction is also seen in
the sliding averages shown in Figure 7(b). However, if we
exclude the trapped interfaces, and only use active inter-
faces in the calculations, we find that the theory matches
the numerical values quite well, see Figure 8. This is be-
cause elimination of trapped interfaces leaves only pores
that are actively filling, and the macroscopically flat front
means that interfaces are constrained to move with the
same velocity of the invading and defending fluids, just as
would happen in a single tube or pipe. So viscous stability,
which produces a flat front macroscopically, leads to active
interface velocities that are essentially identical to the two
phase velocities, which themselves are equal. In this case,
the theoretical equation appears to hold. However, inclu-
sion of all interfaces leads to disparity between the values,
due to the presence of trapped interfaces.

For the unstable case, we see consistently poorer predic-
tions using the derived Equation (15). If the trapped inter-
faces are included in the calculation of the average inter-
face velocity, Equation (15) completely fail to match the
interfacial and the phase velocities as shown in Figure 9. A

Table 3
Distribution parameters for pore and throat radius in the validation

experiment.

Standard deviation 0.10

Distance between pore body centers (dx/dy/dz) 1.5 · 10−4 [ m ]

Pore body mean - test 1 5.0 · 10−5 [ m ]

Pore body mean - test 2 5.5 · 10−5 [ m ]

Pore body mean - test 3 6.0 · 10−5 [ m ]

Pore body lower cut-off 2.5 · 10−5 [ m ]

Pore body upper cut-off 7.5 · 10−5 [ m ]

Pore throat mean 4.0 · 10−5 [ m ]

Pore throat lower cut-off 2.0 · 10−5 [ m ]

Pore throat upper cut-off 6.0 · 10−5 [ m ]

Estimated pore volume - test 1 2.7 · 10−9 [ m3 ]

Estimated cross-sectional area - test 1 3.4 · 10−9 [ m2 ]

Estimated pore volume - test 2 3.6 · 10−9 [ m3 ]

Estimated cross-sectional area - test 2 2.7 · 10−9 [ m2 ]

Estimated pore volume - test 3 4.6 · 10−9 [ m3 ]

Estimated cross-sectional area - test 3 2.1 · 10−9 [ m2 ]

somewhat better match is obtained if only active interfaces
are included in the interface velocity, see Figure 10.

We previously observed significant differences between
interfacial and phase velocities, and these differences clearly
result in the poor match between the interfacial velocities
predicted by Equation (15) and those calculated in the net-
work model. In the unstable case, local horizontal flows are
more prevalent than in the stable case, due to the highly
irregular shape of the invading front. However, the dom-
inant flow direction remains the vertical. This essentially
one-dimensional nature of the system is not sufficient to
produce good matches between the theory and the calcu-
lations.

Overall, the proposed equation to relate average interfa-
cial velocity to average phase velocities fails to capture this
complex dynamics of interfacial movement. At present it
seems like a more appropriate equation remains to be de-
termined, perhaps by better exploiting the freedom in the
choice of functional forms suggested in the Appendix.

5. Discussion

The dynamic network model presented herein uses a rel-
atively simple algorithm at the pore scale to calculate phase
and interface dynamics at the averaged, or porous-medium-
continuum, scale. This model provides a systematic algo-
rithm for calculation of new variables associated with fluid-
fluid interfaces and their dynamics. Specifically, we cal-
culate average interfacial areas as well as average interfa-
cial velocities and examine their behavior under dynamic
drainage for both stable and unstable displacements. While
average interfacial velocities have not, to our knowledge,
been measured in physical experiments, specific interfacial
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Fig. 7. Stable displacement – Mµ = 10.0. Comparison of interface
velocity in the network model and computed using phase velocities
for one REV (a) and sliding REVs (b).

areas have been estimated in laboratory experiments. We
use one reported measurement of interfacial area to test
our model and find the predictions of interfacial area as a
function of saturation to be very good over the entire range
of measured saturations. While we recognize the lack of
corner or wedge flows in our model, the good match to ex-
perimental data, with essentially no parameter fitting, pro-
vides confidence that this simple dynamic model captures
essential physics in the system.

If macroscopic measures of interfacial area are to be in-
cluded in the governing equations for porous media flows,
as suggested by recent theoretical work [1–3], then govern-
ing equations for the dynamic evolution of interfacial area
will need to be written. In these equations, variables like
macroscopic interfacial velocity arise, and systematic quan-
tification of these variables will be necessary. We provide
herein the first computations, to our knowledge, of interfa-
cial velocity, and provide initial evaluations of its behavior
as a function of system dynamics. We also test a simple
theoretical conjecture that relates macroscopic interfacial
velocities to average phase velocities, and find that the pro-
posed expression fails to capture the complexities of inter-

0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

V
el

oc
ity

 [m
/s

]

Saturation

Network model
Theory

(a)

0 0.02 0.04 0.06
0

0.1

0.2

0.3

0.4

Velocity [m/s]

P
os

iti
on

 [m
]

Network model
Theory

(b)

Fig. 8. Stable displacement – Mµ = 10.0. Comparison of interface
velocity in the network model and computed using phase velocities
for one REV (a) and sliding REVs (b). Throat volume and trapped
interfaces are not accounted for.
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Fig. 9. Unstable displacement – Mµ = 0.1. Comparison of interface
velocity in the network model and computed using phase velocities
for one REV (a) and sliding REVs (b).

facial dynamics. Additional theoretical development and
analysis will be necessary to develop appropriate constitu-
tive relationships involving fluid-fluid interfacial area and
its dynamic evolution.

Overall we believe our model captures many of the es-
sential features of two-phase flow in porous media. We
also recognize that additional features should be included
to make the systems more realistic. These include non-
circular cross-sections for pore elements, so that corner and
wedge flows may occur for the wetting phase. More complex
shapes along the axial direction may also included, such
as converging-diverging pore throats. Finally, inclusion of
non-zero pore-throat volumes, with finite interfacial resi-
dence times in the pore throats, would also provide more
realistic simulations. We are currently implementing these
model enhancements. However, even with these enhance-
ments, we expect to continue to use the general framework
presented herein to calculate average interfacial velocities,
and to use these velocities to examine new constitutive re-
lationships and test new theories for multi-phase flow.
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Fig. 10. Unstable displacement – Mµ = 0.1. Comparison of interface
velocity in the network model and computed using phase velocities
for one REV (a) and sliding REVs (b). Throat volume and trapped
interfaces are not accounted for.
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Appendix: Derivation of resistance terms Rα

wn

To illustrate the complexities introduced by interfacial
area terms, a short derivation of Equation (15) is given
here, showing the crude assumptions that are made. In
[32] a complete model for two phase flow including inter-
facial area was presented. The governing equations include
Equation (14) which represents momentum balance equa-
tions for a massless interface. In addition, we have mass-
transport equation for phase α:

∂(εαρα)

∂t
+ εαρα∇ · vα = 0, (16)

a generalized Darcy’s law for phase α:

−εα∇pα + εαραg = (Rα
wn + Rα

αs) · vα −Rα
wn · vwn, (17)

and a transport equation for interfacial area written as:

∂awn

∂t
+ ∇ · (Gwnawnvwn) = Fwn. (18)

Here ǫα = φSα is the volume fraction of phase α with
φ being the porosity, ρα is the density of phase α, g is
the gravity, Gwn is a geometric tensor and Fwn refers to
a general production term for interfacial area. In [32] the
resistance terms Rα

wn and Rα
αs in Equation (14) and (17)

were assumed to take the form:

Rα
wn = µαgα

wn(awn)hα
wn(Sα)K−1εα 2

,

Rα
ws = µαgα

αs(a
ws)k−1

rα (Sα)K−1εα 2

,
(19)

where K and krα are respectively the absolute and relative
permeabilities. These functional forms are chosen so that
Equation (17) reduces to the usual Darcy law when effects
of interfacial areas are neglected. It is also assumed that
the dependencies on saturations and interfacial areas can
be separated and the g- and h-functions must must be non-

dimensional and positive. The volume fraction terms, εα 2

,
are required to be able to go from average phase velocities
to Darcy velocities.

When effects of interfacial area are negligible we should
have that gα

αs = 1 and Rα
wn = 0. Furthermore, in the limit

that only one phase is present, say Sα = 1, and the other
phase vanish, say Sβ = 0, we should have:

krα = 1, krβ = 0,
awn

as
= 0,

aαs

as
= 1, and

aβs

as
= 0.

In this case, since the interfacial area awn is zero, the re-
sistance due to fluid-fluid interfaces Rα

wn is also zero, and
Equation (17) becomes

−εα∇pα + εαραg = Rα
ws · vα,

with

Rα
ws = µαK−1εα 2

,

Hence, we get that

gα
wn(0)hα

wn(1) = 0 and gα
αs(as) = 1. (20)

The constraints obtained from the above considerations are
far from sufficient to specify the resistance terms. In par-
ticular they give no information on the the tensor form of
Rα

wn, which is conveniently assumed to be similar to Rα
αs.

One simple set of functions that satisfies the constraints
imposed above are:

gα
wn(awn) =

awn

as
, hα

wn(Sα) = (1 − Sα)p

gα
ws(a

ws) = 1, krα(Sα) = (Sα)2.
(21)

If we assume that K is the identity matrix and substitute
(19) and (21) into Equation (14), we obtain

vwn =
(Sn)p−2vw + Mµ(Sw)p−2vn

(Sn)p−2 + Mµ(Sw)p−2
. (22)

Since the interface velocity should be close to the non-
wetting phase velocity when drainage starts and close to
the wetting phase velocity when close to residual satura-
tion, we have to chose p > 2. With p = 3 we obtain Equa-
tion (15).
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