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Abstract

The high heritability and recurrence rates observed for several complex diseases justify the search for genetic risk factors. However, despite decades of intense and extensive research, the underlying genetic basis of most complex traits has not been fully deciphered. This unexplained genetic etiology underscores the need to examine etiologic disease mechanisms other than simple genetic effects alone, such as the effect of maternal genes or the effect of parental origin. Additionally, since genome-wide association studies (GWAS) are commonly underpowered due to the large number of single-nucleotide polymorphisms being tested, poorly designed and inadequately powered studies that are unable to capture most of the genetic variants underlying a trait might also contribute to the unexplained genetic etiology.

Family-based study designs have been introduced specifically for studies of genetic risk factors. The main study unit is the case-parent triad design, which involves genotyping cases (affected offspring) and both their biological parents. However, a variety of other child-parent configurations and population-based study designs are also amenable to genetic association studies, including (but not limited to) cases in combination with unrelated controls, case-mother dyads, and case-parent triads in combination with unrelated controls or control-parent triads. Large clinical and population-based biobanks and national health registries have created unique opportunities for genetic, epidemiological, and clinical research worldwide. Nonetheless, there is currently a lack of flexible models that accommodate family structure in data. Models that incorporate non-standard genetic effects, such as maternal effects and parent-of-origin effects, are warranted. Moreover, joint models that integrate genetic, environmental, and epigenetic risk factors are needed to elucidate their combined effect on disease.

This thesis focuses on models for analyzing GWAS data for binary disease traits as well as methods for maximizing the statistical power of such studies, allowing for a broad range of child-parent configurations in the calculations. Using maximum likelihood estimation in a log-linear model, we developed new methodology to detect parent-of-origin-environment interactions, a possible mechanism contributing to disease susceptibility that has not yet been sufficiently explored. The approach has been implemented in our R package Haplin. In the Haplin framework, we also developed an extensive setup for power and sample size calculations, both through
analytic approximations and Monte Carlo simulations, which is essential not only in study planning but also in understanding and interpreting statistical findings. Within the power calculation module, we also implemented a relative efficiency calculator. Relative efficiency measures allow a more informative and general design comparison than straightforward and standard power analyses. We aimed to optimize the study design in genetic association studies given the constraints of available resources, i.e., maximize the statistical power using the least sample collection and genotyping cost.
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1 Background

The high heritability and recurrence rates observed for many complex traits and disorders justify the search for genetic risk factors. Genome-wide association studies (GWAS) scan single-nucleotide polymorphisms (SNPs) across the genome to identify genetic variants that are more common in individuals with a particular trait than in those without this trait. GWAS have identified hundreds of genetic variants associated with complex traits and diseases and improved our understanding of their genetic architecture [1–3]. Still, despite decades of genetic research, the causes of many complex traits and diseases remain largely unknown. An example is oral clefts, in which the genetic variants identified thus far explain only a small fraction of the observed familial clustering and assumed genetic variance [4–7]. This unexplained genetic etiology highlights the need to investigate etiologic disease mechanisms beyond simple genetic effects alone, such as the effect of maternal genes, parent-of-origin (PoO) effects, and interactions between genetic effects and environmental exposures. Furthermore, the large number of SNPs being tested in a GWAS may result in a high number of false negative association findings [8], and a larger proportion of disease heritability and phenotypic variation might be identified with increased statistical power.

Familiar epidemiological designs such as population-based case-control or cohort designs can be used to search for genetic risk factors [9, 10]. However, specific to genetic association studies is the use of family-based designs, in which cases (affected offspring) and their biological parents are genotyped [11, 12]. The family-based designs represent a challenge to the available statistical and computational methods, and proper models that account for family structure in data are needed.

This thesis includes three papers, all of which involve methods for analyzing GWAS data or maximizing the scientific gain of such studies, allowing for the inclusion of family-based designs. In Paper I [13], we developed methods for analyzing parent-of-origin-environment interactions (PoOxE), a yet unexplored but plausible cause of complex diseases. There is a lack of software for genetic power calculations accommodating family structure in data, complicating the interpretation of genetic association findings. A comprehensive framework for power calculations was developed in Paper II [14]. The statistical power may be increased through careful deliberation of possible study designs. In Paper III [15], we aimed to compare
and optimize study designs for genetic association studies by assessing the relative efficiency of alternative designs.

This background will give an introduction to genetic association studies and GWAS in particular, followed by definitions of genetic effects and etiological scenarios. Family-based study designs relevant to this thesis will be described. I will then define the concept of statistical power and emphasize why its consideration is essential in the design of efficient genetic association analyses and in the interpretation of statistical results. Furthermore, a brief introduction to some of the basic statistical tests that first incorporated family-based study designs into their analyses will be given. Lastly, I will present our R package Haplin, a statistical software for genetic association analysis of binary disease traits [16, 17]. Haplin forms the basis for this thesis and is the framework in which our new methods and software developments have been implemented.

1.1 Genetic markers and single-nucleotide polymorphisms

A genetic marker can be described as a variation of a gene or a deoxyribonucleic acid (DNA) sequence at a locus, i.e., a known position on the chromosome, that can be used to identify individuals or populations, or to study associations between genes and a disease known or believed to have a genetic background. In the human genome, SNPs are the most abundant form of variation, in which an appreciable frequency (e.g., more than 1%) of individuals in the population differ by a single nucleotide (adenine (A), cytosine (C), guanine (G) or thymine (T)) in a segment of the DNA [10, 18]. For example, at a locus, most individuals might have the sequence CCT, whereas some might have the sequence CAT instead. Since there is a possibility of either having the alternative C or A, the second position is considered a SNP (see Figure 1). Each of two or more variants of a gene at a locus is termed an allele [19]. In humans, almost all SNPs are diallelic [18], meaning that only two alternatives of the nucleotide can occur. Thus, C and A are the possible alleles for the diallelic SNP in this example. The less common allele is termed the minor allele, and the proportion (i.e., relative frequency) at which it occurs in a given population is termed the minor allele frequency (MAF) [19]. SNPs occur very frequently in the human genome and thus provide a dense marker spacing. They are therefore commonly used as genetic markers to unravel the genetic basis of inherited diseases.
Figure 1: Illustration of a SNP. The two DNA molecules are different at a single base-pair location, where the upper DNA molecule has a C nucleotide and the lower has an A. SNP model by David Eccles (Gringer) [20]

Note, however, that several other types of genetic variation exist. For example, structural variants, including copy-number variants, translocations, or inversions of relatively large DNA segments, have been implicated for a number of diseases [2].

All individuals have two copies of each gene; one copy inherited from the mother and the other inherited from the father. Hence, for a SNP with alleles C and A, three genotypes are possible: CC, CA, and AA. In the simplest form of a genetic association analysis, the three genotypes can be used as exposure categories to investigate associations between genes and an inherited disease.

1.2 Mendelian and complex traits

Mendelian (monogenetic) traits are diseases or phenotypes caused by variation in a single gene, and the mode of inheritance can be dominant or recessive, autosomal, or linked to the X chromosome [21]. The alleles causing Mendelian traits are typically rare and highly penetrant, i.e., most individuals carrying the particular genetic variant also exhibit the associated disease (Figure 2). Mendelian traits are often
recognized by their typical patterns of inheritance within families. Genetic linkage analysis, i.e., pedigree analysis of large families with multiple affected individuals, has therefore been successful in mapping the genetic basis of several Mendelian traits, such as Huntington’s disease and cystic fibrosis [22, 23]. Two genetic loci on the same chromosome are linked if they are located near each other and thus tend to segregate together more often than what would be expected under independent inheritance. Hence, genetic linkage analysis quantifies the co-segregation of a marker locus and a trait locus among related subjects by studying within-family differences between markers and the trait in question [24].

Most traits are, however, not caused by variation in a single gene but have an architecture that is much more involved. Complex (multifactorial) traits are defined by the cumulative effect of multiple genes and possible interactions with environmental exposures and epigenetic factors [25, 26]. Examples of complex diseases are oral clefts, type 2 diabetes, Alzheimer’s disease, and schizophrenia. A linkage analysis has low power to detect genes of moderate effect [27, 28]. Thus, although many complex traits are known to cluster in families, linkage studies have had limited success in mapping the multifactorial architecture underlying complex diseases.

1.3 Genetic association studies for complex traits

Genetic association studies are commonly used to identify SNPs (or other genetic variants) associated with complex traits. A marker allele is associated with a trait if the allele frequency is significantly higher or lower among affected individuals compared to what is expected from the general population (Figure 3) [24]. The candidate-gene approach to genetic association studies focuses on prespecified genes, based on a priori knowledge of its biological or statistical significance for the trait in question. However, the a priori knowledge is often limited, and candidate-gene studies have suffered from poor replication rates among reported significant associations [30–32]. In contrast, a GWAS scans the entire genome in thousands of individuals. Commonly used SNP arrays contain hundreds of thousands of SNPs [3], and a GWAS is therefore characterized as being a hypothesis-free approach. Nevertheless, the variants detected by a GWAS are mainly common alleles with low to moderate penetrance, i.e., only a small proportion of individuals with a given genotype exhibit its phenotypic effect (Figure 2). Typically, the identified alleles contribute to the
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Figure 2: Correlation between allele frequency, penetrance and disease susceptibility. An important aim of genetic research is to identify associations with the characteristics shown within the two diagonal lines. Most genetic variants identified by GWAS have low to moderate effect size and are relatively common in the population, as shown by the blue circle. Adapted from McCarthy et al. [29]
inherited component of complex diseases but cannot, even when combined, fully explain the total disease susceptibility [1, 29]. Low-frequency alleles with intermediate penetrance might explain more of the heritability, but increased sample sizes are needed to identify these variants through a GWAS [1, 33].

Genetic association methods are the main focus of this thesis and include both candidate-gene and genome-wide association analyses. The basic statistical analyses are the same for both approaches, i.e., each SNP is analyzed in the same manner regardless of being a candidate SNP or part of a genome-wide scan. The main statistical difference is, however, in post-processing and interpretation of results, especially due to multiple testing issues induced by a GWAS approach. Note that an association does not imply that the marker allele itself is the disease-causing allele. It is more likely that an allelic association is due to linkage disequilibrium (LD), a non-random association between alleles at different loci on a chromosome in a natural breeding population, occurring, for example, when the marker allele and the actual disease-causing allele are so close that they are transmitted together more often than would be expected by chance [18, 24]. Alternative explanations could also be spurious associations caused by population stratification or simply a Type I error (false positive) [24]. These concepts will be elaborated in later sections (1.6 and 1.7).

1.4 The complexity of isolated oral clefts

Oral clefts are the most common craniofacial birth defect, with a prevalence of 1 in 700 livebirths worldwide [34]. Oral clefts are broadly categorized as to whether they affect the lip only (CLO), the palate only (CPO), or both lip and palate (CLP). Although debated, CLO and CLP have traditionally been analyzed combined, forming the single group of cleft lip with or without cleft palate (CL/P) [35]. While oral clefts are frequently seen in association with other anomalies or as part of recognized syndromes, the isolated form, i.e., non-syndromic and occurring without other congenital defects, constitutes approximately 70% of CL/P cases and 55% of CPO cases [36, 37]. Among first degree relatives, Sivertsen et al. [4] reported relative recurrence risks of 32 for isolated CL/P and 56 for isolated CPO, suggesting a stronger genetic component for CPO than for CL/P. The major role for genes is also supported by twin studies, where heritability estimates as high as 91% for isolated CL/P and
90% for isolated CPO have been reported, with correspondingly small environmental factors (9% for isolated CL/P and 10% for isolated CPO) [6, 7]. Although the environmental contribution is likely to be smaller than the genetic component, the prevalence of oral clefts varies by ethnicity, geography, lifestyle, and environmental exposures [37, 38]. Thus, we cannot exclude the role of environmental risk factors and their possible interactions with genes. Moreover, because CL/P is more prevalent in males and CPO is more prevalent in females [37], it is reasonable to believe that also X-linked genes may contribute to the overall complexity of oral clefts.

1.5 Genetic effects and etiologic scenarios

To better understand disease biology, statistical methodologies that can differentiate between various casual models and disease mechanisms are needed. I will here introduce the genetic effects investigated throughout this thesis. The parameterization of penetrances is explained in Section 3.1.
1.5.1 Child effects

In the study of genetic effects, a relevant question relates to whether a variant allele inherited from one or both parents increases or decreases the risk of a disease, i.e., whether the genotype of an individual directly affects disease risk. This effect can be estimated from a case-control design, and terminology such as a “case genotype effect” has been used to describe this genetic effect in the literature [39]. However, the effect can also be fitted from the offspring in a case-parent triad. I will therefore refer to this as a “child effect” throughout this thesis, even though it is important to note that the offspring may be of any age, depending on the disease under study. In the study of pregnancy complications or birth defects (e.g., preeclampsia or isolated oral clefts), a child effect is sometimes referred to as a “fetal effect” [16, 40, 41]. This term was used in Paper I due to the application of new methodology to CPO data. In Paper III, we used the term “regular autosomal effect” to emphasize that the effect can also be estimated for late-onset diseases. Different modes of inheritance are possible for child effects, such as dominant, recessive, or multiplicative (log-additive) [42], as further described in Section 3.1. Although most association analyses have primarily targeted autosomal markers, the effect of offspring genes can also be linked to the X chromosome (Section 1.5.5). The terminology is somewhat confusing and ambiguous. However, the definition of child effects relates to the parameterization of penetrances, as described in Section 3.1.

1.5.2 Parent-of-origin effects

A PoO effect occurs if the phenotypic effect of a variant allele carried by an individual depends on its parent of origin. Hypothetically, an allele might be protective when derived from the mother but harmful when derived from the father. Because the effect of an allele in the child is modified by its parental origin, a PoO effect can be interpreted as a statistical interaction. This is in contrast to analyses of child effects, in which the two alleles in the child are considered to be functionally equivalent, i.e., the effect of a variant allele is assumed to be independent of whether it is inherited from the mother or the father. A PoO effect can be indicative of genomic imprinting, an epigenetic phenomenon where a variant allele carried by the child is expressed when inherited from one parent and silenced when inherited from the other [43–45]. Genomic imprinting may occur as an effect of different levels of DNA methylation (see Section 1.5.6) depending on parental origin, and it thus represents an exception to the classical Mendelian inheritance [46]. PoO effects have been
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implicated in numerous complex traits, e.g., attention deficit hyperactivity disorder [47] and type 2 diabetes [48, 49], suggesting that imprinted loci may explain parts of the phenotypic variation and disease heritability. However, few of these results have been validated by replication, and the impact of parent of origin has largely been overlooked [26, 48]. Studies of PoO effects are often insufficiently powered due to small sample sizes, and information on parental genotypes is not always available in data. Further research and better models to fit PoO effects are therefore requested [26].

1.5.3 Maternal effects

A maternal genetic effect occurs if a variant allele carried by the mother increases or decreases the risk of disease in her child, regardless of whether the allele is passed to her child [50]. This is distinct from our definitions of child and PoO effects, where we measure the effect of alleles carried by individuals themselves and not their mothers. The effect of maternal alleles may operate via mechanisms in the intrauterine environment, influencing the development of the fetus directly [51]. Maternal effects may therefore be particularly relevant for pregnancy conditions such as preeclampsia or birth defects that originate in fetal life [52]. However, conditions that depend on fetal development have also been associated with health outcomes throughout life [53, 54]. In recent years, the effect of maternal alleles has been estimated and discussed in a broader context too, and its relevance has been demonstrated even for an individual’s educational attainment [55]. A maternal effect might be statistically confounded with a child or a PoO effect due to shared alleles between the mother and her child [39, 56]. Moreover, interaction effects might occur due to a maternal-fetal genotype incompatibility [57]. These underlying genetic mechanisms have different biological interpretations, and distinguishing between child, PoO, and maternal effects, as well as possible interactions, is important in advancing our understanding of the genetic architecture of complex traits [56, 57].

1.5.4 Gene-environment interactions

A genetic effect can be modified by an exposure or stratification variable such as an environmental risk factor, study site, and ethnicity. For example, maternal periconceptional vitamin use has been found to modify the association between SNPs and isolated CL/P [58]. This is referred to as a gene-environment interaction (GxE), and the genetic effect involved might be a child, a PoO, or a maternal effect. In the
literature, the genetic effect most frequently referred to is a child effect. However, since epigenetic changes (e.g., DNA methylation, Section 1.5.6) can be modified by environmental factors, a search for interactions between PoO and environmental risk factors (PoOxEx) might be particularly relevant [26]. We will use the abbreviation GxE without specific referral to the genetic effect in question, whereas PoOxEx indicates that PoO is the genetic effect under scrutiny. A specific search for PoOxEx has been the primary focus in several of our latest papers [59–61], and the methodology was developed in Paper I. The identification of GxE effects may not only improve our insights into the etiology of complex diseases but may also provide new opportunities to intervene on environmental risk factors alone, especially in population subgroups known to be genetically more susceptible to these exposure effects [60].

1.5.5 Effects of X-linked markers
Genes located on the X chromosome have distinctive patterns of inheritance since they are present in unequal numbers in males and females. A mother transmits one X chromosome to all of her children, whereas a father transmits his X chromosome to his daughters and his Y chromosome to his sons. The expression of X-linked markers is complex, and epigenetic processes such as DNA methylation (Section 1.5.6) may influence the dose effect in females. An example is X-inactivation, in which one of the two X chromosomes in females is silenced to ensure dosage compensation between the two sexes [62]. GWAS have mostly targeted autosomal markers, and analyses on the X-chromosome are underrepresented in the literature. This may be partly because most of the statistical methodology and software applied in genetic association studies were originally designed for the analysis of autosomal markers. However, since genetic variants on the X chromosome have been associated with several complex traits and diseases, methods and tools that accommodate the specific inheritance pattern of X-linked markers have been developed [63–67]. A search for genetic effects on the X chromosome is particularly relevant when a disease displays sex-specific differences in prevalence [67], as is seen for CL/P and CPO, systemic lupus erythematosus, and Sjögren’s syndrome [37, 68]. Although most research on the X chromosome has been focusing on child effects, PoO and maternal effects may also be X-linked [69].
1.5.6 DNA methylation

DNA methylation is an epigenetic process where methyl groups are added to cytosine nucleotides, most commonly within cytosine-phosphate-guanine (CpG) dinucleotide motifs [61]. Although DNA methylation does not alter the underlying DNA sequence, it may still influence gene expression and manifest itself through various genetic effects such as PoO and X-inactivation. The methylation state is influenced by both environmental exposures and the DNA code itself. Nevertheless, the mechanisms through which gene-expression levels are affected are not yet fully understood [62, 70].

1.6 Study designs

A variety of family-based and population-based study designs are amenable to genetic association analyses. Relevant study designs include the standard case-control design, case-mother and case-father dyads, case-parent triads, and various case-family configurations in combination with unrelated controls or control families. Different study designs can accommodate different genetic effects, and each design has its own set of advantages and vulnerabilities. I will here give an introduction to the study designs relevant to this thesis.

1.6.1 The case-control design

Classic epidemiological designs such as the population-based case-control design (Figure 4a) are frequently used in genetic association analysis to identify child effects and their interactions with environmental or behavioral risk factors [71]. The allele frequencies of cases and controls are compared to detect variants associated with the disease under interrogation, and familiar statistical methods such as logistic regression or a chi-squared ($\chi^2$) test are commonly applied to test for effects [72]. However, population stratification might occur when cases and controls have been sampled from a heterogeneous population, where unrecognized subpopulations differ systematically in both allele frequencies and disease prevalence. Population stratification is a potential cause of false positive results in genetic association studies, but it could also mask a true association. Hence, additional control or correction for population stratification may be needed [73].
**Figure 4:** A selection of study designs for genetic association analyses.  

**a)** The case-control design (c-c);  

**b)** Various case-parent designs:  
   i) Case-parent triad (mfc);  
   ii) Case-mother dyad (mc);  
   iii) Case-father dyad (fc);  

**c)** Various hybrid designs:  
   i) Case-parent triad with independent control-parent triad (mfc-mfc);  
   ii) Case-mother dyad with independent control-mother dyad (mc-mc);  
   iii) Case-parent triad with independent control-mother dyad (mfc-mc);  
   iv) Case-parent triad with independent control offspring (mfc-c)
1.6.2 The case-parent triad and dyad designs

In the late 1980s and early 1990s, Falk and Rubinstein [11] and Self et al. [74] observed that alleles associated with a given disease will occur more frequently in diseased offspring than what would be expected based on the parental allele distribution. Hence, parental genotypes of affected individuals could be used to study the association between genetic variants and a disease. The non-transmitted parental alleles would serve as individually matched genetic controls, i.e., so-called “pseudo-controls”, thus eliminating the effects of population stratification. This insight gave rise to the family-based study designs [12, 75–78]. In the case-parent triad design, a sample of cases (affected offspring) and both their biological parents is genotyped. In the case-mother and case-father dyad designs, a sample of cases and their biological mothers or fathers is genotyped, respectively. The different designs are illustrated in Figure 4b. Besides removing bias due to population stratification, an inherent strength of the family-based designs is its ability to estimate PoO, or maternal effects from the information on parental genotypes. Whereas a child effect is estimated by comparing the allele frequencies of transmitted versus non-transmitted (pseudo-control) alleles, a PoO effect is primarily estimated in case families by comparing the frequencies of alleles transmitted from mother to child with the frequencies of alleles transmitted from father to child [14]. An allele working through the mother will be overrepresented in case-mothers compared with case-fathers [52]. Note that child, PoO and maternal effects can be estimated not only from case-parent triads but also from case-mother or case-father dyads. Nevertheless, there are also some drawbacks, and the family-based designs depend heavily on Mendelian transmission, which means that children are assumed to carry a random sample of the parental alleles. This fundamental Mendelian assumption must hold at the ages when children come under study. Moreover, unbiased estimates of maternal effects rely on “mating symmetry”, i.e., we assume that the allele counts for mothers versus fathers are symmetric within parental mating types [52]. Another disadvantage of the family-based designs is the inability to estimate main effects of environmental exposures; interactions may be detected, but unrelated controls are required to determine whether the exposure is protective or detrimental [79]. Practical issues might also occur, such as obtaining DNA from parents if the disease is late onset. As a result, family-based designs may be genetically selective [80].
1.6.3 The hybrid design

To incorporate the advantages of the case-control and case-parent designs, Nagelkerke et al. [81] proposed a joint analysis of case-parent triads, unrelated cases and unrelated controls using generalized logistic (Poisson) regression. Their approach has been further explored and modified, and various other hybrid designs have been suggested [80, 82–86]. The full hybrid design comprises case-parent triads together with control-parent triads [85]. Weinberg and Umbach [80] and Vermeulen et al. [84] also use case-parent triads but propose different configurations of unrelated control families. Whereas the method by Weinberg and Umbach proposes genotyping parents of controls but not the controls themselves, Vermeulen et al. sample controls and their mothers. Since fathers may be hard to recruit, Shi et al. [83] proposed a case-mother/control-mother design. An overview of study designs and analysis features combining case-control and family data has been given by Infante-Rivard et al. [87]. Although the hybrid design combines the merits of both the case-control and case-parent triad designs, a straightforward combined analysis may be biased due to population stratification or non-Mendelian transmission, and corrections may be necessary to obtain valid estimates and inference. Different configurations of the hybrid design are illustrated in Figure 4c. Note that the hybrid designs do not necessarily involve the same number of case families as control families.

1.6.4 Notation

We have used the abbreviations in Figure 4 to denote the different study designs. The letters c, m, and f denote the child (case or control), mother and father, respectively. The left side of the hyphen denotes case families, whereas the right side denotes control families. For example, mfc denotes case-parent triads, mc denotes case-mother dyads, c-c denotes the case-control design, and mfc-mfc denotes the full hybrid design. We have used the term hybrid design to describe all constellations of study designs involving case families and unrelated control families, except for the c-c design.

1.7 Statistical power

A statistical hypothesis test is a method for drawing statistical inference from data in which statistical evidence for rejecting a hypothesis is summarized objectively.
In the classical (frequentist) approach to hypothesis testing \[88\], we formulate two competing hypotheses, a null hypothesis \((H_0)\) and an alternative hypothesis \((H_1)\), compute a test statistic using the observed data, and then decide whether to reject \(H_0\) based on the calculated test statistic. The general formula for a test statistic can be written as

\[
\text{Test statistic} = \frac{\text{Observed value} - \text{Hypothesized value}}{\text{Standard error of the observed value}}.
\]

It is used to derive a \(p\)-value, defined as the probability of obtaining a difference at least as extreme as the one observed if \(H_0\) is true, and we reject \(H_0\) if the \(p\)-value is less than a preset threshold. Typically, \(H_0\) refers to an effect size of zero (no difference), whereas a two-sided \(H_1\) refers to a non-zero effect size.

When testing a null hypothesis, two types of errors can be made. The Type I error refers to falsely rejecting \(H_0\), i.e., rejecting \(H_0\) when it is true, and the probability of making a Type I error is defined as \(\alpha\). The Type II error refers to the mistake of failing to reject \(H_0\) when it is false. The probability of making a Type II error is defined as \(1 - \gamma(\beta)\), where \(\gamma(\beta)\) denotes the statistical power, and \(\beta\) denotes the effect size. The statistical power is thus defined as the probability of correctly rejecting \(H_0\) when \(H_0\) is false and a true association exists. The definitions are summarized in Table 1.

<table>
<thead>
<tr>
<th>Truth: (H_0) is true</th>
<th>Decision: (H_0)</th>
<th>(1 - \alpha)</th>
<th>Type I error: (\alpha)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Do not reject (H_0)</td>
<td>Correct decision</td>
<td>(1 - \alpha)</td>
<td>Type I error</td>
</tr>
<tr>
<td>Reject (H_0)</td>
<td>Type II error: (1 - \gamma(\beta))</td>
<td>Correct decision</td>
<td>(\gamma(\beta))</td>
</tr>
</tbody>
</table>

The optimal study has small probabilities of making both types of errors. However, these probabilities are inversely related. The probability of making a Type I error, \(\alpha\), is controlled by the researcher and is usually preset at the conventional threshold level of 0.05, known as the significance level of the test. Thus, the probability of making a Type II error, \(1 - \gamma(\beta)\), and therefore also the statistical power, \(\gamma(\beta)\), are subject to factors that cannot be controlled for, such as the true effect size.
size or the MAF of a SNP. Nevertheless, measures can be taken to maximize the statistical power, e.g., increasing the sample size or optimizing the study design, although constraints of resources, such as money or the number of available cases, might limit these possibilities. In genetic association analyses, the effective sample size depends on the number of families, allele frequencies, and family design. These additional factors increase the complexity of power calculations.

1.7.1 Statistical power in a GWAS

The classical approach to hypothesis testing has been widely adopted in genetic association studies. Statistical power analyses are particularly important in a GWAS in order to maximize the scientific gains from the typically high genotyping and assay costs. They are also a prerequisite for optimal study design [8].

As previously mentioned, the conventional significance level of $\alpha = 0.05$ is commonly used to test a single null hypothesis. However, if $m$ independent hypothesis tests are performed, each at the $\alpha$ significance level, the probability of at least one false positive result is $1 - (1 - \alpha)^m \geq \alpha$ when the null hypothesis is true for all tests. If 1,000,000 tests are conducted, each at the 5% significance level, we expect 50,000 tests to be rejected by chance, even though no true association exists. The vast number of SNPs being tested in a GWAS leads to multiple testing issues, and a GWAS is therefore frequently underpowered. Moreover, most effect sizes reported from genetic association studies of complex traits are small, and empirical studies show that individual relative risks of disease are commonly below two [1, 89–91]. The small effect sizes further limit the power of a GWAS.

The statistical power provides valuable information when interpreting the results of a GWAS. Poor power may result in a large number of false negative findings, and a power analysis might shed light on non-significant associations by indicating whether the GWAS was inadequately powered. A power analysis may also indicate the smallest detectable effect size, given the sample size at hand [92]. Furthermore, poor power may increase the proportion of false positive findings among significant results. For example, in a study consisting of 1100 SNPs in which 100 have a true association with the disease, an expected number of 50 SNPs will be false positives at the 5% significance level, assuming no dependencies between the SNPs. The number of true positive findings is defined by $100 \cdot \gamma(\beta)$. That is, if $\gamma(\beta) = 1$, there are 100 true positive findings, which constitute 2/3 of the significant results (1/3 of the significant results are false positive findings). However, if $\gamma(\beta) = 0.5$, we
expect 50 true positive findings, which constitute 1/2 of the significant results. The multiple testing burdens have resulted in the use of stringent significance thresholds in GWAS, and a genome-wide significance level of $5 \cdot 10^{-8}$ has been widely adopted to control the Type I error rate, thus allowing for multiple testing [8, 93]. Multiple testing issues will be further elaborated in Section 5.2.3.

1.7.2 An intuitive introduction to relative efficiency

As previously explained, a variety of child-parent configurations are amenable to genetic association studies. While different study designs can be compared directly by computing the power for a given set of parameter values, such calculations ignore the costs of data collection. For instance, a fixed number of complete case-parent triads could be compared with the same number of case-control pairs. Although the case-parent triad design requires 1.5 times the amount of genotyping relative to the case-control design (assuming the same number of cases and controls) [71], a straightforward power calculation would show identical power for the two alternatives. For example, using 500 case-parent triads, a relative risk (RR) of 1.3, and a MAF of 0.2 gives a power of 68% at the 5% nominal significance level. The same power is also obtained if we instead use 500 cases and 500 controls. Hence, a more informative and general design comparison can be achieved by studying the relative efficiency of two different study designs, defined as the ratio of sample sizes needed for each of the two designs to obtain the same significance level and power [94, Chapter 14]. This is equivalent to the ratio of variances of two separate parameter estimators, each estimator corresponding to one of the two study designs, taking into account the number of genotyped individuals within each design.

The concept of relative efficiency is closely related to that of statistical power and sample size. This relationship is illustrated in Table 2, in which we compared the efficiency of the full hybrid (mfc-mfc) design with that of the case-parent triad (mfc) design. For the mfc design, a design unit consists of one case child together with his/her biological parents (altogether three genotyped individuals). For the mfc-mfc design, we here used an equal number of case families and control families, and a design unit thus consists of one case-parent triad together with one control-parent triad (altogether six genotyped individuals). The total number of individuals required to obtain the desired power is calculated by multiplying the number of design units with the number of genotyped individuals within a unit. The relative efficiency is then computed by dividing the total number of individuals needed with
Table 2: The relationship between relative efficiency, statistical power, and sample size

<table>
<thead>
<tr>
<th>Power</th>
<th>mfc</th>
<th>mfc-mfc</th>
<th>Relative efficiency**</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of units</td>
<td>Number of individuals*</td>
<td>Number of units</td>
</tr>
<tr>
<td>0.6</td>
<td>415</td>
<td>1245</td>
<td>267</td>
</tr>
<tr>
<td>0.7</td>
<td>523</td>
<td>1569</td>
<td>336</td>
</tr>
<tr>
<td>0.8</td>
<td>665</td>
<td>1995</td>
<td>427</td>
</tr>
<tr>
<td>0.9</td>
<td>890</td>
<td>2670</td>
<td>572</td>
</tr>
</tbody>
</table>

The sample size is calculated for child effects using the Haplin function `snpSampleSize` with an RR of 1.3 and a MAF of 0.2 at the 0.05 nominal significance level. For the mfc-mfc design, we used an equal number of case families and control families.

* The (total) number of individuals is computed by multiplying the number of design units with the number of genotyped individuals within each design unit (e.g., 415 case-parent triads consist of 1245 individuals).

** The relative efficiency is calculated by dividing the total number of individuals needed to obtain the desired power with the mfc design by that needed with the mfc-mfc design (e.g., 1245/1602=0.78). We see that the relative efficiency is constant across the different levels of power, favoring the mfc design.
the mfc design by that needed with the mfc-mfc design. It thus refers to a ratio
of the number of genotyped individuals, not a ratio of the number of families or
design units. We see that while 1995 individuals are needed for the mfc design to
reach a power of 80%, 2562 individuals are required for the mfc-mfc design. The
relative efficiency is 0.78, favoring the mfc design. In principle, the relative efficiency
remains (close to) constant across the different levels of power and is therefore a
useful measure for choosing the optimal study design. A more detailed discussion
of relative efficiency is provided in Paper III, where we compared study designs
asymptotically by using the concept of Pitman efficiency, i.e., by examining the
variances obtained under the null hypothesis [95]. The Pitman efficiency is useful
for preventing non-informative comparisons in situations where the effect size or
sample size increases such that the power converges to 1.

1.8 Statistical methods for genetic association studies of binary
disease traits

Genetic association studies have much in common with classic epidemiological stud-
ies of environmental risk factors. If the standard case-control design is used, the
data can be analyzed in similar manners, for example, via standard \( \chi^2 \) tests for
association or logistic regression [72]. Separate odds ratios can be estimated for the
genotypes \( aa \) vs. \( AA \) and \( aA \) vs. \( AA \), where lowercase indicates the minor allele.
Alternatively, the genotypes can be grouped to assess dominant effects (\( aa \) and \( aA \n\
vs. \( AA \)), recessive effects (\( aa \) vs. \( aA \) and \( AA \)) or a dose-response relationship (e.g.,
coding \( AA \), \( aA \), and \( aa \) as 0, 1, and 2, respectively, and then applying a test for
trend). With fewer parameters, such groupings would increase the statistical power,
provided the model is correct.

Despite the similarities in analysis, several issues pertain specifically to genetic
association studies. The family-based study designs have been proposed for genetic
studies, and the transmission disequilibrium test (TDT) and related alternatives
were introduced in the early 1990s to avoid spurious associations from population
stratification [76]. In its simplest form, the TDT tests for over-transmission of an
allele from heterozygous parents to affected offspring. It uses the standard McNemar
test statistic for matched samples, given by

\[ T = \frac{(n_{A,a} - n_{a,A})^2}{(n_{A,a} + n_{a,A})}, \]

where \( n \) denotes the genotype counts as shown in Table 3. Under the null hypothesis of equal transmission, \( T \) is asymptotically \( \chi^2 \) distributed with one degree of freedom. Only the off-diagonal elements of Table 3 are used in the calculations of \( T \), and homozygous parents are therefore discarded. In its original form, \( T \) cannot be calculated from families where the maternal or paternal genotype is missing [96], which potentially leads to a great loss of information. However, alternatives have been suggested to handle missing parental data, such as the 1-TDT [97].

An intuitive extension of the TDT for estimating PoO effects would be established by stratifying the frequencies of transmitted and non-transmitted alleles according to the parental origin. However, when accounting for parental origin, the ambiguous counts where both parents and offspring are heterozygous are often discarded. Moreover, there might be dependencies between parental transmissions from two heterozygous parents when the allele is associated with the disease [98], rendering the intuitive PoO approach statistically invalid when the model is not multiplicative. Although this can be avoided at the expense of power by discarding counts where both parents are heterozygous (the transmission asymmetry test (TAT) [99]), the TDT and its extensions are not able to separate the effects of alleles carried by the child, the mother, or both [50, 52].

To account for the drawbacks of the TDT-like approaches, flexible methods based on conditional logistic regression [100–102], log-linear [16, 52, 98, 99, 103], and multinomial modeling [104–106] have been proposed. As opposed to the TDT, which only calculates a single \( p \)-value, these models also produce relative risk estimates. A further advantage is the ease of generalization from the simplest situation of child effects to more advanced causal scenarios. For the assessment of PoO and maternal effects, a review and comparison of different statistical methodologies have been performed elsewhere [50]. The log-linear model of Gjessing and Lie [16] forms the basis of this thesis and will be described in greater detail in Section 3.1.
The first index letter denotes the transmitted allele, and the second index letter denotes the non-transmitted allele. In total, there are $n$ offspring and $2n$ parents.

1.9 The Haplin software

Several statistical tools for genetic association analysis exist that allow both estimation and testing of genotype relative risk parameters. A review of the most prominent programs is provided in Section 5.1, and I will here briefly introduce the Haplin software. Haplin provides the basis for this thesis into which all new methods and functionalities have been implemented. A detailed description of the underlying models is provided in several of our previous publications [13, 14, 16, 85] and will also be detailed in Section 3.

The R package [107] Haplin is based on log-linear modeling and provides a flexible framework for genetic association analyses of binary disease traits [16, 17]. A full maximum-likelihood model for estimation is implemented, and Haplin therefore provides explicit relative risk estimates with asymptotic standard errors and confidence intervals. Haplin enables the estimation of child effects, PoO effects, maternal effects, and GxE effects [13, 85]. Moreover, X chromosome analyses are easily performed, depending on the preassumed genetic model [66, 67, 69]. The basic log-linear model implemented in Haplin assumes Mendelian transmission, Hardy-Weinberg equilibrium (HWE), and random mating. Although the main unit of study is the case-parent triad, the log-linear model can be extended to include unrelated and unaffected controls or control families under the rare disease assumption [80]. Haplin uses the expectation-maximization (EM) algorithm [108] to account for unknown parental origin in ambiguous (uninformative) triads, e.g., when the mother, father, and child are all heterozygous for the same two alleles. The EM algorithm also accounts for missing parental genotypes, thus enabling analyses of case-mother or case-father dyads. The fundamental model in Haplin relates to a
single multi-allelic locus. However, it can be adapted to the situation of multiple closely linked markers within a locus by statistically reconstructing haplotypes of unknown phase [16]. Furthermore, calculations can be performed in parallel, and Haplin is therefore well-suited for handling GWAS data. As part of this thesis, a complete setup for power, sample size, and relative efficiency calculations has recently been integrated into the log-linear framework and implemented as a new Haplin module. Installation details are given in Section 7 and on the Haplin website at https://people.uib.no/gjessing/genetics/software/haplin.

1.9.1 A Haplin example

An introduction to Haplin is most easily given for a child effect. We investigate a fictional SNP, here named rs123, with alleles \(a\) and \(A\), where \(a\) is the less frequent. There are three possible genotypes: \(AA\), \(aA\) and, \(aa\). We choose the more common genotype as our reference, \(AA\), and estimate the relative risks \(RR_{aA}\) and \(RR_{aa}\) associated with the genotypes \(aA\) and \(aa\), respectively. If \(a\) increases the risk, \(RR_{aA}\) and \(RR_{aa}\) should generally be larger than 1 (if the effect is recessive, \(RR_{aA} = 1\) and \(RR_{aa} > 1\)). However, if \(a\) decreases the risk, the estimates should generally be less than 1. We here assume a multiplicative dose-response model, i.e., \(RR_{aa} = RR_{aA}^2\), although Haplin also allows estimation of both parameters separately.

The dataset \texttt{rs123\_data} consists of 340 case-parent triads and 460 control-parent triads. A child effect is analyzed by the Haplin command

```r
res <- haplin(rs123\_data, response = "mult", design = "cc.triad",
               ccvar = 1, reference = "ref.cat").
```

The argument \texttt{response = "mult"} specifies a multiplicative dose-response relationship. The argument \texttt{design = "cc.triad"} specifies that our data contains a combination of case-parent triads and control-parent triads, and \texttt{ccvar = 1} points to the data column containing the case-control variable. The more frequent allele (genotype) is chosen as the reference category by the argument \texttt{reference = "ref.cat"}.

Haplin first outputs summary information on data and markers (here not shown), before continuing with the estimation results:
The Haplin software

---Estimation results:---

Date of call: Mon Sep 09 09:37:41 2019

Number of triads: 800

Number of haplotypes: 2

Haplotype frequencies with 95% confidence intervals:

<table>
<thead>
<tr>
<th>Haplotype</th>
<th>Frequency(%)</th>
<th>lower</th>
<th>upper</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>90.19</td>
<td>88.98</td>
<td>91.29</td>
</tr>
<tr>
<td>a</td>
<td>9.81</td>
<td>8.71</td>
<td>11.02</td>
</tr>
</tbody>
</table>

We see that the MAF is close to 10%. Haplin then outputs the relative risk estimates:

Single- and double dose effects (Relative Risk) with 95% confidence intervals:
Reference method: ref.cat
Reference category: 1 (Haplotype A)
Response model: mult

---Child haplotypes---

<table>
<thead>
<tr>
<th>Haplotype</th>
<th>Dose</th>
<th>Relative Risk</th>
<th>Lower CI</th>
<th>Upper CI</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Single</td>
<td>REF</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>Double</td>
<td>REF</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>Single</td>
<td>1.4</td>
<td>1.09</td>
<td>1.82</td>
<td>0.00918</td>
</tr>
<tr>
<td>a</td>
<td>Double</td>
<td>1.97</td>
<td>1.18</td>
<td>3.32</td>
<td>0.00918</td>
</tr>
</tbody>
</table>

Relative to A (or AA), carrying a single dose of a increases the risk by 40%. Assuming a multiplicative dose-response model, carrying a double dose of a gives a relative risk of $1.403^2 = 1.97$ (estimates with better precision are given by the command `haptable(res)`). The double-dose relative risk is not estimated freely, which is also demonstrated by the shared p-value. The result is significant at the 5% nominal level and is illustrated in Figure 5, obtained by the plotting function `plot(res)`. The fictional SNP, rs123, is simulated by the function `hapSim`, and the full code needed to obtain the data and run the analysis is given in Appendix I.
**Figure 5**: Estimated relative risks for child effects shown on a log-scale. Vertical bars represent 95% confidence intervals. Carrying either one or two copies of allele $a$ increases the risk of disease, relative to the reference allele $A$. 
2 Objectives

Recent developments in genetic and epigenetic assays represent a great challenge to the available statistical and computational methods. In particular, important modeling challenges are:

- Appropriate models for family structure in data, in particular case children with parents (family data), with or without independent controls
- Models that integrate non-standard genetic effects beyond simple child effects, such as PoO and maternal effects
- Incorporation of genetic, environmental, and epigenetic risk factors in combined models that can elucidate their joint effect on disease
- Lack of framework for statistical power calculation based on the full triad design, including power calculations for child, PoO, and maternal effects, as well as interactions between genetic effects and environmental or epigenetic exposures

There is a general lack of implementation of such models, making it difficult to analyze GWAS data. Moreover, the lack of an extensive framework for statistical power analysis prevents optimal planning of study design and complicates the interpretation of statistical findings. In this context, the specific aims of the thesis are as follows.

- Develop and incorporate methods for assessing PoOxE effects in case-parent triads with or without unrelated controls (Paper I)
- Develop a framework for power and sample size analysis of genetic effects based on a variety of family-based study designs (Paper II)
- Provide insights into how relevant designs compare in terms of relative efficiency and optimize the study design for genetic association studies (Paper III)

The new methodologies and developments will be implemented in the Haplin framework, thus facilitating genetic association research of family-based data. The focus of this thesis is on binary disease traits. In Papers I—III, child, PoO, and maternal
effects are primarily modeled assuming a multiplicative dose-response relationship (as outlined in Section 3.1), although other modes of inheritance can be fitted in the Haplin framework.
3 Statistical methods and material

This section will present statistical methods and material relevant to Papers I—III. The log-linear maximum likelihood approach forms the basis of Haplin, and a general introduction for child effects will be given. I will then outline how the model can be extended to handle PoO effects, maternal effects, and GxE effects for a locus with multiple alleles or haplotypes with unknown phase. I will also briefly explain how the EM algorithm can be applied to account for incomplete or missing data. Hypothesis testing in Haplin is mainly performed using a Wald test. I will introduce the Wald test statistic and explain how the statistical power of the test can be computed, both analytically and through Monte Carlo simulations. Next, I will describe the Haplin power functions, which have been written as part of this PhD project. In Paper II, an external validation of Haplin results was carried out by comparisons with the EMIM (Estimation of Maternal, Imprinting and interaction effects using Multinomial modelling) software. An introduction to EMIM is therefore given (for an overview of other statistical software for genetic association analysis, see Section 5.1). In Paper I and Paper III, data on CPO were used to illustrate the PoOxE test and relative efficiency measures, and details on the data material will be provided. I will then summarize the statistical methods and materials used for each paper and end this section with comments on ethical considerations.

3.1 The log-linear model

In this section, I will describe the underlying sampling and penetrance model of the log-linear likelihood approach. A more detailed derivation is provided in Gjessing and Lie [16].

We consider a single, multi-allelic locus with $K$ alleles $A_1, A_2, \ldots, A_K$, with corresponding population allele frequencies $p_1, p_2, \ldots, p_K$. The genotypes for the mother, father, and child are denoted by $M$, $F$, and $C$, respectively. Here, we assume that the child inherits the second allele from the mother and the second allele from the father. Thus, the full triad is denoted by $(M, F, C) = (A_i A_j, A_k A_l, A_j A_l) = (A_i A_j, A_k A_l)$. A case-parent triad is sampled through a case child, i.e., an affected offspring. Due to Bayes’ theorem, the conditional probability of $(M, F, C)$ given disease in the
The disease prevalence $P(D)$ is unidentifiable owing to the sampling approach and functions only as a normalizing constant. The triad population frequency $P(M,F,C)$ can be expressed as $P(M,F,C) = P(C|M,F)P(M,F)$. The transmission probability, $P(C|M,F)$, depends only on Mendelian inheritance and is therefore trivial. The mating type probabilities, $P(M,F)$, are population quantities. Hence, if we also assume HWE and random mating, i.e., that allele and genotype frequencies will remain constant in a random-mating population, we have that $P(M,F,C) = p_ip_jp_kp_l$. The HWE restriction can be disturbed by factors such as population stratification, and the assumption can be avoided by considering the relative frequencies for the mating types [52, 99], or by including a multiplicative parameter that allows homozygotes to have a higher frequency in the population than what is expected under HWE [16]. Deviations from HWE and different parameterization models will be further discussed in Section 5.2.2.

The disease penetrance $P(D|M,F,C)$ is the probability of disease in the child conditional on the genotype of the case-parent triad. For child effects, we assume that the mating type $(M,F)$ is irrelevant when the genotype of the child is known. The penetrance can therefore be written as

$$P(D|M,F,C) = P(D|C) = P(D|A_jA_l) = B \cdot RR_jRR_lRR_{jl},$$

where $RR_j$ and $RR_l$ denote the relative risks associated with alleles $A_j$ and $A_l$, respectively, and where $B$ is the baseline risk level. Without loss of generality, we use $A_1$ as the reference allele and set $RR_1 = 1$. Deviations from what would be expected from a multiplicative dose-response relationship is modeled by $RR_{jl}$, where we set $RR_{jl} = RR_j$ when $j = l$ and $RR_{jl} = 1$ if else. It follows that the full sampling model can be parameterized as

$$P(M,F,C|D) = p_ip_jp_kp_l \cdot B \cdot RR_jRR_lRR_{jl}/P(D).$$

(1)

For a diallelic SNP, the penetrance model is $P(D|A_1A_1) = B$, $P(D|A_1A_2) = B \cdot RR$ and $P(D|A_2A_2) = B \cdot RR^2RR^*$. A recessive effect of $A_2$ would then be seen as $RR = 1$ and $RR^2RR^* \neq 1$, and a dominant effect would mean that $RR = RR^2RR^* \neq 1$. A multiplicative dose-response relationship would be seen as $RR^2RR^* = RR^2$, i.e.,
The log-linear model

Let $n_{ijkl}$ denote the observed frequency of $(A_i A_j; A_k A_l)$. In the observed data, $n_{ijkl}$ relates to the triad probabilities $P(M, F, C | D)$. Thus, conditioning on disease in the child, the expected triad type frequencies can be written as

$$m_{ijkl} = E(n_{ijkl}) = \epsilon \cdot p_i p_j p_k p_l \cdot RR_j RR_i RR_j^*,$$

(2)

where $\epsilon$ is a normalizing constant. For a diallelic SNP, the theoretical multinomial distribution is shown in Table 4.

**Table 4:** Frequencies in case-parent triads for a diallelic SNP

<table>
<thead>
<tr>
<th>Genotype</th>
<th>Theoretical triad type frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 $A_1 A_1 A_1 A_1$</td>
<td>$p_1^4$</td>
</tr>
<tr>
<td>2 $A_2 A_1 A_1 A_1$</td>
<td>$p_1^3 p_2$</td>
</tr>
<tr>
<td>3 $A_1 A_2 A_1 A_1$</td>
<td>$RR \cdot p_1^3 p_2$</td>
</tr>
<tr>
<td>4 $A_2 A_2 A_1 A_1$</td>
<td>$RR \cdot p_1^2 p_2^2$</td>
</tr>
<tr>
<td>5 $A_1 A_1 A_2 A_1$</td>
<td>$p_1^2 p_2$</td>
</tr>
<tr>
<td>6 $A_2 A_1 A_2 A_1$</td>
<td>$p_1^2 p_2^2$</td>
</tr>
<tr>
<td>7 $A_1 A_2 A_2 A_1$</td>
<td>$RR \cdot p_1^2 p_2^2$</td>
</tr>
<tr>
<td>8 $A_2 A_2 A_2 A_1$</td>
<td>$RR \cdot p_1 p_2^3$</td>
</tr>
<tr>
<td>9 $A_1 A_1 A_1 A_2$</td>
<td>$RR \cdot p_1^3 p_2$</td>
</tr>
<tr>
<td>10 $A_2 A_1 A_1 A_2$</td>
<td>$RR \cdot p_1^2 p_2^2$</td>
</tr>
<tr>
<td>11 $A_1 A_2 A_1 A_2$</td>
<td>$RR^2 \cdot RR^* \cdot p_1^3 p_2^2$</td>
</tr>
<tr>
<td>12 $A_2 A_2 A_1 A_2$</td>
<td>$RR^2 \cdot RR^* \cdot p_1 p_2^3$</td>
</tr>
<tr>
<td>13 $A_1 A_1 A_2 A_2$</td>
<td>$RR \cdot p_1^3 p_2^2$</td>
</tr>
<tr>
<td>14 $A_2 A_1 A_2 A_2$</td>
<td>$RR \cdot p_1 p_2^3$</td>
</tr>
<tr>
<td>15 $A_1 A_2 A_2 A_2$</td>
<td>$RR^2 \cdot RR^* \cdot p_1 p_2^3$</td>
</tr>
<tr>
<td>16 $A_2 A_2 A_2 A_2$</td>
<td>$RR^2 \cdot RR^* \cdot p_1^3$</td>
</tr>
</tbody>
</table>

A normalizing constant must be included to ensure that the relative frequencies sum to 1. $p_1$ and $p_2$ are the allele frequencies corresponding to $A_1$ and $A_2$, respectively, i.e., $p_1 + p_2 = 1$. RR is the relative risk associated with $A_2$, using $A_1$ as the reference.
Taking the logarithm, we have that
\[
\log(m_{ijkl}) = X\beta = X_1\beta_1 + X_2\beta_2 + X_3\beta_3, \tag{3}
\]
where
\[
\beta_1 = (\log(p_1), \ldots, \log(p_K))^T,
\]
\[
\beta_2 = (\log(RR_2), \ldots, \log(RR_K))^T,
\]
\[
\beta_3 = (\log(RR_1^*), \ldots, \log(RR_K^*))^T,
\]
and where \(X_1, X_2 \) and \(X_3\) are appropriate design matrices with dimensions \(K^4 \times K\), \(K^4 \times (K-1)\) and \(K^4 \times K\), respectively. A more detailed explanation of the design matrix \(X\) is provided in Additional file 1 of Paper II, and an example will also be given in Section 3.5.2. Note that the intercept is not included in Eqn. (3) since the columns in \(X_1\) sum to a constant. The normalizing constant \(\epsilon\) is accounted for when recovering the allele frequencies from \(p_i = \exp(\beta_{1i})/\sum_j \exp(\beta_{1j})\), where the components of \(\beta_1\) have been estimated without the restriction \(\sum_i p_i = 1\). We assume a Poisson distribution for the observed triad type frequencies \(n_{ijkl}\), with expected cell values proportional to \(P(M,F,C|D)\). The log-linear model in (3) can therefore be fitted by the use of standard software for Poisson regression (e.g., the \texttt{glm} function in \texttt{R} [107]), where the total log-likelihood is
\[
l = \sum_{ijkl} (n_{ijkl}\log(m_{ijkl}) - m_{ijkl}).
\]

Note that unrelated controls or control families are readily incorporated in the log-linear model. Let \(\bar{D}\) denote the event that the child does not have the disease. Under the rare-disease assumption, we have that \(P(\bar{D}|M,F,C) \approx 1\) and \(P(\bar{D}) \approx 1\), resulting in \(P(M,F,C|\bar{D}) \approx P(M,F,C)\). Hence, \(P(M,F,C|\bar{D})\) can be expressed as the product of the population allele frequencies, \(p_i p_j p_k p_l\). As illustrated in Figure 6, a relative risk is the measure of effect resulting from the case-parent triad design, whereas an odds ratio is the measure of effect resulting from the case-control design. In principle, the rare-disease assumption allows us to use relative risks and odds ratios interchangeably [85].
Figure 6: A relative risk (RR) is the effect measure resulting from the case-parent triad design, whereas an odds ratio (OR) is the effect measure resulting from the case-control design. Under the rare-disease assumption, the relative risks and odds ratios can be used interchangeably.

### 3.1.1 Extensions to PoO and maternal effects

PoO and maternal effects are readily included in the log-linear model. For a PoO effect, we assign different effects to the alleles carried by the child, depending on the parent of origin. We then estimate the relative risk ratio $RR_{R,j} = RR_{M,j}/RR_{F,j}$, which measures the risk increase or decrease associated with allele $A_j$, relative to the reference allele, when the allele is transmitted from the mother as opposed to the father. To include the possible effects of maternal alleles, we assume that the alleles carried by the mother have a multiplicative effect in addition to the alleles in the child. The penetrance models are shown in Table 5.

To estimate PoO effects, we would need to know the parental origin, which is unknown for ambiguous triads, e.g., if all individuals in a triad are heterozygous for the same two alleles. To reconstruct parent of origin, our PoO model is therefore combined with the EM algorithm. The EM algorithm will be explained in Section 3.2.

### 3.1.2 Extensions to gene-environment interactions

With the additional assumption that, conditional on parental genotypes, the genotype of the child and the exposure status are independent, GxE effects can be analyzed using the case-parent triad design [79, 109]. We fit the log-linear model
Table 5: Parameterization of penetrances

<table>
<thead>
<tr>
<th>Effects</th>
<th>Parameterization of penetrances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Child</td>
<td>$B \cdot R_{ij}R_{ij}^<em>R_{jl}^</em>$</td>
</tr>
<tr>
<td>PoO</td>
<td>$B \cdot R_{M,j}R_{F,l}R_{jl}^*$</td>
</tr>
<tr>
<td>Child and maternal</td>
<td>$B \cdot R_{ij}R_{ij}^* \cdot R_{j}^{(M)}R_{j}^{(M)}R_{ij}^{(M)^*}$</td>
</tr>
<tr>
<td>PoO and maternal</td>
<td>$B \cdot R_{M,j}R_{F,l}R_{jl}^* \cdot R_{j}^{(M)}R_{j}^{(M)}R_{ij}^{(M)^*}$</td>
</tr>
</tbody>
</table>

$B$ is the baseline risk level, typically associated with the reference allele; $R_{ij}^*$ is the risk increase associated with allele $A_j$, relative to $B$; $R_{M,j}$ and $R_{F,j}$ are the relative risks associated with allele $A_j$ when it is transmitted from the mother or from the father, respectively. We define a PoO effect as the relative risk ratio $R_{ij}^* = R_{M,j}/R_{F,j}$, which is a measure of the risk increase associated with $A_j$ when derived from the mother as opposed to the father; $R_{ij}^*$ measures deviations from what would be expected from a multiplicative model, i.e., $R_{ij}^* = R_{ij}$ when $j = l$ and $R_{ij}^* = 1$ when $j \neq l$; $R_{j}^{(M)}$ is the relative risk associated with allele $A_i$ carried by the mother, and $R_{ij}^{(M)^*}$ is the maternal double-dose parameter, interpreted analogously to $R_{ij}^*$. To ensure that the model is not overparameterized, we set $R = 1$ for the reference allele.

The table is adapted from Paper II and Paper III.
separately in each exposure stratum for the genetic effect under study (i.e., child, PoO, or maternal effects) and apply a Wald-based post-test (described in Section 3.3) to examine whether the effect estimates deviate significantly across environmental strata. For child effects, the outcome of interest is the relative risk ratio, defined as $\text{RRR} = \frac{\text{RR}_{\text{exposed}}}{\text{RR}_{\text{unexposed}}}$. An $\text{RRR} > 1$ would mean that exposed children carrying the variant allele have an increased risk of disease relative to unexposed children carrying the variant allele. However, it is important to note that although interactions may be detected from the case-parent triad design, the main effect of an environmental exposure cannot be estimated without the addition of unrelated controls. A thorough derivation of the GxE and PoOxE models is the primary focus of Paper I and will, therefore, not be described in further detail herein. The conditional independence assumption underlying the GxE test can be relaxed when studying PoOxE effects. These constraints will be discussed in Section 5.2.1.

### 3.1.3 Haplotype estimation

A haplotype is defined within a region of a chromosome that is usually inherited as a single unit. It is a sequence of alleles from several closely linked SNPs or markers within a locus that tend to be inherited together. With the assumption of no recombination between the markers, the log-linear model for multiple alleles at a locus can be extended to a haplotype situation. If haplotype phase were known, the haplotype estimation would proceed as for a single, multi-allelic marker, treating each haplotype as a single allele. However, phase cannot be deduced for ambiguous triads. If one or several markers are ambiguous, we cannot, in general, deduce any of the haplotypes in the triad (with the exception of an individual being homozygous at all markers except for a single ambiguous marker) [16]. The number of ambiguous haplotypes will become substantial as the number of markers increases, and statistical reconstruction, for example via the EM algorithm, is necessary.

Haplin offers a sliding-window approach over a sequence of markers. This automates the analysis of a sequence of single SNPs, e.g., a GWAS analysis, or a haplotype analysis of a sequence of overlapping sliding windows. The rationale is that overlapping sliding windows may increase the chance of “bracketing” a causal variant if the haplotype has a SNP on each side of the variant. Nonetheless, loss of power is expected due to unknown haplotype phase and an increased number of degrees of freedom resulting from a larger number of alleles.
3.1.4 Analysis of X-linked markers

Several causal scenarios are relevant to an X-linked marker. In the log-linear setup of Haplin, various X-chromosome models may be fitted depending on the assumptions made about allele effects in females versus males, such as shared or different baseline risks, shared or different relative risks, and possible X-inactivation in females. Analyses of X-linked markers have not been of primary concern in Papers I—III and will, therefore, not be discussed any further in this thesis. For details on the possible parameterizations in Haplin, please consult our previous publications [66, 67, 69].

3.2 Using the EM algorithm to maximize the missing-data likelihood

In genetic association studies, incomplete information can originate from several sources. Genotype data could be missing due to failed genotyping, or family members, e.g., case-fathers or case-mothers, could be missing by design. Moreover, information is frequently lacking due to unknown phase or parental origin, such as when all three individuals in a case-parent triad are heterozygous (corresponding to rows 7 and 10 in Table 4). In the general population, one would actually expect this to occur in 12.5% of triads if both SNP alleles are equally likely (i.e., MAF = 0.5). Statistical methodology for handling unobserved variables or missing data is therefore essential in the analysis of genetic data.

Let $\beta$ be the parameter vector and let $X$ be an appropriate design matrix, as given in Eqn. (3). If we first assume that the full genotype of all triads can be observed, the number of each triad type, $n$, e.g., corresponding to the rows of Table 4, can be described by independent Poisson distributions, where the expected number of triads in each row is given by $m = \exp(X\beta)$ (for a full explanation of the notation, formulas and dimensions, please consult Additional file 1 of Paper II). Hence, with complete information, $\beta$ can be estimated by a straightforward maximization of the Poisson log-likelihood

$$l(\beta) = n^T X \beta - m,$$

where $m. = m^T 1$. 

With incomplete data, however, the likelihood contribution from a single observed (possibly ambiguous) triad $j$ is $a_j^T p$, where $p = m/m_\star$ is the vector of cell probabilities in a multinomial model and $a_j$ is defined as the ambiguity vector for the observed triad $j$, as explained in Additional file 1 of Paper II. If the mother, father, and child are all heterozygous for the same two alleles, $a_j$ would be a vector with ones at positions 7 and 10, and zeros otherwise (Table 4). Thus, one would need to maximize the more difficult ambiguity log-likelihood

$$l_A(\beta) = \sum_j^N \left( \log(a_j^T m) \right) - m_\star, \tag{4}$$

where $N = n^T 1$ is the total number of observed triads. Usually, the maximum likelihood estimate of $\beta$ has no closed form, and the ambiguity likelihood could be maximized directly via a search algorithm, such as an adapted Newton iterative approach [64]. However, Haplin uses instead the EM algorithm [108], which is a general and stable iterative optimization approach. It can be used to find maximum likelihood estimates with incomplete information, assuming that the missing genotypes are missing at random, i.e., independent of genotype. The EM algorithm is based on the idea of replacing the ambiguity log-likelihood $l_A(\beta)$ by a sequence of easier maximizations using the complete log-likelihood $l(\beta)$. The procedure is as follows. Starting from an (arbitrary) initial value of $\beta$, we predict the expected number of triads in each row by the formula $m = \exp(X \beta)$, pretending that the initial $\beta$ is the true value. We then redistribute the ambiguity cells according to their expected values, given the observed total of ambiguity cells (e.g., the observed sum of rows 7 and 10 in the example above). This is the expectation (E) step, and the expectations can be calculated with both phase ambiguity and incomplete triads at the same time. In Haplin, the initial value of $\beta$ is set to 0. Given the new distribution of cells, we then maximize $l(\beta)$ to find yet a new $\beta$ estimate, using standard Poisson regression. This is the maximization (M) step. We continue the iteration process until the parameters converge. The ambiguity log-likelihood increases for every iteration, and the EM algorithm thus converges to the incomplete-data maximum likelihood estimate [108].

Even though the EM algorithm provides a valid estimate of $\beta$, the variance-covariance matrix computed in each M step does not account for the extra uncertainty resulting from the incomplete data. The correct variance-covariance estimate, $\Sigma$, is the inverse of the observed Fisher information matrix, computed from $l_A(\hat{\beta})$. 
in Eqn. (4). The derivation is given in Additional file 1 of Paper II. In Haplin, 50 EM iterations are used as default, which suffice to reach convergence in most situations. However, in PoO estimation based on genotype data from case-mother or case-father dyads, the number should be increased for small sample sizes (results not shown).

3.3 The Wald test

Our model is based on a maximum likelihood approach, and the Wald test can be used for hypothesis testing. Let \( \hat{\beta} = [\hat{\beta}_1, \hat{\beta}_2, ..., \hat{\beta}_S]^T \) denote the combined vector of \( S \) relative risk estimates on a log-scale with corresponding asymptotic variance-covariance estimate \( \hat{\Sigma} \). From standard asymptotic theory of log-linear models, we have that asymptotically, \( \hat{\beta} \) follows an approximate multivariate normal distribution, i.e.,

\[
\hat{\beta} \sim MVN(\beta, \Sigma)
\]

as the sample size goes to infinity. The test of \( r \) hypotheses on the \( S \) parameters can be defined as a linear combination by using an \( r \times S \) matrix \( D \). Asymptotically, we have that

\[
D\hat{\beta} \sim MVN(D\beta, \Sigma_D),
\]

where \( \Sigma_D = D\Sigma D^T \). The Wald test statistic is then defined as

\[
T = (D\hat{\beta})^T \Sigma_D^{-1} (D\hat{\beta}).
\]

Under the null hypothesis of \( D\beta = 0 \), \( T \) follows approximately a chi-squared distribution with \( r \) degrees of freedom, \( \chi^2(r) \). For the one-parameter case, the Wald statistic simplifies to

\[
T = \frac{\hat{\beta}^2}{\hat{\sigma}^2} \sim \chi^2(1),
\]

where \( \hat{\sigma}^2 \) is the asymptotic variance estimate of \( \hat{\beta} \).

By defining an appropriate contrast matrix \( D \), a large number of hypotheses, including PoO, GxE, and PoOxE effects, can be tested. Note that for GxE and PoOxE effects, the strata are independent, and the variance-covariance matrix is therefore block diagonal. A detailed description is provided in Paper I. The Wald test is asymptotically equivalent to the likelihood ratio and
score tests [110, Chapter 1]. However, the Wald test is calculated based on the parameter estimates and their variance-covariance matrix and is therefore computationally simpler in our situation.

3.4 Statistical power calculations

In Haplin, the statistical power can be computed based on the non-centrality parameter for the Wald test statistic or through Monte Carlo simulations. I will here give a general description of the two approaches.

3.4.1 Power of the Wald test

When the null hypothesis, $H_0$, is false, $T$ is asymptotically non-central chi-squared, $\chi^2(r, \lambda)$, with $r$ degrees of freedom and non-centrality parameter

$$\lambda = (D\beta)^T \Sigma_D^{-1} (D\beta),$$

i.e., the non-centrality parameter is calculated by replacing the estimated parameters in the Wald test statistic by their true values [111]. The statistical power of the Wald test can then be calculated analytically by the formula

$$\gamma = P(\chi^2(r, \lambda) > \chi^2_\alpha(r)),$$

where $\chi^2_\alpha(r)$ is the upper-$\alpha$ quantile of the chi-squared distribution with $r$ degrees of freedom. The power of rejecting $H_0$ at a fixed significance level $\alpha$ is thus completely determined by the number of degrees of freedom and the non-centrality parameter. For a fixed value of $r$, the power increases as the non-centrality parameter increases.

3.4.2 Monte Carlo simulations

The statistical power of a test can also be estimated by a Monte Carlo method in which the test procedure is replicated multiple times under given conditions. The observed power will then be the proportion of significant tests among the replicates. The following algorithm describes the Monte Carlo approach for power estimation, given a preselected value of the effect size and other necessary parameters concerning the test.

1. For each replicate, indexed by $j = 1, \ldots, J$:
(a) Generate the \( j^{th} \) random sample from the given distribution (under the conditions of the preset parameter values and effect size)

(b) Calculate the test statistic from the \( j^{th} \) sample

(c) If \( H_0 \) is rejected at the nominal significance level \( \alpha \), set \( I_j = 1 \). If else, set \( I_j = 0 \)

2. Calculate the empirical power by computing the proportion of significant tests

\[
\frac{1}{J} \sum_{j=1}^{J} I_j
\]

If the samples are generated from the null distribution, the proportion of significant tests will then be the observed Type I error rate, i.e., the attained significance level.

Although analytical power calculations are much more time-efficient than brute-force simulations, asymptotic results may not be valid for small to moderately sized datasets. The Monte Carlo simulation approach is, on the other hand, a completely general and robust statistical method for confirming software implementations, computing the empirical power and the empirical significance level, as well as for comparing statistical models and software. It is therefore a useful and valuable supplement to the asymptotic calculations.

### 3.5 Power and sample size analysis in Haplin

A considerable part of this thesis involves power analysis in genetic association studies. The theory underlying the calculations is not new. However, there has been a lack of software implementation, and a complete setup for power calculations based on different configurations of the hybrid design has not been available. I will here describe the Haplin framework for power analysis, which has been written as part of this PhD project.

#### 3.5.1 snpPower and snpSampleSize

For single-SNP analyses of child effects, the statistical power and sample size can be computed using the Haplin functions \texttt{snpPower} and \texttt{snpSampleSize}. We assume a multiplicative dose-response relationship and count the number of “real” case alleles (the alleles transmitted from parents to affected offspring in case families), “real” control alleles (all alleles from the control families) and “pseudo-control” alleles (the alleles from case parents that have not been transmitted to the affected child).
The case (affected offspring) is the basis of the family-based designs and is always genotyped in our model. The total number of case alleles is then \( N_1 = 2n_1 \), where \( n_1 \) is the number of case families. The total number of control alleles can be written as \( N_0 = a_1n_1 + a_0n_0 \), where \( a_1 \) is the effective number of control alleles from a case family (i.e., pseudo-control alleles), \( a_0 \) is the effective number of control alleles from a control family, and \( n_0 \) is the number of control families.

A single case and a single control (without genotyping their parents) identify two case alleles and two control alleles, respectively. In this situation, \( a_1 = 0 \) and \( a_0 = 2 \). However, a complete case-parent triad has four alleles, two of which are transmitted to the case. The two non-transmitted alleles function as pseudo-controls, and a case-parent triad thus represents two case alleles and two control alleles (\( a_1 = 2 \)). Moreover, the inclusion of a complete control-parent triad adds four control alleles (\( a_0 = 4 \)).

The complexity of counting the alleles increases when case dyads or control dyads are included. If a case and only one of his/her parents are available, there are two case alleles and one control allele. However, we cannot always deduce which allele has been transmitted from the genotyped parent. Thus, \( a_1 < 1 \), and its value depends on the MAF and RR [112]. A similar argument applies if a control and only one parent are available for genotyping. We then have three control alleles but cannot deduce the parent of origin if both the control offspring and his/her parent are heterozygous. This reduces the effective number of control alleles (\( a_0 < 3 \)). The results are summarized in Table 6.

When the total number of alleles is counted, the power calculations are similar to the approach used for a regular case-control design. \textit{snpPower} calculates the power, \( \gamma \), by using the asymptotic normal approximation for the natural logarithm of the odds ratio (OR), where the relative risks and odds ratios are used interchangeably due to the rare disease assumption. Hence, the formula is given by

\[
\gamma = \Phi(z - z_{1-\alpha/2}) + \Phi(-z - z_{1-\alpha/2}),
\]

where \( \Phi(z) = P(Z \leq z) \), i.e., the standard normal distribution function, and

\[
z = \ln(\text{OR})/\sqrt{1/(N_1p_1(1 - p_1)) + 1/(N_0p_0(1 - p_0))}.
\]

Here, \( p_0 \) is defined as the MAF within the control group, and \( p_1 = p_0 \cdot \text{OR}/(1 - p_0 + p_0 \cdot \text{OR}) \) is the MAF within the case group. Thus, for a given number of case
families, control families, relative risks, minor allele frequencies, and Type I error rates, the power is readily computed.

The calculations are illustrated with a simple example. If we plan to include 100 case-parent triads in a study, both $N_1$ and $N_0$ equal 200. Assuming an RR (OR) of 2.0, a MAF ($p_0$) of 0.1 (here, the minor allele is the risk increasing allele), and a nominal significance level of 0.05, we have that $p_1 = 2/11$ and $z = \ln(2)/0.299 = 2.32$, resulting in a power of $\gamma = \Phi(2.32 - 1.96) + \Phi(-2.32 - 1.96) = 0.641$. The corresponding `snpPower` command and its output are

```r
snpPower(cases = list(mfc = 100), controls = list(mfc = 0),
  RR = 2.0, MAF = 0.1)
```

<table>
<thead>
<tr>
<th>cases.mfc</th>
<th>controls.mfc</th>
<th>RR</th>
<th>MAF</th>
<th>alpha</th>
<th>power</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>0</td>
<td>2</td>
<td>0.05</td>
<td>0.641071</td>
</tr>
</tbody>
</table>

Please consult the Haplin website or the `snpPower` help page in R for an explanation of the arguments and their options.

`snpSampleSize` is the inverse function of `snpPower`. For child effects, it calculates the number of case families and control families needed for a single SNP to obtain the desired power for specified family designs and given values of relative risks, minor allele frequencies, and Type I error rates. Applying the result of the above example, we obtain

```r
snpSampleSize(fam.cases = "mfc", fam.controls = "no_controls",
  RR = 2.0, MAF = 0.1, power = 0.641071)
```

<table>
<thead>
<tr>
<th>fam.cases</th>
<th>fam.controls</th>
<th>RR</th>
<th>MAF</th>
<th>alpha</th>
<th>power</th>
<th>case.families</th>
<th>control.families</th>
</tr>
</thead>
<tbody>
<tr>
<td>mfc</td>
<td>no_controls</td>
<td>2</td>
<td>0.1</td>
<td>0.05</td>
<td>0.641071</td>
<td>100</td>
<td>0</td>
</tr>
</tbody>
</table>

Explanations and documentation are given on the Haplin website and the help page in R.

Note that most of the functionality of `snpPower` is also covered by the more flexible Haplin function `hapPowerAsymp` (to be described next), which extends to power calculations of haplotype effects, PoO effects, maternal effects, GxE effects, etc. However, `snpPower` is somewhat easier to use and is therefore a valuable supplement for simple power calculations of single-SNP child effects.
Table 6: The effective number of control alleles for child effects in the single-SNP situation

<table>
<thead>
<tr>
<th>Genotyped individuals</th>
<th>Control family</th>
<th>Case family</th>
</tr>
</thead>
<tbody>
<tr>
<td>mfc</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>mf</td>
<td>4</td>
<td>-</td>
</tr>
<tr>
<td>mc or fc</td>
<td>$(3 - f(1))^*$</td>
<td>$(1 - f(OR))^*$</td>
</tr>
<tr>
<td>m or f</td>
<td>2</td>
<td>-</td>
</tr>
<tr>
<td>c</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

* The effective number of control alleles is derived by subtracting the subset of ambiguous dyads, where $f(OR) = \frac{1 - \text{MAF}}{\text{MAF} \cdot \text{OR}}/\left(1 + \frac{1 - \text{MAF}}{\text{MAF} \cdot \text{OR}}\right)^2$, and where OR is set to 1 in control families.

### 3.5.2 hapPowerAsymp

The asymptotic power of the Wald test is calculated by Eqn. (6), where the non-centrality parameter, $\lambda$, is given by Eqn. (5). The main difficulty is the calculation of $\Sigma$, which is computed from the log-linear model accounting for transmission ambiguities and missing data. The derivation of $\Sigma$ is given in Additional file 1 of Paper II.

The asymptotic power to detect an RR of 2.0, using 100 case-parent triads and a MAF of 0.1, is computed by the Haplin command

```plaintext
hapPowerAsymp(cases = c(mfc=100), haplo.freq = c(0.9,0.1), RR = c(1,2))
```

In order to calculate $\Sigma$, we first need to compute the $\beta$ values defined in Eqn. (3). We set $\beta_{11} = 0$ and calculate $\beta_{1j} = \log(p_j/p_1)$ for $j = 2, \ldots, K$. In this example, we have that $\beta_1 = (0, -2.1972246)^T$ and $\beta_2 = \beta_{21} = \log(2) = 0.6931472$ (the first allele is used as the reference, and $\beta_2$ is therefore of length 1). Assuming a multiplicative dose-response effect, $\beta_3$ is redundant. We then construct the 4-column matrix $G$, which includes one column for each of the parental alleles, to list all possible triad genotypes. The matrix has dimensions $q \times 4$, where $q = l^4$ and $l$ is the number of alleles at a locus. For a diallelic SNP with alleles 1 and 2,
From $G$, we construct the corresponding $q \times p$ design matrix $X$ for a log-linear model. It includes columns for estimating allele frequencies, child allele dose effects, maternal dose effects, etc., depending on the estimation model of interest. In our example, the design matrix is

$$X = \begin{pmatrix}
A_1 & A_2 & A_c \\
4 & 0 & 0 \\
3 & 1 & 0 \\
3 & 1 & 1 \\
2 & 2 & 1 \\
3 & 1 & 0 \\
2 & 2 & 0 \\
\vdots & \vdots & \vdots \\
1 & 3 & 1 \\
1 & 3 & 2 \\
0 & 4 & 2
\end{pmatrix},$$

where the first and second columns count the number of alleles $A_1$ and $A_2$ in each row of $X$, respectively, and the third column counts the number of variant alleles (here, $A_2$) inherited by the child. We then compute the expected number of triads in each row, $m = \exp(X\beta)$, and the calculation of $\Sigma$ now follows from Additional file 1 of Paper II (scaled to the correct sample size). Here, we are interested in

$$G = \begin{pmatrix}
A_{M1} & A_{M2} & A_{F1} & A_{F2} \\
1 & 1 & 1 & 1 \\
2 & 1 & 1 & 1 \\
1 & 2 & 1 & 1 \\
2 & 2 & 1 & 1 \\
1 & 1 & 2 & 1 \\
2 & 1 & 2 & 1 \\
\vdots & \vdots & \vdots & \vdots \\
2 & 1 & 2 & 2 \\
1 & 2 & 2 & 2 \\
2 & 2 & 2 & 2
\end{pmatrix},$$

with dimensions $16 \times 4$, where $A_M$ and $A_F$ denote the maternal and paternal alleles, ordered such that the second allele from each parent is transmitted to the child.
the power to detect an RR of 2.0 for the minor allele $A_2$, which corresponds to the parameter $\beta_{21}$. Consequently, $\lambda = \frac{\beta_{21}^2}{\sigma_{22}^2} = 0.6931472^2/0.08916667 = 5.388258$ and $P(\chi^2(1, 5.388258) > \chi_{0.05}^2(1)) = 0.641071$, which is equivalent to the power attained using snpPower.

Since hapPowerAsymp is integrated as part of the general analysis framework in Haplin, the value of $\Sigma$ is readily attainable. This facilitates power calculations for different scenarios, such as for PoO and maternal effects, as well as extensions to GxE and haplotype effects. As Haplin is extended (e.g., to allow other study designs or genetic effects), corresponding power calculations will readily follow.

### 3.5.3 hapRun and hapPower

Haplin also includes a complete setup for power analysis through Monte Carlo simulations. The Monte Carlo approach to power calculation is described in Section 3.4.2, and the algorithm is implemented in Haplin via the two companion functions hapRun and hapPower. First, hapRun simulates haplotype data under the conditions of the given effect size and parameter values, in which triad genotypes are generated from the multinomial distribution (step 1a in the Monte Carlo algorithm). The multinomial probabilities are calculated by listing all possible genotype combinations in the triad format and then applying the sampling model in Eqn. (2) (or an adapted parameterization depending on the genetic effect in question). For a diallelic SNP, the multinomial distribution for a child effect is given in Table 4. If control-parent triads are added to the analysis, we set $RR = 1$ and $RR^* = 1$ in the multinomial. Next, hapRun runs Haplin on the simulated data, i.e., performs the statistical inference, and outputs the results (step 1b). This output is then fed to hapPower, which subsequently performs the power calculations by computing the proportion of $p$-values less than the nominal significance level (steps 1c and 2).

The power simulations in Haplin are general, and hapRun enables power calculations for a wider range of parameterization models than the current implementation of hapPowerAsymp. hapRun can also handle a composite of several child-parent configurations, and it permits missing individuals to be generated at random (see Additional file 2 of Paper II). Brute-force simulations are, however, time-consuming, and parallel processing has been implemented to speed the analyses. With four CPU cores (2.8 GHz per core), a regular power calculation of child effects takes less than 4 minutes using 10,000 data replicates of 200 case-parent triads for a diallelic SNP. A similar power calculation for PoO effects takes approximately 5 minutes. Examples
and relevant Haplin commands for `hapRun` and `hapPower` are given in Additional file 2 of Paper II.

### 3.5.4 hapRelEff

`hapRelEff` computes the relative efficiency of two study designs. The variance for the relevant parameter estimator is calculated for each of the two designs and then compared. The number of genotyped individuals is taken into account. Thus, each individual is given the same cost regardless of disease status and regardless of being a child, a mother, or a father. Note that different costs (e.g., between cases and controls) can be inferred but are not considered in the current version of `hapRelEff`. The relative efficiency is calculated based on the asymptotic variance-covariance structure of the parameter estimator (Additional file 1 of Paper II), although a simulation procedure would be equally applicable.

I will illustrate the calculations with an example of PoO effects, comparing the mfc-mfc design (using an equal number of case and control families) with the mfc design, assuming a multiplicative dose-response relationship. For each design, we extract the relevant element from $\Sigma$ (corresponding to the parameter of interest and scaled to a single design unit) and calculate

$$\frac{m_{\text{mfc}} \omega^2_{\text{mfc}}}{m_{\text{mfc-mfc}} \omega^2_{\text{mfc-mfc}}}$$

where $m_{\text{mfc}}$ and $m_{\text{mfc-mfc}}$ are the number of genotyped individuals for the mfc and mfc-mfc designs, respectively, and $\omega^2_{\text{mfc}}$ and $\omega^2_{\text{mfc-mfc}}$ are the variances representing a single design unit, as explained in Appendix 1 of Paper III. For this example, we observe that $\omega^2_{\text{mfc}} = \omega^2_{\text{mfc-mfc}}$, regardless of the MAFs and the relative risk values. Since $m_{\text{mfc}} = 3$ and $m_{\text{mfc-mfc}} = 6$, the relative efficiency equals 1/2, favoring the mfc design. Examples and relevant Haplin commands are given on the Haplin website and the R help page.

### 3.6 The EMIM software

For external validation of Haplin results, comparisons with other software are useful. Similar to Haplin, the companion programs PREMIM and EMIM are easy-to-use command-line tools for genetic association analysis of child, PoO, and mater-
nal effects on autosomal markers, tailored to genotype data from several different child-parent configurations [104–106]. While PREMIM extracts genotype data from PLINK-format pedigree files (e.g., .ped or .bed files) [113] and generates the required input files for EMIM, EMIM performs the subsequent statistical analyses. PREMIM and EMIM are written in C++ and FORTRAN 77, respectively, and the run time is therefore faster than Haplin, which is implemented in R. The computational speed is an advantage for GWAS analysis. The statistical analyses in EMIM are performed using a multinomial modeling procedure which permits the simultaneous consideration of a variety of child-parent configurations. A range of different parameterization models and optional likelihood assumptions are allowed, including HWE and random mating. The equivalence between log-linear and multinomial models [114] implies that the modeling approaches used by Haplin and EMIM should provide equivalent inference. However, instead of fitting log-linear models for unobserved variables (ambiguities) via the EM algorithm, EMIM maximizes the multinomial likelihood directly via a maximization subroutine (MAXFUN, http://darwin.cwru.edu/sage). In order to perform the actual hypothesis tests, PREMIM and EMIM must be combined with external software (such as R), and there are no built-in commands for post-processing of results. Power computations are not implemented in EMIM, and several external steps are required to calculate the attained power of analysis, including data simulations and the computation of test statistics and corresponding p-values resulting from the EMIM analysis.

Information on EMIM and PREMIM is available from https://www.staff.ncl.ac.uk/richard.howey/emim. Details on the multinomial modeling approach and the various parameterization models used by EMIM have been described by Ainsworth et al. [104].

3.7 Case-parent triad study: illustration of analysis with cleft palate only data

From a previously published GWAS [115–117], genotype data and information on maternal periconceptional cigarette smoking were available for 550 isolated CPO families, including 466 complete case-parent triads. The CPO families stem from an international cleft collaboration which comprises both European/US and Asian populations. GWAS details have been provided in the original publication [115],
and characteristics of the study population and information on quality control have been given by Haaland et al. [59]. The GWAS dataset is available from the dbGaP database (https://www.ncbi.nlm.nih.gov/gap) under study accession ID phs000094.v1.p1. We used the CPO data to demonstrate both our PoOxE test in Paper I and the relative efficiency estimates in Paper III. For the purpose of illustration, only a few SNPs were selected from the GWAS data, and a full genome-wide scan has not been performed as part of this thesis.

3.8 A brief overview of statistical methods and materials, Papers I—III

In all papers, Haplin is the main tool for analysis. Thus, log-linear models form the basis for the new methodological developments and software implementations. Statistical inference is based on the Wald test, and a multiplicative dose-response model has been assumed.

3.8.1 Paper I

We developed a new statistical and computational tool to estimate and test for PoOxE effects in a GWAS. The method can be described as a two-step approach. We first fit the log-linear model separately in each exposure stratum and then apply a Wald-based post-test to assess whether the PoO estimates deviate significantly across the exposure levels. The interaction approach was implemented in Haplin. As an illustration of the methodology, we applied the PoOxE test to top hits from previous published GWAS with case-parent triad data on CPO, assessing whether maternal smoking during the periconceptional period modifies the PoO effects. We used the same genetic triad data as applied in previous studies [59, 116, 117] and therefore stress that our examples and the corresponding results function only as an illustration and not as an independent replication of findings. Lastly, we evaluated the performance of the PoOxE test. Power calculations were mainly performed using asymptotic approximations (hapPowerAsymp). However, the attained significance level and the small-sample behavior were investigated through Monte Carlo simulations (hapRun and hapPower).
3.8.2 Paper II

We developed an extensive setup for power calculations in Haplin, including both analytical calculations using the non-centrality parameter for the Wald test statistic (Section 3.4.1 and 3.5.2) and a straightforward Monte Carlo simulation approach (Section 3.4.2 and 3.5.3). In Paper II, we compared the asymptotic power approximations (using `hapPowerAsymp`) to the power of analysis attained in simulations with Haplin (using `hapRun` and `hapPower`). For external validation, we further compared the results to the power of analysis attained in simulations using the EMIM software. For power analysis in EMIM, the Haplin function `hapSim` was used to simulate the genotype data. We then converted the data to standard PLINK-format files, which we subsequently fed into PREMIM and EMIM for analysis. Our primary focus was on child, PoO, and maternal effects.

3.8.3 Paper III

We provided insights into how relevant study designs compare in terms of relative (Pitman) efficiency and illustrated the methodology with extensive analyses for a range of genetic effects and etiologic scenarios based on asymptotic approximations. Our main focus was on child (regular autosomal), PoO, and maternal effects, and both single SNPs and haplotypes were assessed. Moreover, to facilitate relative efficiency analyses in other scenarios, we implemented the calculations as an easy-to-use function in Haplin (`hapRelEff`, Section 3.5.4). As a demonstration, we also compared the empirical efficiency of the case-mother dyad design with that of the case-parent triad design using preselected SNPs from the CPO data.

3.9 Ethical considerations and consents

**Paper I and Paper III** Ethics approvals for the cleft consortium were obtained from the respective ethics committees at each institution in the collaboration. For details on the recruitment sites, the research approvals, and protocols, please consult the online “Supplementary Note” of the original publication [115], as well as the study outline for these publicly available data at dbGaP (https://www.ncbi.nlm.nih.gov/gap) under study accession ID phs000094.v1.p1.
**Paper II**  The work presented in Paper II is based on analytic formulas and Monte Carlo simulations and does not include any research on human subjects or human data. Hence, no specific ethical approvals are required.
4 Summary of main results

4.1 Paper I

We developed new methodology to assess PoOxE effects in case-parent triads with or without unrelated control families. We illustrated that PoOxE effects can occur even in the absence of separate PoO or GxE effects. Haplin allows for parallel processing of analyses, and the run time of a genome-wide PoOxE scan is therefore satisfactory. The power to detect a PoOxE effect is approximately 80% using a nominal significance level of 5%, a relative risk ratio of 1.6 (RR_{M,2} = 1.6 and RR_{M,1} = RR_{F,1} = RR_{F,2} = 1), a MAF of 0.2, and a total sample size of 2000 case-parent triads with equally sized exposure groups. However, changing the nominal significance level to $5 \cdot 10^{-8}$, a total of 10,000 case-parent triads are needed to reach the same power. Since the PoOxE analysis tests for a second-order interaction effect, a larger sample size is required for the PoOxE test to achieve the same power compared with tests for similar PoO or GxE effects. We also showed that the PoOxE test is asymptotically unbiased. However, when the number of case families is too small in one or several exposure groups, the attained significance level may not match the nominal.

The layout of Table 1 and Table 2 in the published article makes them somewhat difficult to read. The tables, in their submitted versions, are therefore attached in Appendix II.

4.2 Paper II

Based on log-linear modeling, we implemented a complete setup for power calculations in Haplin. Statistical power calculations can be performed for child, PoO, maternal, and GxE effects, and an inherent strength of the Haplin framework is the ability to compute power for both single SNPs and haplotypes, either autosomal or X-linked. Moreover, Haplin accommodates family-structure in data, and a wide range of study designs are therefore applicable for power analyses.

In Paper II, we showcased the functionalities for power analysis in Haplin by extensive examples. For the mfc, mc, mfc-mfc, and mc-mc designs, we illustrated
that the statistical power to detect a given child effect is identical to that of a maternal effect when adjusting for the possible confounding of the effects with one another. Furthermore, we showed that unrelated control-parent triads do not add extra power to the mfc design when investigating PoO effects.

Statistical power analyses in Haplin can be carried out in two ways, either analytically by using the asymptotic variance-covariance structure of the parameter estimator, or else by using a straightforward Monte Carlo simulation approach. We showed that the two procedures for power calculation provide similar results. For external validation, we further compared the Haplin power calculation module to the power of analysis attained in simulations with EMIM. The consistent results observed between Haplin and EMIM across different study designs and genetic parameterization models confirm the computational accuracy of the statistical inference methods used in both software. They also show that the power calculations in Haplin are applicable to genetic association studies analyzed by either log-linear or multinomial modeling approaches. In summary, the results indicate that Haplin provides a versatile and robust framework for power calculations in genetic association analyses for a broad range of different genetic effects and etiologic scenarios, based on a variety of family-based study designs.

4.3 Paper III

In Paper III, we argued for augmenting power analysis with relative efficiency when designing a genetic association study. We introduced a comprehensive framework for relative efficiency estimation and provided insights into how relevant designs compare according to relative efficiency. The methodology was illustrated with analyses of child (regular autosomal), PoO, and maternal effects, using the Pitman efficiency.

Our findings relate to power and efficiency considerations only. For child effects, the c-c design is recommended, and an equal number of cases and controls maximizes the efficiency. For a PoO analysis, optimal efficiency is achieved for the mfc or mc/fc design, depending on the MAF. We also observed that unrelated controls or control families would not increase the power attained by the mfc design, as previously indicated in Paper II. For maternal effects, the results suggest that the mfc design would be an overall good choice when adjusting for child effects, whereas the mfc-c
or mc-mc design would be appropriate when adjusting for PoO effects.

In a search for child or PoO effects, we found that an adjustment for maternal genes could cause a substantial loss of power. Hence, we do not recommend including maternal effects in a full GWAS scan for child or PoO effects. As an alternative, we propose additional post-scan analyses to control for the possible confounding.

We also showed that the relative efficiency depends on both the genetic effect in question and the MAF of a given SNP. The results presented are thus subject to the investigated parameter values and should not be interpreted as general guidelines. Furthermore, practical issues should always be taken into consideration, such as the availability of parental genotypes or an appropriate control sample, as well as costs related to recruitment and phenotyping. Nevertheless, relative efficiency is a useful measure for optimizing the study design, and a careful review of relevant designs should be performed as a routine prior to performing a GWAS.
5 Discussion

The log-linear model in Haplin forms the basis of this thesis, and the new methodologies and developments have been integrated into this framework. However, several other statistical software have also been designed for genetic association analysis, permitting the estimation and testing of genotype relative risk parameters similar to those investigated in Haplin. Although a complete listing and comparison are beyond the scope of this thesis, I will nonetheless briefly review some of the most commonly used tools. I will also mention some of the most prominent power calculation software for genetic association testing. Further, I will discuss some general methodological issues that are relevant to the papers herein. Genetic effects and study designs in genetic association testing are the primary objectives of the thesis. I will, therefore, summarize this section with a few additional remarks on these topics that have not been fully discussed in Papers I—III. Specific discussion points from the individual papers will not necessarily be repeated. Strengths and limitations will be discussed consecutively.

5.1 Statistical software for genetic association analyses

The most widely used software for whole-genome association and population-based linkage analyses is PLINK. The original paper about this software [113] has been cited more than 13,000 times according to the Web of Science Core Collection (apps. webofknowledge.com; accessed October 9, 2019). PLINK was developed to perform a number of basic, large-scale analyses. It is a computationally efficient tool for data management, quality control, and GWAS. However, few family-based association tests are incorporated in the software, and a complete setup for likelihood-based estimation is lacking. The ability of PLINK to detect PoO effects is limited to an intuitive TDT-like approach, which, as noted in Section 1.8, is not generally statistically valid [50, 98]. Both Haplin and EMIM, which are investigated in this thesis, are able to handle input data from PLINK. The software can therefore be used in combination. For example, PLINK can be used for the initial data management and quality control, whereas Haplin or EMIM can be applied for the actual testing of the genotype relative risk parameters. Note, however, that PLINK holds several
functionalities for association testing that are not implemented in Haplin or EMIM, including quantitative trait and sibship analysis.

Another well-established and flexible tool for genetic association analysis of binary and quantitative traits is UNPHASED [64]. A variety of family-based study designs, including sibship data, can be analyzed using UNPHASED, and missing genotype data are handled through direct maximization of the incomplete-data likelihood. UNPHASED can perform haplotype analysis on both autosomal and X-linked data, and modification of haplotype relative risks according to the parent of origin has also been implemented. In addition, UNPHASED can run a sliding-window analysis over a selection of markers, similar to Haplin. Although a sliding-window approach is convenient for GWAS analysis, UNPHASED is not designed for this purpose. Dudbridge, the author of UNPHASED, suggests that GWAS packages (e.g., PLINK) should be used for the initial quality control and analysis [118]. UNPHASED could then be applied to verify promising findings in situations where its approaches are more efficient, such as family-based studies with incomplete parental information or haplotype analysis. A comparison of family-based methodologies for assessing haplotype effects on the X chromosome showed that Haplin has more consistent Type I error rates and better power than UNPHASED, even when HWE is not fulfilled [119]. However, the comparisons were conducted under simulated scenarios corresponding to X-chromosome models that are available in Haplin, thus optimizing the performance of Haplin.

Another genetic analysis software, Mendel, performs likelihood-based statistical analysis of binary and quantitative traits for a wide range of genetic problems, covering both parametric linkage in large pedigrees and genome-wide association analysis of rare alleles [120, 121]. Mendel encompasses several options for association testing, including the maternal-fetal genotype (MFG) incompatibility test for assessing both child and maternal effects as well as mother-child interaction effects [57]. The MFG test for binary traits is also implemented in EMIM, and a comparison of EMIM and MENDEL showed similar inference. However, EMIM is faster and provides an easier implementation of various parameterization models [105]. Although the MFG test was developed using a log-linear modeling approach for case-parent triads, it has not yet been implemented in Haplin. Thus, power calculations and relative efficiency measures for the MFG test are currently lacking, and the incorporation of the MFG test would have been advantageous to this thesis.

Similar to Haplin, LEM (Log-linear and event history analysis with missing data using the EM algorithm) [122–124] is also based on log-linear modeling and designed
to analyze child, PoO, and maternal effects in family triads. Howey and Cordell [105] demonstrated that the inference provided by EMIM and LEM is similar, which is as expected due to the mathematical equivalence between the multinomial and log-linear model [104, 114]. However, EMIM is considerably faster. For PoO and maternal effects, Connolly and Heron [50] reviewed different statistical methods for binary traits and compared them according to Type I error rates, statistical power, and suitability for studying different etiologic scenarios. The multinomial model in EMIM was recommended because EMIM has the most consistent Type I error rate, attains the strongest power, is easy to implement, and offers additional flexibility. Regrettably, Haplin was not included in that review, but the comparisons between Haplin and EMIM in Paper II showed similar inference across multiple genetic effects and study designs. We have also conducted extended analyses using a lower significance threshold ($\alpha = 10^{-4}$) than what was demonstrated in Paper II, and the close correspondence between EMIM and Haplin still holds (results not shown).

Hence, EMIM and Haplin are both reliable and versatile approaches for performing genetic association analysis based on genotype data from a wide range of child-parent configurations, offering, to a broad extent, similar functionalities. The advantage of Haplin is that it is able to examine both X-linked and GxE effects. EMIM, on the other hand, allows a variety of likelihood assumptions other than HWE, such as mating symmetry [99], parental allelic exchangeability [83] and a “conditional on parental genotype” model [102]. The different likelihood assumptions will be discussed further in Section 5.2.2.

There are also several other software that deserve to be mentioned. TRANSMIT [125] was one of the first software to test for association between a genetic marker and a disease trait by investigating the transmission of markers from parents to affected offspring. It can handle missing parental genotypes as well as the transmission of multi-locus haplotypes, even when the haplotype phase is unknown. The TRIad Multi-Marker (TRIMM) method [126] was designed to detect risk-related haplotypes by applying multiple SNPs from case-parent triads directly without having to infer haplotypes. TRIMM offers a non-parametric approach for testing multiple SNPs simultaneously. It can accommodate deviations from HWE, population structure, and non-negligible rates of recombination, and the methodology can be used to investigate child, PoO, and maternal effects. Although TRIMM is better at detecting associations dominated by a single SNP or haplotype, Haplin performs better when several risk-associated haplotypes are involved [127]. The Bioconductor package trio [128] in R specializes in genome-wide analyses of case-parent triad
data, and both TAT [99] and the parent-of-origin likelihood ratio test (PO-LRT) [98] have been included to detect PoO effects. I will end this section by acknowledging GenABEL [129], an R package designed to handle GWAS data in a memory-efficient way, facilitating both data management and quality control in R as well as GWAS analysis. Up until 2018, Haplin depended on GenABEL to convert .ped files to Haplin format. Unfortunately, GenABEL was discontinued and removed from the CRAN repository in May 2018 due to lack of maintenance.

5.1.1 Power calculation software

Genetic Power Calculator (GPC) is an easy-to-use tool to calculate statistical power for linkage and association mapping [92]. The paper by Purcell et al. [92] has been cited nearly 1650 times according to the Web of Science Core Collection (apps.webofknowledge.com; accessed October 9, 2019), reflecting its valuable contribution to the research community. Another well-known power calculation software for genetic studies is Quanto, which offers power and sample size computations for child effects, GxE, and gene-gene interactions [130–132]. GPC and Quanto are both based on closed-form analytic power formulas. They can perform power calculations for both quantitative and binary traits, and power analysis of sibship data is also incorporated. Nevertheless, only a limited number of study designs are available that accommodate parental information and family structure. Moreover, power analyses of PoO and maternal effects have not been implemented, and power calculations involving X-linked markers or haplotypes are not available in the modules implemented to date in either software. Unfortunately, neither GPC nor Quanto seem to have been updated in recent years. Notably, several of the modules in GPC are undocumented and unsupported, and the latest version of Quanto was released in 2009.

The PBAT software [133, 134] includes a unified approach to the family-based association test (FBAT) [135], which is a generalization of the TDT. It incorporates nearly all of the features of the preceding FBAT package [136] but also provides power calculation functions for binary and quantitative disease traits, thus accommodating a wide range of family- and population-based study designs with the ability to handle missing parental genotypes [137–139]. Similar to Haplin, PBAT includes functionalities for verifying the analytical power calculations by Monte Carlo simulations. Although a thorough comparison between the power functionalities of Haplin and PBAT would be useful, PBAT and FBAT have been incorporated in the com-
mercialized Golden Helix Foundation software (https://www.goldenhelix.com), thus preventing the widespread use of their tools in academic research.

The analytical power calculations in Haplin are general; we apply the asymptotic normal distribution of the log-transformed relative risk and relative risk ratio parameters and use the non-centrality parameter for the test statistic. The power functions in Haplin are implemented as part of a unified analysis setup. This makes it easy to extract the variance-covariance matrix needed to compute the non-centrality parameter in different scenarios. As additional methods of analysis are developed and implemented in Haplin, corresponding power calculations can readily be incorporated, both analytically and through simulations. Hence, further advancements of power functionalities are more easily achievable in Haplin than in independent power calculation software that are based on closed-form analytic equations for each situation (i.e., not integrated as part of a general analysis framework).

Our power calculations are, nevertheless, restricted to binary disease traits. Even though power calculations for quantitative traits can also be performed based on the non-centrality parameter for the Wald test statistic, the quantitative-trait non-centrality parameter cannot be calculated within the current Haplin setup. In Haplin, quantitative traits such as birth weight or gestational length can be analyzed by dichotomizing the outcome variable. For example, gestational length may be assessed by assigning the cut-off at preterm birth, defined as birth prior to 37 completed weeks of gestation [140]. However, the dichotomization of quantitative variables may cause several problems, and valuable information can be lost [141]. For analytical power calculations of quantitative traits, please consult the recent publication of Wang and Xu [111].

5.2 Methodological considerations and limitations

For our PoOxE calculations in Paper I, we assumed independence between exposure and the child’s genotype conditional on parental mating type. However, I will show here that this constraint can be relaxed, as previously derived in our recent paper [61]. The reliance on the HWE assumption has been a matter of some debate, and several alternative likelihood assumptions have been introduced in the literature. A short summary of the most important parameterizations will be provided below.

Owing to the excessive number of SNPs being tested in a GWAS, issues of
multiple comparisons are of major concern in whole-genome association testing. Although methods for handling multiple testing are beyond the scope of this thesis, a few general remarks will be provided in Section 5.2.3.

5.2.1 The assumption of conditional independence between exposure and child genotype given parental genotypes

The standard log-linear model describes the probability of the case-parent triad genotype, conditional on the child being a case, and can be parameterized as

\[ P(M, F, C | D) = \frac{P(D | M, F, C) P(M, F, C)}{P(D)}. \]

If we assume that information about the parental genotypes is irrelevant for the disease penetrance when the genotype of the child is known, we have that

\[ P(M, F, C | D) = \frac{P(D | C) P(M, F, C)}{P(D)}, \]

as explained in Section 3.1. With a categorical exposure variable, \( E \), included, the analogous parameterization is

\[ P(M, F, C, E | D) = \frac{P(D | C, E) P(E | M, F, C) P(M, F, C)}{P(D)}, \]

assuming that the parental genotypes for the disease penetrance are irrelevant when the child’s genotype and exposure status are known. To estimate GxE effects in case-parent triads, a standard constraint is independence between \( C \) and \( E \) conditional on parental genotype, i.e., \( P(E | M, F, C) = P(E | M, F) \) \cite{79, 142}. Note that \((M, F, C)\) here denotes the unordered triad type, as opposed to the strict ordering used in Section 3.1. The sampling model can be expressed as

\[ P(M, F, C, E | D) = \frac{P(D | C, E) P(E | M, F) P(M, F, C)}{P(D)} \]

\[ = \frac{P(D | C, E) P(M, F | E) P(C | M, F) P(E)}{P(D)}, \]

where \( P(D | C, E) P(M, F | E) P(C | M, F) \) corresponds to a stratum-specific log-linear model. Since \( P(E) \) and \( P(D) \) are constant within a stratum, the log-linear model can be fitted directly within each stratum (see Section 3.1).

When estimating PoOxE effects (Paper I), the sampling model can be parame-
terized as
\[
P(M, F, C_{jl}, E|D) = \frac{P(D|C_{jl}, E)P(E|M, F, C_{jl})P(M, F, C_{jl})}{P(D)}
\]

where \(C_{jl} = A_jA_l\) denotes that allele \(A_j\) is inherited from the mother and allele \(A_l\) is inherited from the father. Assuming that \(P(E|M, F, C) = P(E|M, F)\), we could proceed as for the child effects. However, to estimate the ratio \(RR_{R_j} = RR_{M,j}/RR_{F,j}\) within each stratum, a less stringent assumption would suffice \[61\]. With the constraint that
\[
P(E|M, F, C_{jl}) = P(E|M, F, C_{lj}) = P(E|M, F, C), \quad (7)
\]
i.e., the alleles of the child may affect the exposure directly, even within parental mating types, but the effect should not depend on parental origin, we have that
\[
P(M, F, C_{jl}, E|D) = \frac{P(D|C_{jl}, E)P(M, F|E)P(C|M, F, E)P(E)}{P(C|M, F)} \cdot \frac{P(C_{jl}|M, F)}{P(C|M, F)}
\]
where the latter fraction depends on Mendelian inheritance. For the standard evaluation in Haplin, the log-linear model is fitted within each exposure stratum. However, since \(P(C|M, F, E)\) may depend on both \(E\) and the (unordered) \(C = A_jA_l\), the separate within-stratum estimates of \(RR_{M,j}\) and \(RR_{F,j}\) may be biased. Nevertheless, for the ratio \(RR_{R_j} = RR_{M,j}/RR_{F,j}\) obtained in each stratum, the bias cancels out if Eqn. (7) holds true. The different assumptions required for GxE and PoOxE analyses for a variety of study designs have previously been described in our recent paper \[61\].

An example where the conditional independence assumption \(P(E|M, F, C) = P(E|M, F)\) could fail, possibly biasing the GxE estimate, is if the variant allele itself directly affects an individual’s propensity for the exposure, either through appetite or aversion. For instance, an individual’s reluctance toward excessive alcohol intake may be associated with a genetic variant that slows the detoxification of alcohol \[143\]. However, unless this mechanism depends on the parent of origin, the PoOxE estimate would still be valid.
5.2.2 Deviations from HWE

The triad population frequencies \( P(M, F, C) = P(A_i A_j, A_k A_l) \) can be parameterized in different ways. The basic implementation in Haplin employs haplotype-frequency parameters under the HWE assumption. Thus, \( P(M, F, C) = p_i p_j p_k p_l \), where \( p_i \) is the population frequency for allele \( A_i \), with the constraint that \( \sum_i p_i = 1 \). While HWE is a reasonable assumption in random mating populations, it is disputed in populations with substructures. The case-parent triad design inherently protects against population stratification, but some of this protection is lost if the HWE assumption is not satisfied. To avoid the HWE constraint, Wilcox et al. [52] and Weinberg et al. [99] made the less strict assumption of “mating symmetry” and introduced six mating type parameters, \( \mu_1 - \mu_6 \), as shown in Table 7. However, the number of parameters can be reduced in the presence of inbreeding or population stratification, situations which typically cause an excess in the observed proportion of homozygotes from what would be expected under HWE [144]. Gjessing and Lie [16] suggested modeling such deviations by the triad frequencies \( P(M, F, C) = p_i p_j p_{ii} p_k p_l p_{kl} \), where \( p_{ii} = p_i^2 \) for each homozygote and \( p_{ij}^* = 1 \) for all heterozygotes. This parameterization has been implemented as an addition to the standard HWE model in Haplin, but it is not yet available in the official version.

Several other constraints have been proposed in the literature. For example, the “conditional on parental genotypes” (CPG) introduces as many as nine mating type stratification parameters, \( \mu_1 - \mu_9 \) (Table 7) [83, 101, 102]. This model should be more robust to departures from mating symmetry or HWE but loses statistical power compared with corresponding models with fewer parameters [105]. The “parental allelic exchangeability” (PAE) assumption asserts that the four alleles carried by a pair of parents in the source population are randomly distributed among them [83, 126]. In the context of the parameterization of Wilcox et al. [52] and Weinberg et al. [99], this corresponds to setting \( \mu_4 = \mu_3 \) (Table 7). This restriction is slightly stronger than mating symmetry but considerably weaker than HWE since it still allows populations with substructures.

The HWE assumption reduces model complexity. Hence, HWE simplifies computations and improves the computational efficiency in Haplin. It also facilitates haplotype reconstruction; the parameterization of Table 4 in Section 3.1 is readily extended to haplotype analysis. Such extensions would become more cumbersome with the parameterization outlined in Table 7, where the multinomial is categorized according to the number of copies of the variant allele carried by the mother,
father, and child. While fewer parameters lead to a more constrained model, the statistical power is increased, provided the model is correct. As a consequence, a power analysis in Haplin would typically overestimate the power of log-linear or multinomial models adopting the mating type parameter approach. Comparisons of different constraints in EMIM show that the power to detect an association decreases as one makes less restrictive but potentially more robust constraints [105, Figure 2]. The decrease in power is more pronounced for child and maternal effects than for the EMIM maternal imprinting effects. The loss of power is also greater at lower significance thresholds. Nonetheless, most researchers would not have sufficient knowledge at the planning stage of a study to be able to realistically specify possible configurations of mating type parameters.

Since the default implementation in Haplin uses the HWE assumption, an analysis scheme should always include a strategy for investigating large deviations from HWE. Haplin performs a chi-squared test for HWE on all SNPs as an automated part of all analyses. Thus, as a routine, top hits from a GWAS analysis in Haplin should be checked post hoc to prevent spurious associations caused by, for instance, population stratification, genotyping errors, or deviations from Mendelian transmission.
Table 7: Population frequencies of case-parent triads for a diallelic SNP. A comparison of different constraints

<table>
<thead>
<tr>
<th>Row number</th>
<th>Triad genotype (M,F,C)*</th>
<th>CPG</th>
<th>Mating symmetry</th>
<th>PAE</th>
<th>HWE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2,2,2</td>
<td>$\mu_1$</td>
<td>$\mu_1$</td>
<td>$\mu_1$</td>
<td>$p_2^1$</td>
</tr>
<tr>
<td>2</td>
<td>2,1,2</td>
<td>$\mu_2$</td>
<td>$\mu_2$</td>
<td>$\mu_2$</td>
<td>$p_1^3p_2^3$</td>
</tr>
<tr>
<td>3</td>
<td>2,1,1</td>
<td>$\mu_2$</td>
<td>$\mu_2$</td>
<td>$\mu_2$</td>
<td>$p_1^3p_2^3$</td>
</tr>
<tr>
<td>4</td>
<td>1,2,2</td>
<td>$\mu_3$</td>
<td>$\mu_2$</td>
<td>$\mu_2$</td>
<td>$p_1^3p_2^3$</td>
</tr>
<tr>
<td>5</td>
<td>1,2,1</td>
<td>$\mu_3$</td>
<td>$\mu_2$</td>
<td>$\mu_2$</td>
<td>$p_1^3p_2^3$</td>
</tr>
<tr>
<td>6</td>
<td>2,0,1</td>
<td>$\mu_4$</td>
<td>$\mu_3$</td>
<td>$\mu_3$</td>
<td>$p_1^2p_2^2$</td>
</tr>
<tr>
<td>7</td>
<td>0,2,1</td>
<td>$\mu_5$</td>
<td>$\mu_3$</td>
<td>$\mu_3$</td>
<td>$p_1^2p_2^2$</td>
</tr>
<tr>
<td>8</td>
<td>1,1,2</td>
<td>$\mu_6$</td>
<td>$\mu_4$</td>
<td>$\mu_3$</td>
<td>$p_1^2p_2^2$</td>
</tr>
<tr>
<td>9</td>
<td>1,1,1</td>
<td>$2\mu_6$</td>
<td>$2\mu_4$</td>
<td>$2\mu_3$</td>
<td>$2p_1^2p_2^2$</td>
</tr>
<tr>
<td>10</td>
<td>1,1,0</td>
<td>$\mu_6$</td>
<td>$\mu_4$</td>
<td>$\mu_3$</td>
<td>$p_1^2p_2^2$</td>
</tr>
<tr>
<td>11</td>
<td>1,0,1</td>
<td>$\mu_7$</td>
<td>$\mu_5$</td>
<td>$\mu_4$</td>
<td>$p_1^3p_2$</td>
</tr>
<tr>
<td>12</td>
<td>1,0,0</td>
<td>$\mu_7$</td>
<td>$\mu_5$</td>
<td>$\mu_4$</td>
<td>$p_1^3p_2$</td>
</tr>
<tr>
<td>13</td>
<td>0,1,1</td>
<td>$\mu_8$</td>
<td>$\mu_5$</td>
<td>$\mu_4$</td>
<td>$p_1^3p_2$</td>
</tr>
<tr>
<td>14</td>
<td>0,1,0</td>
<td>$\mu_8$</td>
<td>$\mu_5$</td>
<td>$\mu_4$</td>
<td>$p_1^3p_2$</td>
</tr>
<tr>
<td>15</td>
<td>0,0,0</td>
<td>$\mu_9$</td>
<td>$\mu_6$</td>
<td>$\mu_5$</td>
<td>$p_1^4$</td>
</tr>
</tbody>
</table>

*Number of copies of the $A_2$ allele, e.g., 2,2,2 denotes the triad genotype $A_2A_2, A_2A_2, A_2A_2$

CPG: conditional on parental genotypes; PAE: parental allelic exchangeability;
HWE: Hardy-Weinberg equilibrium

$\mu_1 - \mu_9$ are mating type stratification parameters;
$p_1$ and $p_2$ are the allele frequencies corresponding to $A_1$ and $A_2$, respectively, i.e., $p_1 + p_2 = 1$.
The sum of the relative-frequency parameters across the 15 categories is constrained to 1.
5.2.3 Multiple testing issues

In Paper II, the analyses were carried out using a nominal significance level of \( \alpha = 0.05 \), assuming that there is only a single locus (i.e., one hypothesis) under investigation. As there are several hundred thousand SNPs in a GWAS, it is crucial to correct for multiple comparisons. The most common way of adjusting for multiple testing is by using the Bonferroni corrected significance level, defined by \( \alpha_{\text{Bonferroni}} = \alpha / m \), where \( \alpha \) is the family-wise significance level and \( m \) is the number of (independent) hypotheses being tested. The Bonferroni method controls the family-wise error rate (FWER) at level \( \alpha \), i.e., guarantees that the probability of making at least one Type I error does not exceed the given significance threshold.

Another well-established method for controlling the FWER is the Šidák correction, defined by \( \alpha_{\text{Šidák}} = 1 - (1 - \alpha)^{1/m} \), which is marginally less conservative than the Bonferroni adjustment. Both of these methods are easily handled by the Haplin power calculation modules, by modifying the significance level to the appropriate threshold. Power analyses investigating different FWER thresholds (more relevant to a GWAS) were performed in Paper I.

The commonly used Bonferroni and Šidák corrections are overly conservative when the tests are not statistically independent. This would be the situation in a GWAS, since a large proportion of SNPs are in LD. Modifications have been suggested to allow correlations between adjacent SNPs, for example by evaluating the effective number of independent tests [8]. The widely adopted genome-wide significance threshold of \( 5 \cdot 10^{-8} \) is equivalent to a Bonferroni adjustment of \( 10^6 \) tests, assuming that dependencies between neighboring SNPs are so strong that a full GWAS search corresponds to conducting \( 10^6 \) tests, regardless of the number of SNPs actually being tested [93].

Instead of controlling the FWER, however, another approach entails controlling the false discovery rate (FDR), i.e., the expected proportion of true null hypotheses among the null hypotheses that have been rejected [145]. If the FDR is controlled at the 0.05 level, this approach ensures that no more than 5% of the reported significant findings will be false positives. The FDR method is less conservative than the FWER corrections, resulting in better power to reject the null hypothesis when the alternative hypothesis is true. Thus, sample size estimation for a specified number of true rejections, while controlling the FDR at a given threshold, would be of great importance in genetic studies. However, these calculations would also depend on the effect sizes among the true positives [146], which is normally unknown.
Although sample size calculations under FDR control could be obtained through simulations, the incorporation of such procedures is beyond the scope of this thesis. They would be a useful extension to the power calculation module in Haplin in future developments of the software.

5.3 Genetic effects and study designs

The GWAS is used to identify associations between genetic markers and traits in samples from populations, with the primary aim of increasing knowledge of disease biology [3]. A straightforward GWAS search for child effects may discover several markers associated with the disease. However, even when a marker allele is the actual disease-causing allele, the translation from a GWAS finding to biology is fraught with difficulties, as one may not understand the underlying mechanisms causing the statistical association. For example, if \( RR_M = 2 \) and \( RR_F = 1 \), an attenuated association might still be detected in a search for child effects, although the effect is maternally inherited. Hence, statistical methodologies that can distinguish between various casual models are essential not only for the identification of new disease loci but also for advancing the understanding of the biological mechanisms involved [26].

The power to detect complex scenarios, e.g., interaction effects, in a full GWAS analysis is generally limited, and a strategy for selecting candidate genes would help to reduce the number of tests. For PoO effects, the search could be limited to imprinted genes, or, alternatively, to top hits from a GWAS scan for child effects. However, these types of candidate-gene approaches have suffered from poor replication rates in follow-up studies [30], and the optimal strategy is not known a priori.

Numerous studies have aimed to detect GxE and PoO effects separately for a large number of traits and diseases [40, 116, 117]. However, because maternal environmental factors affecting methylation patterns might also influence the effects of maternally and paternally inherited alleles in unequal measure, it is reasonable to assume that the joint interaction effect may also affect the risk of a complex disease. In 2011, Wang et al. [147] developed a logistic regression approach for detecting interactions between imprinted genes and environmental exposures using birth cohort designs with mother-offspring pairs. Although the need to develop methods for analyzing PoOxE effects has been warranted [26, p. 616], the procedure
Discussion has had relatively little impact in terms of citations (cited six times in the Web of Science Core Collection (apps.webofknowledge.com; accessed November 10, 2019)). Three notable limitations of their approach are the restriction of study design, the inability to account for maternal effects, and the lack of implementation in software. Our recently developed PoOxE test (Paper I) is based on log-linear modeling and can readily be adapted to accommodate these limitations. The ability to integrate a wide range of family-based study designs improves estimation by using all the available information. Analyses are not restricted to a fixed design; genotype data from various child-parent configurations can be combined, such as a mixture of case-parent triads and case-mother dyads, possibly supplemented by unrelated cases and controls. Furthermore, the inclusion of the methodology in Haplin is a prerequisite for ease of use, and researchers can readily apply our functions to investigate PoOxE effects in their own data.

When investigating a GxE or a PoOxE effect, the environmental exposure may refer to an individual’s exposure to, for example, alcohol, smoking, diet, or exercise. However, when studying birth defects, the environmental exposure will typically refer to a maternal exposure. It may also refer to a stratification factor, such as ethnicity or study site. In Paper I, the exposure of interest was maternal smoking during the periconceptional period. However, in a few instances, the two strata referring to paternally inherited alleles were labeled as “exposed” and “unexposed” fathers. Although the strata were correctly categorized, this labeling was imprecise as the exposure status should be referring to that of the mother of their child.

In a recent paper [61], we used Haplin to search for statistical interactions between a SNP allele and DNA methylation (GxMe) and between a PoO effect and DNA methylation (PoOxMe), treating the methylation level as the exposure of interest. This can be viewed as a direct application of the GxE and PoOxE approaches in Paper I, and the same constraints would therefore apply. A GxMe search relies on the conditional independence assumption between exposure (methylation) and the child’s genotype given the genotypes of the parents. This assumption may not hold when the methylation levels at a CpG site are directly affected by a nearby SNP, which is the situation for methylation quantitative trait loci (meQTLs) [148–150]. A PoOxMe investigation relies on a less stringent assumption (Eqn. 7) and is therefore more likely to be valid. A PoOxMe investigation might also be biologically intriguing. For instance, since a PoO effect may result from imprinting, and since imprinting may occur through differing methylation levels depending on parental origin, we might anticipate that methylation levels at nearby CpGs could actively
affect the magnitude of the PoO effect [61, 151].

The definition of PoO effects in the literature is somewhat ambiguous in that both genomic imprinting and trans-generational (e.g., maternal) effects have been described as parent-of-origin effect types [50, 51]. The parameterization of PoO effects is relatively complex, and various models have been proposed that allow for different interpretations, as reviewed by Ainsworth et al. [104]. The PoO effect investigated in Papers I—III pertains to the parameterization in Table 5 and is defined by the ratio $RRR = RR_M/RR_F$. However, an assessment of maternally (RR$_M$) or paternally (RR$_F$) inherited PoO effects might also be of interest. In Haplin, both RR$_M$ and RR$_F$ are estimated freely, and individual tests for the null hypotheses RR$_M$ = 1 and RR$_F$ = 1 are performed. Figure 7 (see page 82) shows the relative efficiency for testing the hypotheses $RRR = RR_M/RR_F = 1$ (PoO effect, blue line), RR$_M$ = 1 (the effect of alleles of maternal origin, orange line), and RR$_F$ = 1 (the effect of alleles of paternal origin, green line), where i) compares the case-mother dyad design relative to the case-parent triad design, ii) compares the case-father dyad design relative to the case-parent triad design, and iii) compares the case-father dyad design relative to the case-mother dyad design. The allele frequency corresponds to the risk increasing allele.

For PoO effects under $H_0$ (Figure 7a), we observe that the efficiency of the case-mother and case-father dyad designs exceeds that of the case-parent triad design for allele frequencies less than 0.25 or above 0.75. These findings are in agreement with the observations in Paper III. However, somewhat counter-intuitive, we see that case-mother dyads provide better efficiency than case-parent triads and case-father dyads when testing for the effect of paternally derived alleles. By symmetry, we also observe that case-father dyads provide better efficiency than case-parent triads and case-mother dyads when testing for the effect of maternally derived alleles. Moreover, under $H_0$, the case-mother and case-father dyad designs appear to be equally efficient for testing the ratio $RRR = RR_M/RR_F = 1$. However, when RR$_M$ > 1 and RR$_F$ = 1 (Figure 7b), we observe that the case-mother dyad design attains better efficiency for allele frequencies less than 0.5, whereas the case-father dyad design attains better efficiency for allele frequencies above 0.5. A similar discussion (possibly with slightly different parameterizations for the effect of maternally and paternally derived alleles) was also made by Howey et al. [106]. Most of their findings are in agreement with those of Figure 7, but a few observations might seem to go in the opposite direction. Our results have been thoroughly checked through simulations in both Haplin and EMIM, which are consistent, and the inconsistently
cies might therefore be due to different methods, tests, or parameterization models used in the simulations or analyses. Nonetheless, the source of the discrepancies has not yet been identified. Howey et al. [106] also conclude that the case-parent triad design provides better power than the case dyad designs. Although this is true when comparing an equal number of case families (e.g., comparing 500 case-mother or case-father dyads with 500 case-parent triads), their conclusion does not take relative efficiency into account.

While no rare disease assumption is necessary for relative risk estimation in case-parent triads [52], this assumption is required to incorporate unrelated and truly unaffected controls in the Haplin framework. The log-linear model in Haplin assumes that the control sample comprises a random sample from the population, i.e., that the controls are of unknown disease status. Given that the control sample is truly unaffected, this corresponds to making a rare disease assumption (see Section 3.1). Thus, if the disease is rare, either unaffected or population-based controls can be used [104]. By contrast, for a common disease, the log-linear structure would be lost if the controls are truly unaffected, but one may proceed with the relative risk estimation if the controls are randomly sampled from the population [140]. This distinction is essential because the controls are used to aid the estimation of population allele frequencies. If the disease is common, these frequencies might be biased if they are fitted conditional on (unaffected) disease status in the offspring.

In Paper II, we found that unrelated control families would not improve the power obtained by the case-parent triad design alone when estimating PoO effects. This was also demonstrated in Paper III, where the relative efficiency of the hybrid designs decreases when the ratio of control families to case families increases or when the number of genotyped individuals within a control family increases. Nevertheless, independent control-parent triads may still be useful because they allow estimation of the main effects of an exposure. Moreover, unrelated control families are necessary to check key assumptions underlying the case-parent triad design (e.g., HWE, mating symmetry, and Mendelian transmission), and to account for false positive findings. For instance, Eqn. (7) would not be needed for the assessment of PoOxE effects if \[ P(E|M,F,C) \] could be estimated directly among control-parent triads. Alternatively, unbiased within-stratum estimates of \( RR_{M,j} \) and \( RR_{F,j} \) could be obtained by including control-parent triads in a hybrid analysis [61].

Family-based study designs facilitate the estimation of genetic effects without bias from population stratification, and various child-parent configurations have been interrogated and compared herein. However, the case-sibling design, in which
each case is matched to one or more unaffected siblings, has not yet been discussed. For case-sibling studies, within-family dependencies can be accounted for by applying conditional logistic regression [152]. Alternatively, the case-sibling data can be considered as nuclear family data with parents missing by design. Under a rare disease assumption, this information can be incorporated into a log-linear framework, in which the missing-parents likelihood can be maximized via the EM algorithm [153, 154]. Case-sibling studies are of particular value for diseases with late onset when parents may not be available, although parental information is still needed to estimate PoO or maternal effects. Moreover, with information on exposure status of unaffected siblings, estimation and testing of environmental influences are feasible, which cannot be done with the case-parent triad design alone. However, estimation of main exposure effects would not be possible in twin studies if the environmental factor refers to a maternal exposure during pregnancy. When investigating child effects, the case-sibling study design has less power than both the case-parent triad and the case-control designs [155]. Assuming a multiplicative dose-response relationship, power calculations in Quanto [130–132] show that the use of unmatched case-control pairs is approximately twice as efficient as case-sibling pairs and that the case-parent triad design is 4/3 times as efficient as the case-sibling design. These relative efficiency estimates are independent of the MAF. For a rare phenotype, the case-sibling design with infinitely many siblings would provide the same information as the case-parent triad design [154], and the inclusion of unaffected siblings would thus only improve estimation if one or both parents are missing.
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Figure 7: Relative efficiency for testing the hypotheses $RR_R = R_{RM} = R_{RF} = 1$ (blue line), $R_{RM} = 1$ (orange line) and $R_{RF} = 1$ (green line), comparing the case-mother dyad, case-father dyad, and case-parent triad designs. The allele frequency corresponds to the risk increasing allele.
6 Concluding remarks and further perspectives on GWAS discoveries

Genetic epidemiology aims to study the contribution of genetic risk factors, as well as their interactions with environmental exposures, in determining disease etiology in families and populations. A lot of time and effort have been invested in examining genetic susceptibility to disease, but despite decades of extensive research, the genetic basis of complex diseases remains largely unknown. This underscores the need to interrogate etiologic disease mechanisms other than child effects alone, and we have here developed new methodology for assessing PoOxE effects (Paper I). Although PoOxE effects are likely to explain only a small proportion of the unknown genetic architecture of a trait, a PoOxE search may also be useful for distinguishing between different patterns of gene expression, thus aiding biological interpretation. Since an insignificant test can stem from both the absence of an effect and a lack of statistical power, a sizable fraction of the unknown genetic etiology might also be explained by poorly designed and underpowered studies that are unable to capture most of the genetic variants underlying a trait. To address these shortcomings, we developed a comprehensive setup for power and sample size calculations (Paper II) and used these as building blocks for comparing relevant study designs in terms of relative efficiency (Paper III).

Owing to a general lack of software implementation, it has been difficult to plan, analyze, and interpret genetic studies. The implementation of methodology in Haplin has, therefore, been a priority, and models accommodating family-based data have been a primary concern. The extensive framework for analysis and power calculation in Haplin facilitates not only the analysis of genetic data but also the planning stage of the study, with the aim of making the most out of the available resources. Statistical methodologies that are able to differentiate between various casual models are essential for advancing the field of complex trait research. The establishment of approaches that integrate epigenetic and genetic data is still in its infancy [61, 156–159], and the ability to incorporate methylation and exposure data will provide further opportunities to explore the GWAS design. Nevertheless, challenges remain as to how identified loci can be studied for mechanisms, especially since most identified markers themselves do not cause the disease. Upscaling of fine-mapping technologies and strategies is paramount [160], and replacing SNP arrays
with whole-genome sequencing is a natural next step [3].

Large clinical and population-based biobanks and national health registries continue to create new opportunities for genetic, epidemiological, and clinical research worldwide. Sharing of genetic data has facilitated novel research and discoveries. The UK Biobank provides publicly available genetic data on more than 500,000 participants, along with a large collection of phenotypic and health-related information [161]. In Norway, the ongoing Norwegian Mother, Father and Child Cohort Study (MoBa) has genotyped random subjects from large clinical and population-based biobanks and national health registries [162, 163]. To date, it contains information on 11,000 case-parent triads. Larger studies will enable the identification of new loci with smaller effect sizes. It will also allow the detection of variants with lower frequencies [164]. However, for rare-variant associations of a complex disease with low population prevalence, new discoveries will be restricted by the limited number of cases. To test for associations of rare variants, so-called burden or collapsing tests have been introduced, in which rare-variant information in a region is combined into a genetic score or a summary dose variable [165]. With whole-genome sequencing data, such methods can be further improved to increase the statistical power [3, 166, 167].

The architecture underlying complex diseases is multifactorial, consisting of numerous risk loci, structural variants or other forms of genomic variation, intricate gene-gene and gene-environment interactions, as well as epigenetics. Most effect sizes reported are small, and the identification of significant markers is largely dependent on sample size [168]. Polygenic risk scores are routinely used to quantify the cumulative genetic effects among a collection of markers [169]. Each single variant may show a small effect individually, but when analyzed combined, they can be used to identify individuals at higher risk for a given disease [91]. When the sample size is limited, polygenic risk scores can be useful for association testing and for demonstrating a genetic basis even when no single markers alone reach the level of significance in a GWAS [170]. By examining interactions between polygenic risk scores and environmental factors, the power to detect GxE effects can be improved [171]. As the sample size increases, polygenic risk scores can also be used to construct valuable risk prediction models [172–175].

Resolving the multifactorial architecture underlying complex diseases seems like a never-ending task, and it might be just that. Nevertheless, since the introduction of the GWAS design more than two decades ago [27], remarkable discoveries in human genetics have been made, ranging from the identification of genes and loci to
a better understanding of the biological pathways involved in complex disease. The substantial improvements of high-throughput technologies and systems approaches have facilitated the translation of GWAS discoveries to biology and treatments. With whole-genome sequencing data, together with detailed phenotypic and -omics data on millions of individuals, new discoveries will continue to improve diagnosis, prognosis, prevention, and treatment. However, the question of whether precision medicine will become the paradigm of health care in the near future remains a matter of debate [3, 168, 176–179].
7 Software, electronic database information, and availability

Haplin

Haplin [16] is implemented as a standard package in the statistical software \texttt{R} [107]. It can be installed from the official \texttt{R} package archive, CRAN (https://cran.r-project.org), from which also the source code for the Haplin functionalities is available. For a thorough description of the Haplin functions and their arguments, please consult our website at https://people.uib.no/gjessing/genetics/software/haplin.

**Notes:** Up until May 2018, Haplin depended on GenABEL to store and handle GWAS data. A new and extensive data storage system was developed by Julia Romanowska and introduced in Haplin Version 7.0.0. As a result, minor changes to the Haplin commands presented in the Supporting Information (S1) of Paper I are needed to run the PoO, GxE, and PoOxE analyses. All updates are documented on the \texttt{R} help page and on the Haplin webpage.

PREMIM/EMIM

Information on PREMIM and EMIM [104, 105] is available from https://www.staff.ncl.ac.uk/richard.howey/emim.

CPO data

The GWAS dataset is available from the dbGaP database (https://www.ncbi.nlm.nih.gov/gap) under study accession ID phs000094.v1.p1. Details have been provided in the original publication [115].
8 Errata

Paper I

- In Section 3.1, the GxE effect of SNP rs470563 has a $p$-value of $4.5 \times 10^{-4}$, not $4.5^{-4}$.

- In Appendix A.2, $\chi^2_{\alpha}(r)$ was incorrectly defined as the $\alpha$ quantile of the chi-squared distribution with $r$ degrees of freedom. However, the correct definition is the “upper-$\alpha$ quantile”, as defined in Section 3.4.1 in this thesis.

Paper II

- In Additional file 1, $\mathbf{n}$ should be defined as the $q \times 1$ vector $\mathbf{n} = [n_1, ..., n_q]^T$. 
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Appendices

Appendix I—Haplin commands for the example in Section 1.9.1

The Haplin commands below were used to simulate and analyze the data in Section 1.9.1. However, small adjustments have been made for renaming the SNP and alleles. Note that small discrepancies may occur depending on the processor architecture and operating system. Please consult the R help files for a description of the Haplin functions and their arguments.

```r
## Load Haplin
library(Haplin)

## Set seed
set.seed(1231)

## Simulate data in Haplin format using 340 case-parent triads and 460 control-parent triads, a MAF of 0.1, and a relative risk of 1.6
hapSim(nall = c(2), n.strata = 1, cases = c(mfc = 340), controls = c(mfc = 460), haplo.freq = c(0.9, 0.1), RR = c(1, 1.6), RRstar = c(1, 1), n.sim = 1, dire = "haplinData")

## Read and prepare data for analysis
data <- genDataRead(file.in = "haplinData/sim1.dat", file.out = "haplinData", dir.out = "haplinData", format = "haplin", n.vars = 1, allele.sep = " ", col.sep = " ")

prep.data <- genDataPreprocess(data.in = data, design = "cc.triad", file.out = "prep_data", dir.out = "haplinData")

## Run Haplin analysis
res <- haplin(prep.data, response = "mult", design = "cc.triad", ccvar = 1, reference = "ref.cat")

## Get full output
haptable(res)

## Plot results
plot(res, filename = "haplin_run.png")
```
Appendix II—Tables 1 and 2 from Paper I

The layout of Tables 1 and 2 in the published paper makes them somewhat difficult to read. To better illustrate the classification of genetic effects, the submitted versions are also attached.

Table 1, Paper I: PoO, GxE and PoOxE effects for cleft-palate-only example SNPs

<table>
<thead>
<tr>
<th>Test effect</th>
<th>Stratum</th>
<th>RR_M</th>
<th>RR_F</th>
<th>RR_M/RR_F</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PoO effects</strong></td>
<td>RR_S</td>
<td>1.79</td>
<td>0.52</td>
<td>3.42 (1.86, 6.15)</td>
</tr>
<tr>
<td>RR_NS</td>
<td>1.79</td>
<td>0.52</td>
<td>3.42 (1.86, 6.15)</td>
<td></td>
</tr>
<tr>
<td>RR_S/RR_NS</td>
<td>1 (-)</td>
<td>1 (-)</td>
<td>1 (-)</td>
<td></td>
</tr>
<tr>
<td><strong>GxE effects</strong></td>
<td>RR_S</td>
<td>1.22</td>
<td>1.22</td>
<td>1 (-)</td>
</tr>
<tr>
<td>RR_NS</td>
<td>1.06</td>
<td>1.06</td>
<td>1 (-)</td>
<td></td>
</tr>
<tr>
<td>RR_S/RR_NS</td>
<td>1.15 (0.51, 2.61)</td>
<td>1.15 (0.51, 2.61)</td>
<td>1 (-)</td>
<td></td>
</tr>
<tr>
<td><strong>PoOxE effects</strong></td>
<td>RR_S</td>
<td>1.88</td>
<td>0.66</td>
<td>2.83 (0.90, 8.63)</td>
</tr>
<tr>
<td>RR_NS</td>
<td>1.76</td>
<td>0.48</td>
<td>3.68 (1.80, 7.37)</td>
<td></td>
</tr>
<tr>
<td>RR_S/RR_NS</td>
<td>1.07 (0.43, 2.69)</td>
<td>1.40 (0.40, 4.83)</td>
<td>0.77 (0.20, 2.91)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test effect</th>
<th>Stratum</th>
<th>RR_M</th>
<th>RR_F</th>
<th>RR_M/RR_F</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PoO effects</strong></td>
<td>RR_S</td>
<td>0.95</td>
<td>1.07</td>
<td>0.89 (0.67, 1.17)</td>
</tr>
<tr>
<td>RR_NS</td>
<td>0.95</td>
<td>1.07</td>
<td>0.89 (0.67, 1.17)</td>
<td></td>
</tr>
<tr>
<td>RR_S/RR_NS</td>
<td>1 (-)</td>
<td>1 (-)</td>
<td>1 (-)</td>
<td></td>
</tr>
<tr>
<td><strong>GxE effects</strong></td>
<td>RR_S</td>
<td>0.48</td>
<td>0.48</td>
<td>1 (-)</td>
</tr>
<tr>
<td>RR_NS</td>
<td>1.15</td>
<td>1.15</td>
<td>1 (-)</td>
<td></td>
</tr>
<tr>
<td>RR_S/RR_NS</td>
<td>0.42 (0.26, 0.68)</td>
<td>0.42 (0.26, 0.68)</td>
<td>1 (-)</td>
<td></td>
</tr>
<tr>
<td><strong>PoOxE effects</strong></td>
<td>RR_S</td>
<td>0.44</td>
<td>0.52</td>
<td>0.86 (0.39, 1.87)</td>
</tr>
<tr>
<td>RR_NS</td>
<td>1.09</td>
<td>1.22</td>
<td>0.89 (0.66, 1.20)</td>
<td></td>
</tr>
<tr>
<td>RR_S/RR_NS</td>
<td>0.41 (0.21, 0.79)</td>
<td>0.42 (0.23, 0.80)</td>
<td>0.96 (0.41, 2.24)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test effect</th>
<th>Stratum</th>
<th>RR_M</th>
<th>RR_F</th>
<th>RR_M/RR_F</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PoO effects</strong></td>
<td>RR_S</td>
<td>1.42</td>
<td>1.06</td>
<td>1.34 (0.90, 1.97)</td>
</tr>
<tr>
<td>RR_NS</td>
<td>1.42</td>
<td>1.06</td>
<td>1.34 (0.90, 1.97)</td>
<td></td>
</tr>
<tr>
<td>RR_S/RR_NS</td>
<td>1 (-)</td>
<td>1 (-)</td>
<td>1 (-)</td>
<td></td>
</tr>
<tr>
<td><strong>GxE effects</strong></td>
<td>RR_S</td>
<td>1.16</td>
<td>1.16</td>
<td>1 (-)</td>
</tr>
<tr>
<td>RR_NS</td>
<td>1.25</td>
<td>1.25</td>
<td>1 (-)</td>
<td></td>
</tr>
<tr>
<td>RR_S/RR_NS</td>
<td>0.93 (0.54, 1.60)</td>
<td>0.93 (0.54, 1.60)</td>
<td>1 (-)</td>
<td></td>
</tr>
<tr>
<td><strong>PoOxE effects</strong></td>
<td>RR_S</td>
<td>0.53</td>
<td>2.57</td>
<td>0.21 (0.09, 0.46)</td>
</tr>
<tr>
<td>RR_NS</td>
<td>1.88</td>
<td>0.85</td>
<td>2.22 (1.41, 3.43)</td>
<td></td>
</tr>
<tr>
<td>RR_S/RR_NS</td>
<td>0.28 (0.13, 0.58)</td>
<td>3.03 (1.45, 6.35)</td>
<td>0.09 (0.04, 0.24)</td>
<td></td>
</tr>
</tbody>
</table>

* PoO effects were estimated without stratifying on exposure. The rows corresponding to environmental strata are therefore equal by assumption.
** GxE effects were estimated without stratifying on parental origin. The columns related to RR_M and RR_F are therefore equal by assumption.
- The estimates are relative to the most frequent allele
- RR_M and RR_F are the relative risks depending on parental origin
- RR_NS and RR_S are the relative risks depending on exposure status
  (non-smokers or smokers)
1 Overall allele frequencies: A 0.88; T 0.12; Europeans only
2 Overall allele frequencies: C 0.57; G 0.43; Whole sample
3 Overall allele frequencies: G 0.52; C 0.48; Europeans only
Table 2, Paper I: PoOxE effects for cleft-palate-only example haplotypes

rs2964447-rs2964137-rs6868526, *ICE1*

<table>
<thead>
<tr>
<th>Haplotype</th>
<th>Stratum</th>
<th>RR&lt;sub&gt;M&lt;/sub&gt;</th>
<th>RR&lt;sub&gt;F&lt;/sub&gt;</th>
<th>RR&lt;sub&gt;M&lt;/sub&gt;/RR&lt;sub&gt;F&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>T-G-C</td>
<td>RR&lt;sub&gt;S&lt;/sub&gt;</td>
<td>1.99</td>
<td>0.49</td>
<td>4.04 (1.75, 9.25)</td>
</tr>
<tr>
<td></td>
<td>RR&lt;sub&gt;NS&lt;/sub&gt;</td>
<td>0.52</td>
<td>1.04</td>
<td>0.50 (0.31, 0.82)</td>
</tr>
<tr>
<td></td>
<td>RR&lt;sub&gt;S&lt;/sub&gt;/RR&lt;sub&gt;NS&lt;/sub&gt;</td>
<td>3.79 (1.74, 8.22)</td>
<td>0.47 (0.21, 1.05)</td>
<td>7.98 (3.07, 20.77)</td>
</tr>
<tr>
<td>T-G-G</td>
<td>RR&lt;sub&gt;S&lt;/sub&gt;</td>
<td>1.30</td>
<td>0.24</td>
<td>5.35 (1.51, 18.19)</td>
</tr>
<tr>
<td></td>
<td>RR&lt;sub&gt;NS&lt;/sub&gt;</td>
<td>0.68</td>
<td>1.30</td>
<td>0.52 (0.29, 0.96)</td>
</tr>
<tr>
<td></td>
<td>RR&lt;sub&gt;S&lt;/sub&gt;/RR&lt;sub&gt;NS&lt;/sub&gt;</td>
<td>1.89 (0.70, 5.07)</td>
<td>0.19 (0.06, 0.62)</td>
<td>10.13 (2.55, 40.19)</td>
</tr>
</tbody>
</table>

- Reference haplotype: A-C-C
- Overall haplotype frequencies: A-C-C 0.48; T-G-C 0.36; T-G-G 0.16; Europeans only
- RR<sub>M</sub> and RR<sub>F</sub> are the relative risks depending on parental origin
- RR<sub>NS</sub> and RR<sub>S</sub> are the relative risks depending on exposure status (non-smokers or smokers)
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Abstract
With case–parent triad data, one can frequently deduce parent of origin of the child's alleles. This allows a parent-of-origin (PoO) effect to be estimated as the ratio of relative risks associated with the alleles inherited from the mother and the father, respectively. A possible cause of PoO effects is DNA methylation, leading to genomic imprinting. Because environmental exposures may influence methylation patterns, gene–environment interaction studies should be extended to allow for interactions between PoO effects and environmental exposures (i.e., PoOxE). One should thus search for loci where the environmental exposure modifies the PoO effect.

We have developed an extensive framework to analyze PoOxE effects in genome-wide association studies (GWAS), based on complete or incomplete case–parent triads with or without independent control triads. The interaction approach is based on analyzing triads in each exposure stratum using maximum likelihood estimation in a log-linear model. Interactions are then tested applying a Wald-based posttest of parameters across strata. Our framework includes a complete setup for power calculations. We have implemented the models in the R software package Haplin.

To illustrate our PoOxE test, we applied the new methodology to top hits from our previous GWAS, assessing whether smoking during the periconceptional period modifies PoO effects on cleft palate only.

KEYWORDS
case–parent triad, gene–environment interaction, hybrid design, imprinting, parent-of-origin, power and sample size calculation, trios

1 | INTRODUCTION

A large number of human traits can be classified as complex, in the sense that they are assumed to be influenced by multiple genes and their interactions with environmental or behavioral factors (Pasaniuc & Price, 2016). Although thousands of genome-wide association studies (GWAS) have been conducted since the turn of the millennium, for most complex traits the genetic variants identified thus far explain only a small fraction of the phenotypic variation attributed to genetic effects (Manolio et al., 2009). This has underscored the need to investigate disease mechanisms beyond simple genetic effects alone. One example is gene–environment interactions (GxE), where the genetic effects are modified by

This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, provided the original work is properly cited.
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environmental exposures. For instance, Shi et al. (2007) have shown that maternal cigarette smoking in the periconceptional period can modify the association between single nucleotide polymorphisms (SNPs) and orofacial clefts.

With access to case–parent triad data, where an offspring and his/her parents have been genotyped, other genetic effects such as parent–of–origin (PoO) effects can be assessed. A PoO effect refers to the situation where the effect of a particular allele in the child depends on whether it is inherited from the mother or the father (Lawson, Cheverud, & Wolf, 2013; Connolly & Heron, 2014). For example, an allele might be protective when inherited from the mother but detrimental when inherited from the father. One example of a PoO effect is genomic imprinting, an epigenetic phenomenon where one of the inherited parental alleles is expressed whereas the other is silenced (Bartolomei & Tilghman, 1997; Reik & Walter, 2001). Although PoO effects are often used interchangeably with imprinting (Lawson et al., 2013), we here define PoO effects in statistical terms to mean an interaction effect; a PoO effect occurs if the phenotypic risk varies according to the parental origin of the variant allele.

In recent years, a growing number of studies have aimed to identify PoO and GxE effects separately for a wide range of diseases. However, it is reasonable to assume that the combined interaction effect (PoOxE effect) may also play an important role in complex traits. In our context, this means that the observed PoO effect may vary across environmental strata, which is plausible from a biologic perspective. A known cause of imprinting is DNA methylation in the germline. It is possible that maternal environmental exposures influencing methylation patterns might also influence the effects of maternally and paternally inherited alleles in unequal measures.

Conceivably, PoOxE effects may appear in different ways. The allele in question might increase risk only when transmitted from exposed mothers. A PoOxE effect may also be observed if the allele is protective to the child only when inherited from unexposed mothers but with no particular effect in the other situations. In principle, there might even be a “qualitative” interaction where the genetic effect is reversed. For instance, an allele might increase risk when inherited from exposed mothers and decrease risk when inherited from unexposed mothers, and concurrently decrease risk when inherited from exposed fathers and increase risk when inherited from unexposed fathers.

Another factor that needs to be controlled for in PoOxE models is the possible presence of maternal genetic effects. Maternal genetic effects occur when the genotype of the mother affects the phenotype of the child, regardless of the genetic material that has been transferred from mother to child (Connolly & Heron, 2014). Alleles carried by the mother may influence fetal development directly, for example, through maternal metabolic factors (Guilmatre & Sharp, 2012). This effect is distinct from PoO effects, in which we compare the effect of alleles in the child, depending on whether they were inherited from the mother or the father (Howey et al., 2015).

Maternal genetic effects must therefore be estimated primarily from the nontransmitted allele of the mother, and appropriate models for PoOxE effects should allow maternal and PoO effects to be estimated simultaneously. Clearly, maternal effects are particularly important to studies of perinatal disorders.

Wang, Yu, Miller, Tang, and Perera (2011) previously introduced a test to screen for interactions between imprinted genes and environmental exposures. Still, there is a need to develop more general methods to investigate the joint effects of PoO and GxE (Lawson et al., 2013, p. 616). To address this gap in knowledge, we propose a novel approach that enables a full investigation of PoOxE effects. We develop our model for PoOxE within a flexible maximum-likelihood framework based on log-linear models (Gjessing & Lie, 2006; Skare et al., 2012; Jugessur, Skare, Harris, Lie, & Gjessing, 2012a), originally described in Wilcox, Weinberg, and Lie (1998), Weinberg, Wilcox, and Lie (1998), and Gjessing and Lie (2006). Our main study unit is the case-parent triad, but it can be extended to include independent control children or control triads in a hybrid design (Weinberg & Umbach, 2005). Note that control triads are optional because the non-transmitted parental alleles implicitly serve as pseudocontrols (Knapp, Seuchter, & Baur, 1993; Schaid & Sommer, 1993; Cordell, Barratt, & Clayton, 2004; Cordell, 2004). Moreover, we use an expectation maximization (EM) algorithm (Dempster, Laird, & Rubin, 1977) to accommodate missing parents in mother–offspring or father–offspring dyads. A full implementation of our models is provided in Haplin, a flexible R package for genetic association analyses of single SNPs or haplotypes (Gjessing & Lie, 2006). The implementation uses parallel processing of SNPs, which makes GWAS analyses feasible. Haplin performs both testing and estimation of genetic effects. The framework also incorporates analyses of X-chromosome SNPs in a natural way.

In statistical terms, PoO analyses are interaction analyses; the effect of an allele in the child may be modified by its parent of origin. In contrast, regular fetal-effect analyses assume that the effect of an allele in the child is independent of whether it is transmitted from the mother or the father, that is, the effect is estimated without stratifying on parental origin. Higher sample sizes are thus required for PoO analyses to achieve the same statistical power as in regular fetal-effect analyses. Accordingly, PoOxE analyses can be seen as second-order interaction analyses. Hence, an even larger sample size is needed for a PoOxE analysis than for the corresponding PoO or GxE analysis to obtain the same statistical power. We therefore provide a thorough discussion of the power for PoOxE analyses and provide software to compute power for all relevant scenarios.
The article is structured as follows. In the Methods section, we first provide relevant background information and present the sampling and penetrance models. Next, we introduce our PoOxE test and derive the statistical methodology for single-SNP analysis, and we also explain how PoOxE analyses can be carried out for SNPs on the X-chromosome. We conclude the Methods section by presenting a previously published case triad study of orofacial clefts. In the Results section, we illustrate our PoOxE approach by using Haplin to analyze genetic triad data from the cleft study. We then assess the operating characteristics of the PoOxE test by investigating its power and attained significance level. The appendix includes a detailed discussion of PoOxE effects for haplotypes (Appendix A.1). Additionally, issues pertaining to sample size and power calculation are considered, and we present formulae and algorithms for our power computations (Appendix A.2). Haplin commands for estimating PoO, GxE and PoOxE effects on candidate genes are provided in the Supporting Information (S1). Statistical power calculations in Haplin are also covered in detail.

2 | METHODS

2.1 | Sampling and penetrance model

The likelihood model is based on a log-linear model for the observed triad frequencies, conditional on the child being a case. Optionally, independent controls or control triads can be added to improve estimation of allele/haplotype frequencies. In this section, we describe the underlying sampling and penetrance model. A more detailed derivation of the log-linear model is provided elsewhere (Gjessing & Lie, 2006).

We consider a single, multi-allelic locus with \( K \) alleles \( A_1, A_2, \ldots, A_K \), with corresponding population allele frequencies \( p_1, p_2, \ldots, p_K \). The genotypes for the mother, father, and child are denoted by \( M, F, \) and \( C \), respectively, and the full triad as \( (M, F, C) = (A_i A_j, A_k A_l, A_r A_s) \). For notational convenience, we assume that the second allele from the mother and the second allele from the father are transmitted to the child; that is, the full triad \( (M, F, C) \) can thus be described by the mating type \( (M, F) = (A_i A_j, A_k A_l) \).

The sampling model should describe the distribution of \( (M, F, C) \), conditional on the child being a case. If \( D \) denotes the event that the child is a case, Bayes’ theorem allows our sampling model to be written as

\[
\]

(1)

The disease prevalence, \( P(D) \), cannot be observed directly from the case triad distribution and serves as a normalizing constant only. Assuming a population in Hardy–Weinberg equilibrium (HWE) with random mating and Mendelian transmission, we have

\[
P(M, F, C) = P(A_i A_j, A_k A_l) = p_i p_j p_k p_l.
\]

Although the HWE assumption can be avoided using a more detailed parameterization (Weinberg et al., 1998; Gjessing & Lie, 2006), its inclusion in the model is convenient for computational efficiency and useful for reconstructing haplotypes. However, analyses should always include a strategy for checking large deviations from HWE because such deviations may be indicative of data issues. Top hits from a GWAS analysis should always be further investigated; Haplin performs a test for HWE on all SNPs.

The penetrance model, \( P(D | M, F, C) \), describes the probability of a child having the disease, conditional on the triad genotype. Assigning different effects to the alleles depending on parental origin, a penetrance model for PoO effects is

\[
P(D | A_i A_j, A_k A_l) = B \cdot R_{R_M} \cdot R_{R_F} \cdot R_{R_C}^*.
\]

where \( R_{R_M} \) and \( R_{R_F} \) are the risk increase (or decrease) associated with allele \( A_j \), relative to the baseline risk level \( B \), depending on whether the allele is transmitted from the mother or the father. The fraction \( R_{R_M} \) is then a measure of the extent of the risk associated with allele \( A_j \), depending on parental origin. The parameter \( R_{R_C}^* \) is included to allow homozygous individuals to have a risk that deviates from what would be expected from a multiplicative model (e.g., dominant or recessive patterns). To incorporate this deviation, we have that \( R_{R_C}^* = R_{R_C} \) when \( j = l \) and that \( R_{R_C}^* = 1 \) when \( j \neq l \). Thus, if \( R_{R_C}^* = 1 \) for all \( j \), the penetrance model is purely multiplicative. Note that \( B \) is typically associated with the reference allele and functions only as a normalizing constant. Moreover, this model also applies to multi-allelic markers. The full sampling model (1) can then be parameterized as

\[
P(M, F, C | D) = P(A_i A_j, A_k A_l | D)
\]

\[
= p_i p_j p_k p_l \cdot B \cdot R_{R_M} \cdot R_{R_F} \cdot R_{R_C}^* / P(D).
\]

Conditional on the child being a case, the triad type frequencies follow a multinomial distribution, and the parameters from the relevant sampling model are readily estimated by the method of maximum likelihood. The EM algorithm can be used to accommodate missing information, including reconstructing unknown haplotype phase from multiple markers. To ensure that the model is not overparameterized, one commonly sets \( R_{R} = 1 \) for a reference allele. Alternatively, population or reciprocal references can be used (Gjessing & Lie, 2006). Notice that throughout this article we assume a multiplicative dose–response relationship.

An important feature of the log-linear model is the possibility to incorporate and adjust for maternal effects. Specifically,
PoO and maternal genetic effects can be addressed simultaneously by the model

\[ P(D|A_i, A_j, A_k, A_l) = B \cdot RR_{M,i}^{(M)} \cdot RR_{F,j}^{(M)} \cdot RR_{s,i,j}^{(M)} \]

where \( RR_{i,j}^{(M)} \) is the relative risk associated with allele \( A_i \) carried by the mother, and \( RR_{s,i,j}^{(M)} \) is interpreted analogously to \( RR_{s,i,j}^{(M)} \). We thus assume that the maternal alleles have a multiplicative effect on top of the fetal alleles. Note specifically that in a combined model, the PoO effect is estimated essentially by contrasting allele frequencies of transmitted alleles, depending on parental origin, whereas the maternal effect is estimated by contrasting the frequencies of nontransmitted alleles in case mothers with that of nontransmitted alleles in case fathers.

Note that the PoO model requires information on parental origin, which is not available for ambiguous (uninformative) triads. However, the EM algorithm is implemented in our software and uses maximum likelihood to account for unknown parental origin in ambiguous triads. Additionally, it will account for missing information on individuals, such as when some triads are reduced to mother–child dyads due to missing data on the father. The basic model relates to a single multi-allelic locus. In combination with the EM algorithm, it extends directly to haplotypes over multiple loci by statistically reconstructing unknown haplotype phase (Gjessing & Lie, 2006).

### 2.2 | Parent-of-origin-environment interactions

Our PoOxE approach seamlessly integrates the PoO model with that of GxE. We therefore start by presenting and interpreting the PoO and GxE analyses separately, before combining them in the PoOxE test. The theory for PoOxE is here derived for a single SNP, but the extension to haplotypes is provided in Appendix A.1. We conclude the section by illustrating how PoOxE effects can be assessed on the X-chromosome. Relevant Haplin commands for investigating PoO, GxE, and PoOxE effects are provided in S1.

For a single SNP, let \( RR_{M} \) and \( RR_{F} \) denote the relative risks associated with the variant allele (i.e., the nonreference allele) if it is inherited from the mother or from the father, respectively. We define the PoO effect as the relative risk ratio \( RRR = RR_{M}/RR_{F} \). This fraction is a measure of the magnitude of the risk associated with the allele under study, depending on whether it is maternally or paternally derived. A ratio larger than one indicates a higher risk when the variant allele is inherited from the mother versus the father. If it is equal to 1, the variant allele increases (or decreases) the risk by the same amount regardless of parental origin, and there is no PoO effect. For instance, if the variant allele doubles the risk of disease independently of parental origin, this is a standard fetal association; as such, it would have been identified in a traditional search for fetal gene effects. Note that one can assume a priori that, for instance, the paternal allele has no effect (i.e., \( RR_{F} = 1 \)) and try to detect a “pure” imprinting effect \( RR_{M} \). This effect is, however, confounded with a standard fetal effect whenever the assumption \( RR_{F} = 1 \) does not hold. Accordingly, we prefer to define our PoO test as a contrast between maternally and paternally derived allele risks.

Under the weak assumption of independence between exposure and child genotype conditional on parental mating type (Shi, Umbach, & Weinberg, 2010), interactions between genes and a categorical exposure variable can be incorporated into the log-linear framework. Our GxE analyses fit the log-linear model separately in each exposure stratum and consequently do not assume that allele frequencies are constant across strata. The model uses a Wald test to detect whether the relative risk estimates differ significantly across the exposure levels. In the situation of two exposure categories (1 = unexposed, 2 = exposed), we define \( RR_{1} \) and \( RR_{2} \) as the relative risks in the unexposed and exposed strata, respectively. The relative risk ratio \( RRR = RR_{2}/RR_{1} \) is a measure of the extent of the risk associated with the allele, depending on the exposure status of the case. For instance, a ratio larger than 1 implies that an exposed child carrying the variant allele has a higher risk than the unexposed child carrying the variant allele.

The PoO effect can be seen as a statistical interaction between the transmitted allele and its parental origin, whereas the GxE effect is an interaction between a main fetal effect with an external environment. It is thus natural to consider a PoOxE effect as a two-way interaction that takes into account both parent of origin and environmental exposure in the same estimate. At a locus with two alleles and a dichotomous environmental exposure, the ratio

\[ RRR = (RR_{M,2}/RR_{F,2})/(RR_{M,1}/RR_{F,1}) \]  \hspace{1cm} (2)

is the PoO effect in the second stratum compared with the PoO effect in the first stratum. If \( RRR = 1 \), it means that there may well be PoO effects, but that they, when measured on a multiplicative scale, are the same in both environmental strata. Similarly, since Eqn (2) may also be expressed as

\[ RRR = (RR_{M,2}/RR_{M,1})/(RR_{F,2}/RR_{F,1}), \]

we will have \( RRR = 1 \) if a GxE effect is the same for alleles of both parental origins. It is worth noting that the actual direction of an effect (i.e., \( RRR > 1 \) or \( RRR < 1 \)) depends on which allele and exposure group are chosen as reference.
2.2.1 The Wald test for interaction

In the log-linear model, statistical inference is performed on log-transformed relative risks and relative risk ratios. Thus, in the PoOxE situation, we would like to test the full interaction hypothesis

$$β_{M,1} - β_{F,1} = β_{M,2} - β_{F,2} = \ldots = β_{M,S} - β_{F,S},$$

where $β_{M,s}$ and $β_{F,s}$ are the log relative risks within stratum $s$, depending on whether the allele is derived from the mother or the father. Within each mutually exclusive exposure stratum, $s = 1, 2, \ldots, S$, we calculate $β̂_s = β_{M,s} - β_{F,s}$, the difference between parental relative risks estimated on a log-scale. From the asymptotic theory of log-linear models (Christensen, 1997, Ch. 1.2), $β̂$ follows approximately a multivariate normal distribution with mean $β$ and variance-covariance matrix $Σ$.

$$β = \begin{bmatrix} β_1 \\ β_2 \\ \vdots \\ β_S \end{bmatrix} \sim \text{MVN}(β, Σ).$$

Because the strata are independent, the estimate of $Σ$ is

$$Σ = \begin{bmatrix} σ^2_1 & 0 & \cdots & 0 \\ 0 & σ^2_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & σ^2_S \end{bmatrix} = \text{diag}(σ^2_1, σ^2_2, \ldots, σ^2_S),$$

where $σ^2_s = σ^2_{M,s} + σ^2_{F,s} - 2σ_{M,F,s}σ_{M,s}σ_{F,s}$, with $σ_{M,F,s}$ being the correlation between $β_{M,s}$ and $β_{F,s}$ within stratum $s$.

The Wald test can then be used to conduct post-hoc inference on the $β$ parameters, based on the asymptotic normality (Agresti, 2013, Ch. 1.3). Let $D$ be an appropriate $r \times S$ contrast matrix for the $β$ parameters, with $r \leq S - 1$. It follows that asymptotically,

$$Dβ̂ \sim \text{MVN}(Dβ, Σ_D).$$

where $Σ_D = DΣD^T$. The Wald test statistic is then

$$T = (Dβ̂)^TΣ_D^{-1}(Dβ̂).$$

Under the null hypothesis of $Dβ̂ = 0$, $T$ has an approximate chi-squared distribution with $r$ degrees of freedom, $χ^2(r)$.

In the PoOxE test, our null hypothesis can be seen as a test of all strata $s = 2, \ldots, S$ against the first stratum $s = 1$; that is, the test takes the form

$$Dβ = \begin{bmatrix} 1 & -1 & 0 & \cdots & 0 \\ 1 & 0 & -1 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 1 & 0 & 0 & \cdots & -1 \end{bmatrix} × \begin{bmatrix} β_{M,1} - β_{F,1} \\ β_{M,2} - β_{F,2} \\ \vdots \\ β_{M,S} - β_{F,S} \end{bmatrix} = 0.$$

Hence, the Wald test statistic has an approximate $χ^2$ distribution with $r = S - 1$ degrees of freedom under the null hypothesis of no PoOxE effect. This is an overall test for any difference in PoO effects across strata when measured on a log risk scale.

Interactions with a continuous exposure variable can be incorporated in our framework by categorizing the variable into an appropriate number of categories and testing for a trend-type association of the resulting ordinal variable. This approach is outlined for GxE effects in Skare et al. (2012), and a test for trend is included in Harplein.

2.2.2 PoOxE analysis of X-linked markers

Genetic association analyses of X-linked markers are especially relevant if the prevalence of a complex trait differs systematically for males and females. Various penetrance models in Harplein address different causal scenarios that apply to an X-linked disease locus. The models depend on the assumptions made regarding allele-effects in males versus females, and might include sex-specific baseline risks, shared or distinct relative risks for males and females, and X-inactivation in females. A detailed description of parameterization models is provided in a previous study (Jugessur et al., 2012b). Harplein also allows for PoOxE analyses of X-linked markers. Separate PoOxE analyses on males only are not possible; females are needed to obtain a contrast between maternally and paternally derived X-chromosome alleles. However, fathers and male children contribute to estimating allele frequencies, and importantly, to facilitate haplotype reconstruction. Relevant Harplein commands for analyzing PoOxE effects on the X-chromosome are provided in S1.

2.3 Case triad study: Cleft palate—only data analysis

Cleft palate only (CPO) is a common craniofacial birth defect in humans, occurring with (nonisolated) or without (isolated) other congenital anomalies or identifiable malformation syndromes. The prevalence rate for isolated CPO is 5 per 10,000 births worldwide (Mossey & Castilla, 2003). A wide array of genetic variants and environmental risk factors have been reported to increase the risk of CPO (Mossey, Little, Munger, Dixon, & Shaw, 2009; Dixon, Marazita, Beaty, & Murray, 2011; Rahimov, Jugessur, & Murray, 2012). However, as with many other complex traits, the genetic variants discovered so far only explain a minor fraction of the phenotypic variability. From our previously published GWAS (Beaty et al., 2010, 2011; Shi et al., 2012), the genotypes for 1575 individuals from 550 isolated CPO families were available, including 466 complete case–parent triads. These families were mainly of European and Asian ancestry, but a small number of families of other ethnicities were also present.
We considered three SNPs from the GWAS data to illustrate our PoOxE approach. On these SNPs, we conducted pooled analyses using all ethnicities, as well as separate analyses for Europeans only. The environmental factor was maternal cigarette smoking during the periconceptional period, that is, from 3 months before conception until 3 months into pregnancy, a window of exposure of 6 months in total. In the self-administered questionnaire of the Norway Facial Clefts Study (https://www.niehs.nih.gov/research/atniehs/labs/epi/studies/ncl/index.cfm), this was evaluated as a simple yes/no response to ever having smoked during this period. The GWAS data set is available at the dbGAP database (http://www.ncbi.nlm.nih.gov/gap) under accession ID phs000094.v1.p1. Information on quality control and detailed characterizations of study participants and environmental exposure have been provided elsewhere (Haaland et al., 2017). Ethics approvals were obtained from the respective ethics committees for all the data in the cleft consortium. Background information on the study is provided in the original publication (Beaty et al., 2010).

3 | RESULTS

3.1 | Case triad study: Illustration of PoOxE data analysis

To illustrate our PoOxE test, we considered three SNPs from our GWAS data on CPO (Beaty et al., 2010, 2011; Shi et al., 2012). We only used top hits from previous studies, employing the same genetic triad data. Hence, the examples serve only as an illustration of our PoOxE test and not as independent replications of previous findings. Because our PoOxE approach integrates the PoO and GxE models, we start with examples of PoO effects (Table 1a) and GxE effects (Table 1b) before looking at the combined PoOxE effects (Table 1c).

The SNP rs7516430, located in the gene for “chromodomain helicase DNA binding protein 1-like” or CHD1L on chromosome 1, had one of the most distinct signals in a previous PoO GWAS analysis of CPO by Shi et al. (2012). We re-analyzed the data for this SNP on Europeans only, applying a Wald test. Table 1a (first row) presents the PoO estimates $RR^M$, $RR^F$ and $RR = RR^M/RR^F$. The most frequent allele, $A$, was used as reference. If allele $T$ is inherited from the mother, it increases the risk of CPO. If, on the other hand, $T$ is inherited from the father, the risk of CPO is nearly halved. As a result, $RR = \frac{3.42}{1}$. There is a qualitative PoO effect with $P$-value $5.6 \times 10^{-5}$. Note that the PoO effects were estimated without stratifying on the exposure, smoking. Hence, by assumption, the estimates do not differ between strata. We still included the corresponding rows in the table to facilitate comparison with the following analyses. Table 1a also includes tests for GxE and PoOxE effects for this SNP (second and third row, respectively). However, no significant interactions were found.

The SNP rs470563 is associated with a higher risk of CPO in the presence of maternal smoking (Beaty et al., 2011). It is located in the gene “zinc finger protein 236” (ZNF236) on chromosome 18, and the re-analyzed GxE results are presented in Table 1b (second row). Relative to allele $C$, allele $G$ is associated with a decreased risk of CPO among smokers and an increased risk among nonsmokers. Consequently, $RR = 0.42$, and this qualitative effect has a $P$-value of $4.5 \times 10^{-4}$. It is important to note that although maternal smoking appears to be beneficial at first sight, this apparent risk-reducing effect of smoking is contingent on the choice of reference allele. Switching the reference and variant allele inverts the estimated value of the RRR. Obviously, the main effect of smoking cannot be assessed from case-triad designs alone, without independent controls. Therefore, the GxE RRR measures only how smoking modifies the estimated fetal genetic effects. For rs470563, we did not detect any significant PoO or PoOxE effects (Table 1b, first and third row, respectively). Note that the GxE effects were estimated without stratifying on parental origin. The columns in Table 1b, related to $RR^M$ and $RR^F$, are therefore equal by assumption.

In a separate study, we used the PoOxE test presented herein to perform a GWAS analysis of PoO interactions with maternal smoking and other exposures in Haplin (Haaland et al., 2017). The SNP rs2964137, located in the gene “interactor of little elongation complex ELL subunit 1” (ICE1), had one of the strongest signals in our search for PoOxE effects, and the PoO, GxE, and PoOxE results are shown in Table 1c. The risk estimates are relative to allele $G$, which is the most frequent. For this SNP, there is no evidence of a PoO effect independent of strata (first row) or of any GxE effect for fetal genes independent of parental origin (second row). Nevertheless, we found a qualitative PoOxE effect, $RR = 0.09$, with $P$-value $6.5 \times 10^{-7}$ (Table 1c, third row). The relative risk associated with allele $C$ is nearly halved if derived from exposed mothers, and it is more than doubled if derived from exposed fathers. An opposite effect is seen in nonsmokers.

Haplin uses parallel processing of its analyses, and the run time of a GWAS analysis is therefore manageable. Our genome-wide search for PoOxE effects was performed on Europeans only, comprising 762 individuals from 269 case families (mostly triads). Altogether 424,401 SNPs passed the quality controls and were included in our PoOxE analysis. We used eight CPU cores with 2.5 GHz per core, and the approximate run time of Haplin was 58 hours.

3.2 | Operating characteristics and small sample behavior of the PoOxE test

We investigated the performance of our PoOxE test by evaluating its power in various settings. Power and sample size can be computed from the asymptotic variance–covariance structure underlying the Wald test; this approach is implemented in
TABLE 1 PoO, GxE and PoOxE effects for cleft palate-only example SNPs

a) rs7516430, CHD1L

<table>
<thead>
<tr>
<th>Test effect</th>
<th>Stratum</th>
<th>RR&lt;sub&gt;M&lt;/sub&gt;</th>
<th>RR&lt;sub&gt;F&lt;/sub&gt;</th>
<th>RR&lt;sub&gt;M&lt;/sub&gt;/RR&lt;sub&gt;F&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>PoO effects*</td>
<td>RR&lt;sub&gt;S&lt;/sub&gt;</td>
<td>1.79</td>
<td>0.52</td>
<td>3.42 (1.86, 6.15)</td>
</tr>
<tr>
<td></td>
<td>RR&lt;sub:NS&lt;/sub&gt;</td>
<td>1.79</td>
<td>0.52</td>
<td>3.42 (1.86, 6.15)</td>
</tr>
<tr>
<td>GxE effects**</td>
<td>RR&lt;sub&gt;S&lt;/sub&gt;/RR&lt;sub:NS&lt;/sub&gt;</td>
<td>1 (–)</td>
<td>1 (–)</td>
<td>1 (–)</td>
</tr>
<tr>
<td></td>
<td>RR&lt;sub&gt;S&lt;/sub&gt;</td>
<td>1.22</td>
<td>1.22</td>
<td>(–)</td>
</tr>
<tr>
<td></td>
<td>RR&lt;sub:NS&lt;/sub&gt;</td>
<td>1.06</td>
<td>1.06</td>
<td>(–)</td>
</tr>
<tr>
<td>PoOxE effects</td>
<td>RR&lt;sub&gt;S&lt;/sub&gt;/RR&lt;sub:NS&lt;/sub&gt;</td>
<td>1.15 (0.51, 2.61)</td>
<td>1.15 (0.51, 2.61)</td>
<td>1 (–)</td>
</tr>
<tr>
<td></td>
<td>RR&lt;sub&gt;S&lt;/sub&gt;</td>
<td>1.88</td>
<td>0.66</td>
<td>2.83 (0.90, 8.63)</td>
</tr>
<tr>
<td></td>
<td>RR&lt;sub:NS&lt;/sub&gt;</td>
<td>1.76</td>
<td>0.48</td>
<td>3.68 (1.80, 7.37)</td>
</tr>
</tbody>
</table>

b) rs470563, ZNF236

<table>
<thead>
<tr>
<th>Test effect</th>
<th>Stratum</th>
<th>RR&lt;sub&gt;M&lt;/sub&gt;</th>
<th>RR&lt;sub&gt;F&lt;/sub&gt;</th>
<th>RR&lt;sub&gt;M&lt;/sub&gt;/RR&lt;sub&gt;F&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>PoO effects*</td>
<td>RR&lt;sub&gt;S&lt;/sub&gt;</td>
<td>0.95</td>
<td>1.07</td>
<td>0.89 (0.67, 1.17)</td>
</tr>
<tr>
<td></td>
<td>RR&lt;sub:NS&lt;/sub&gt;</td>
<td>0.95</td>
<td>1.07</td>
<td>0.89 (0.67, 1.17)</td>
</tr>
<tr>
<td>GxE effects**</td>
<td>RR&lt;sub&gt;S&lt;/sub&gt;/RR&lt;sub:NS&lt;/sub&gt;</td>
<td>1 (–)</td>
<td>1 (–)</td>
<td>1 (–)</td>
</tr>
<tr>
<td></td>
<td>RR&lt;sub&gt;S&lt;/sub&gt;</td>
<td>0.48</td>
<td>0.48</td>
<td>1 (–)</td>
</tr>
<tr>
<td></td>
<td>RR&lt;sub:NS&lt;/sub&gt;</td>
<td>1.15</td>
<td>1.15</td>
<td>1 (–)</td>
</tr>
<tr>
<td>PoOxE effects</td>
<td>RR&lt;sub&gt;S&lt;/sub&gt;/RR&lt;sub:NS&lt;/sub&gt;</td>
<td>0.42 (0.26, 0.68)</td>
<td>0.42 (0.26, 0.68)</td>
<td>1 (–)</td>
</tr>
<tr>
<td></td>
<td>RR&lt;sub&gt;S&lt;/sub&gt;</td>
<td>0.44</td>
<td>0.52</td>
<td>0.86 (0.39, 1.87)</td>
</tr>
<tr>
<td></td>
<td>RR&lt;sub:NS&lt;/sub&gt;</td>
<td>1.09</td>
<td>1.22</td>
<td>0.89 (0.66, 1.20)</td>
</tr>
</tbody>
</table>

(c) rs2964137, ICE1

<table>
<thead>
<tr>
<th>Test effect</th>
<th>Stratum</th>
<th>RR&lt;sub&gt;M&lt;/sub&gt;</th>
<th>RR&lt;sub&gt;F&lt;/sub&gt;</th>
<th>RR&lt;sub&gt;M&lt;/sub&gt;/RR&lt;sub&gt;F&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>PoO effects*</td>
<td>RR&lt;sub&gt;S&lt;/sub&gt;</td>
<td>1.42</td>
<td>1.06</td>
<td>1.34 (0.90, 1.97)</td>
</tr>
<tr>
<td></td>
<td>RR&lt;sub:NS&lt;/sub&gt;</td>
<td>1.42</td>
<td>1.06</td>
<td>1.34 (0.90, 1.97)</td>
</tr>
<tr>
<td>GxE effects**</td>
<td>RR&lt;sub&gt;S&lt;/sub&gt;/RR&lt;sub:NS&lt;/sub&gt;</td>
<td>1 (–)</td>
<td>1 (–)</td>
<td>1 (–)</td>
</tr>
<tr>
<td></td>
<td>RR&lt;sub&gt;S&lt;/sub&gt;</td>
<td>1.16</td>
<td>1.16</td>
<td>1 (–)</td>
</tr>
<tr>
<td></td>
<td>RR&lt;sub:NS&lt;/sub&gt;</td>
<td>1.25</td>
<td>1.25</td>
<td>(–)</td>
</tr>
<tr>
<td>PoOxE effects</td>
<td>RR&lt;sub&gt;S&lt;/sub&gt;/RR&lt;sub:NS&lt;/sub&gt;</td>
<td>0.93 (0.54, 1.60)</td>
<td>0.93 (0.54, 1.60)</td>
<td>1 (–)</td>
</tr>
<tr>
<td></td>
<td>RR&lt;sub&gt;S&lt;/sub&gt;</td>
<td>0.53</td>
<td>2.57</td>
<td>0.21 (0.09, 0.46)</td>
</tr>
<tr>
<td></td>
<td>RR&lt;sub:NS&lt;/sub&gt;</td>
<td>1.88</td>
<td>0.85</td>
<td>2.22 (1.41, 3.43)</td>
</tr>
<tr>
<td></td>
<td>RR&lt;sub&gt;S&lt;/sub&gt;/RR&lt;sub:NS&lt;/sub&gt;</td>
<td>0.28 (0.13, 0.58)</td>
<td>3.03 (1.45, 6.35)</td>
<td>0.09 (0.04, 0.24)</td>
</tr>
</tbody>
</table>

*PoO effects were estimated without stratifying on exposure. The rows corresponding to environmental strata are therefore equal by assumption.

**GxE effects were estimated without stratifying on parental origin. The columns related to RR<sub>M</sub> and RR<sub>F</sub> are therefore equal by assumption.

- The estimates are relative to the most frequent allele
- RR<sub>M</sub> and RR<sub>F</sub> are the relative risks depending on parental origin
- RR<sub>NS</sub> and RR<sub>S</sub> are the relative risks depending on exposure status (nonsmokers or smokers)

1Overall allele frequencies: A 0.88; T 0.12; Europeans only
2Overall allele frequencies: C 0.57; G 0.43; Whole sample
3Overall allele frequencies: G 0.52; C 0.48; Europeans only

Haplin. The Haplin framework also includes a complete setup for power calculations through simulations, which is a robust way of checking software implementations, power, small-sample behavior, and attained significance level. A detailed derivation of our asymptotic approximation formulae is given in Appendix A.2. Relevant example code for power calculations in Haplin is provided in S1.

We examined the power of the PoOxE test using the above-mentioned asymptotic approximations. We first analyzed the power for a single SNP at the 5% nominal significance level. Power calculations for increasing relative risk ratios, RRRs, are shown in Figure 1. For simplicity, we set RR<sub>M,1</sub> = RR<sub>F,1</sub> = RR<sub>F,2</sub> = 1 in all scenarios so that the value of RRR in Equation (2) is equal to the value of RR<sub>M,2</sub>. Moreover, we assumed equally sized exposed and unexposed groups. The left panel of Figure 1 shows the statistical power for an increasing number of case–parent triads and a minor allele frequency (MAF) of 0.2. The black solid line is equal in all panels and is based on...
Figure 1 Single-SNP power analysis for the PoOxE test for increasing relative risk ratios (increasing values of $RR_{M,2}$; $RR_{M,1} = RR_{F,1} = RR_{F,2} = 1$) at the 0.05 nominal significance level. Equally sized exposure groups are assumed. Left panel: Increasing number of case–parent triads, and MAF = 0.2; Middle panel: Increasing MAFs, and a total of 1500 case–parent triads; Right panel: Power comparison of the PoOxE, GxE (increasing values of $RR_{M}$; $RR_{F,1} = 1$), PoO (increasing values of $RR_{M}$; $RR_{F,1} = 1$), and fetal effect (increasing values of RR) tests, MAF = 0.2, and a total of 1500 case–parent triads [Colour figure can be viewed at wileyonlinelibrary.com]

Figure 2 GWAS power analysis for the PoOxE test for increasing relative risk ratios (increasing values of $RR_{M,2}$; $RR_{M,1} = RR_{F,1} = RR_{F,2} = 1$) and increasing number of case-parent triads, assuming equally sized exposure groups and MAF = 0.2. Left panel: Nominal significance level $10^{-4}$; right panel: Nominal significance level $5 \times 10^{-8}$ [Colour figure can be viewed at wileyonlinelibrary.com]

A total of 1500 case–parent triads, that is, 750 case–parent triads in both exposure categories. The middle panel depicts the power for increasing MAFs, using a total of 1500 case–parent triads. The right panel compares the power for various disease mechanisms (PoOxE, GxEx, PoO, and fetal effects), using a total of 1500 case–parent triads and MAF = 0.2. Here, the fetal genetic effect is the direct risk associated with the child’s allele, regardless of parent of origin or environmental exposures.

The power to detect PoOxE effects for a single SNP is sufficient for RRRs above 1.6–1.7 and a total sample size of 1500 case–parent triads with equally sized exposure groups. Nevertheless, larger sample sizes are needed if the MAF < 0.2 or if the ratio of exposed versus unexposed is highly skewed (the latter result is not shown). Because the PoOxE test stratifies on both parent of origin and exposure, detecting a PoOxE effect requires a larger sample size than detecting a PoO effect or a GxEx effect. Naturally, greatest power is achieved in a search for fetal effects.

We also examined the power using nominal significance levels more relevant to GWAS settings. Figure 2 shows power analyses for increasing RRRs (i.e., increasing values of $RR_{M,2}$) with nominal significance levels $10^{-4}$ (left panel) and $5 \times 10^{-8}$ (right panel). The power is demonstrated for an increasing number of case-parent triads using equally sized exposure groups and a MAF of 0.2. With a nominal significance level of $10^{-4}$, approximately 5000 case–parent triads are required to detect RRRs of 1.6–1.7 with 80% power.
FIGURE 3 Simulated P-values under the null hypothesis of no PoOxE effects based on 100,000 replications of data sets. The cumulative density plots compare the attained significance level with an expected uniform distribution under the null hypothesis (diagonal sloping line). A total of 1000 case–parent triads were divided into two exposure strata, and a MAF of 0.2 was assigned throughout. The distribution of case–parent triads in each stratum was as follows: 100–900 (dark grey line) and 300–700 (light grey line). If no bias is present, the observed significance levels should equal the nominal level of 0.05 (black dashed lines). The dark and light grey dashed horizontal lines show the attained significance levels corresponding to the simulated scenarios.

With a nominal significance level of $5 \times 10^{-8}$, a sample size of 10,000 case–parent triads suffices for RRRs above 1.6.

Our PoOxE test is asymptotically unbiased. However, the asymptotic approximations underlying log-linear models may be suboptimal when the number of cases or controls is too small in one or more strata. When testing for GxE and PoOxE effects, one may occasionally encounter highly skewed exposure distributions. For example, in our CPO example, only 8 women of Asian ancestry answered “yes” to the question of maternal smoking during pregnancy, whereas the remaining 245 answered “no.” In such situations, the nominal significance level of the tests may be incorrect; the actual significance level is most easily assessed through simulations.

In Figure 3, cumulative density plots were used to examine the attained significance level of our PoOxE test. We obtained $P$-values from 100,000 simulated data sets under the null hypothesis ($RR_{MP,1} = RR_{MP,2} = RR_{FP,1} = RR_{FP,2} = 1$). The $P$-values should be uniformly distributed when the null hypothesis is true. Hence, if no bias is present, the $P$-values would fall close to the diagonal line. Throughout, a total of 1000 case–parent triads were divided into two exposure groups, and an MAF of 0.2 was assigned to both strata. Two scenarios were investigated according to the distribution of exposed and unexposed triads. In the first scenario (100–900), the smallest stratum comprised 100 case–parent triads. In the second scenario (300–700), the smallest stratum comprised 300 case–parent triads.

As expected, we observed a small bias for the PoOxE test when the number of cases in one exposure group was low, obtaining larger $P$-values than expected. At the 0.05 nominal level, the attained significance level is 0.045 in the 100–900 setting. For lower significance levels, typically occurring in genome wide analyses, this bias might become substantial. Each exposure group should be large enough so that the asymptotic approximation of the estimator, $\hat{\beta}$, is sufficiently precise. Hence, the bias would be less pronounced for skewed exposure distributions at larger sample sizes (such as in a 1000–9000 setting). In other words, the unbalanced exposure design itself is not the cause of the observed deflation. The bias is negligible in the 300–700 setting, verifying that our PoOxE test attains the nominal significance level when the sample size of the smallest stratum increases.

4 | CONCLUDING REMARKS

In this study, we have proposed a statistical method for detecting PoOxE effects. Postestimation in the log-linear framework, incorporated into the Haplin software, allows us to combine the theory on PoO and GxE effects to test for the second-order PoOxE effect. Although PoO and GxE studies abound, the combination has hardly been analyzed, in spite of its obvious biological relevance. Wang et al. (2011) proposed an interesting test to screen for interactions between imprinted genes and environmental exposures in a more restricted setting than our approach. Specifically, when testing for imprinted genes, Wang et al. assume that either the maternally or the paternally inherited allele is silenced so that only the other allele has an effect. This is in contrast to our PoO effect, which measures the difference between the effects of maternally and paternally derived alleles. Although the assumption of imprinted genes may increase testing power when it is true, it has the drawback of being more easily confused with ordinary fetal effects. For instance, if $RR_M = RR_F = 1.5 > 1$, this would trigger a test for imprinted genes but not for PoO.

Wang et al. (2011) use conditional logistic regression to analyze birth cohort designs with mother–offspring pairs. Our log-linear framework is a general approach to the full hybrid design with complete or incomplete case triads possibly combined with control triads. We are therefore able to separate the effects of maternal alleles from the effect of maternally derived fetal alleles, which is particularly important in perinatal epidemiology, where the phenotype of the fetus can be influenced by either of the two sources (Hager, Cheverud, & Wolf, 2008). Additionally, our model provides a full maximum likelihood setup that allows us to estimate allele frequencies, haplotyping of multiple SNPs, and imputation of
missing genotypes. Ambiguous (heterozygous) mother–offspring combinations need not be excluded as in the conditional logistic setup; they incorporate naturally into the model and provide data for the allele frequency estimation. Similarly, within the Haplin framework, PoOxE effects may also be detected on the X-chromosome, where female offspring provide a contrast between maternally and paternally derived alleles; fathers and male offspring contribute to allele frequency estimation and precise haplotyping (Jugessur et al., 2012b). Finally, the data handling in Haplin enables a full genome-wide screen for PoOxE effects.

Detailed study planning typically requires calculating the sample sizes needed to obtain sufficient power. Because statistical power depends on multiple factors including haplotype frequencies, penetrance model, and so on, published power tables for genetic studies are typically too restrictive, and software often covers only basic genetic models. As illustrated in S1, Haplin provides extensive power simulations, even covering the complex setup of PoOxE analyses. By entering the necessary parameters, the user can easily perform either “raw” simulations of power or use a very fast power calculation based on the asymptotic distribution of the parameter estimates.

In a GWAS analysis, the power to detect PoOxE effects is generally low. However, a candidate gene approach would reduce the complexity of multiple comparisons and enable a search for PoOxE effects when the sample size is limited. Specific environmental exposures that relate directly to the putative cause of the PoO effect of a candidate gene should be used in a PoOxE test. For example, one might assume that a detected PoOxE effect has a better chance of revealing a causal relationship involving genomic imprinting due to methylation than the standard PoO or GxE searches. A selection of relevant candidate genes might therefore be based on a GWAS screen for PoO or GxE effects.

Tracking the different etiologic mechanisms underlying complex diseases is crucial in improving diagnosis, prognosis, and prevention. The test for PoOxE effects and the comprehensive framework for assessing statistical power for genetic association analyses presented in this article are thus important contributions in advancing our understanding of the different etiologic mechanisms that underlie complex traits.

5 | ELECTRONIC DATABASE INFORMATION

Haplin is implemented as a standard package in the statistical software R (R Core Team, 2016) and can be installed from the official R package archive, CRAN (https://cran.r-project.org). Our website (http://folk.uib.no/gjessing/genetics/software/haplin) provides further information.
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**APPENDIX A**

A.1 PoOxE Effects in the Haplotype Situation

The majority of existing methods to investigate PoO and GxE effects are performed using a single-marker approach in which each SNP is analyzed individually. However, haplotype analysis should enhance the possibility of “bracketing” a causal variant if the haplotype has a SNP on each side of the variant. The theory of PoOxE effects for the single-marker setting can easily be extended to haplotypes. We here present a detailed derivation of the PoOxE test.
We assume a multiplicative dose–response effect and a reference haplotype approach. Without loss of generality, the first haplotype in arbitrary order is chosen as reference. Let $H$ denote the number of haplotypes and $S$ the number of independent exposure strata. We define \( \hat{\beta}_{M,s} = [\hat{\beta}_{2,2,M,s}, \hat{\beta}_{3,3,M,s}, \ldots, \hat{\beta}_{H,H,M,s}]^T \) and \( \hat{\beta}_{F,s} = [\hat{\beta}_{2,2,F,s}, \hat{\beta}_{3,3,F,s}, \ldots, \hat{\beta}_{H,H,F,s}]^T \), the relative risk estimates on a log-scale for each haplotype within exposure stratum $s$ ($s = 1, 2, \ldots, S$), depending on parental origin. We calculate the difference \( \hat{\beta}_s = \hat{\beta}_{M,s} - \hat{\beta}_{F,s} \) and the corresponding asymptotic variance–covariance estimate

\[
\hat{\Sigma}_s = \begin{bmatrix} \hat{\Sigma}_{M,s} & \hat{\Sigma}_{M,F,s} \\ \hat{\Sigma}_{M,F,s} & \hat{\Sigma}_{F,s} \end{bmatrix},
\]

in which each element is a combined $(H - 1) \times (H - 1)$ variance–covariance matrix for haplotypes 2, 3, ..., $H$.

We would like to test the null hypothesis

\[
\beta_{M,1} - \beta_{F,1} = \beta_{M,2} - \beta_{F,2} = \cdots = \beta_{M,S} - \beta_{F,S}.
\]

This can be reformulated as

\[
D\beta = \begin{bmatrix} I & -I & 0 & \cdots & 0 \\ I & 0 & -I & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ I & 0 & 0 & \cdots & -I \end{bmatrix} \begin{bmatrix} \beta_{M,1} - \beta_{P,1} \\ \beta_{M,2} - \beta_{F,2} \\ \vdots \\ \beta_{M,S} - \beta_{F,S} \end{bmatrix} = 0.
\]

Here, $I$ is the $(H - 1) \times (H - 1)$ identity matrix. From basic asymptotic theory of log-linear models, we have that asymptotically

\[
\hat{\beta} = \begin{bmatrix} \hat{\beta}_1 \\ \vdots \\ \hat{\beta}_S \end{bmatrix} \sim MN(\beta, \Sigma),
\]

where

\[
\Sigma = \text{diag}\left( \left[ \Sigma_1, \Sigma_2, \ldots, \Sigma_S \right] \right).
\]

Consequently, under the null hypothesis, the Wald statistic, $T = (D\hat{\beta})^T\hat{\Sigma}_s^{-1}(D\hat{\beta})$, has an approximate $\chi^2$ distribution with $(H - 1)(S - 1)$ degrees of freedom.

### A.1.1 Haplotype example

Our Haplin framework allows a straightforward PoOxE analysis of haplotypes. As an illustration, we formed haplotypes by using one SNP on each side of the previously analyzed SNP rs2964137 in ICE1 (i.e., rs2964447-rs2964137-rs6868526). We excluded haplotypes with frequencies below 1%, which left us with three haplotypes for our analysis. The results are displayed in Table 2, and the risk estimates are relative to the reference A-C-C haplotype. The first two SNPs are in strong linkage disequilibrium ($r^2 = 0.996$); the first SNP is therefore redundant and the same information can be obtained by using only the two last SNPs ($r^2 = 0.427$). Both the T-G-C and T-G-G haplotypes display PoOxE effects when analyzed separately against the reference, using the Wald test with one degree of freedom ($P$-value = $2.1 \times 10^{-5}$ and $P$-value = $9.9 \times 10^{-3}$). The PoOxE effect is stronger when both haplotypes are analyzed jointly, with 2 degrees of freedom ($P$-value = $8.5 \times 10^{-6}$). The separate relative risk estimates are fairly similar for the two haplotypes, indicating that the haplotype risks are driven by rs2964447 and rs2964137, which have the largest individual effect.

The joint haplotype analysis loses some power compared to the single-SNP analysis of rs2964137 due to haplotype reconstruction ($P$-value $8.5 \times 10^{-6}$ versus $6.5 \times 10^{-7}$). Moreover, the Wald test statistic has 2 degrees of freedom. Nonetheless, we do not know a priori which approach, single-marker or haplotype, will have the best likelihood of identifying an association.

### A.2 Statistical power

The power of a genetic association analysis depends on numerous factors, such as significance level, allele/haplotype frequencies, effect size, and family design. A sample size calculation will typically involve computing the number of families needed to be genotyped to achieve a prespecified power for a given effect size. For instance, one might wish to achieve 80% power to detect a fetal effect of $RR = 2$. The standard simulation approach to power calculations is the following. First, a sufficiently large number of data sets is simulated with appropriate parameter choices, such as effect size, sample size, family design, and so on. Then, the test is performed on each data set, and the power is the proportion of rejected null hypotheses. For a range of disease mechanisms, including PoO, GxE, and PoOxE effects, such power simulations are readily done in Haplin through the functions haprun and hapPower. Relevant example code is provided in S1.

“Brute-force” simulations are especially useful for small to moderate data sets. In such situations, only simulation studies can indicate the extent and direction of the possible bias. Nevertheless, both power and sample size can be computed much more efficiently directly from the asymptotic distributions underlying the Wald test. Such calculations have been implemented for a number of genetic effects in the Haplin function hapPowerAsymp. The principles behind the asymptotic calculations are standard; we will in the following paragraphs outline the specifics of our model implementations.

All tests described in this paper are performed as Wald tests, using the asymptotic normal distribution of the log-scale parameters. In general, the power $\gamma$ of the Wald test with level $\alpha$ is

\[
\gamma = 1 - F_{\alpha}(\chi^2_1(r)), \quad (A.1)
\]
\[
\chi^2(r) = \frac{\log(RR)}{\omega/\sqrt{n}}^2.
\]

When the value of \(\omega\), corresponding to the appropriate model, has been determined, the power \(\gamma\) for a given sample size \(n\) is readily computed from Eqn (A.1), with \(r = 1\) and using the \(\lambda\) value computed from Eqn (A.2). Equivalently, for a given power \(\gamma\), the necessary sample size can be computed by first finding the corresponding non-centrality parameter \(\lambda\) from Eqn (A.1), and then solving Eqn (A.2) for \(n\) to obtain

\[
n = \frac{\lambda \omega^2}{\log^2(RR)}.
\] (A.3)

The relationship between \(\gamma\) and \(\lambda\) is illustrated in Figure 4 when \(r = 1\). Note that the lower significance levels are relevant in situations where multiple testing must be accounted for.

### A.2.1 Sample size calculation for the PoO test

To ease the derivation of sample size estimation for the PoOxE test, we first illustrate the approach for our PoO test. When searching for PoO effects in a diallelic situation, the test statistic has one degree of freedom. Equations (A.1), (A.2), and (A.3) apply, with \(RR = RR_M / RR_F\). To facilitate power calculations “by hand” in simple situations, Table S1 provides the values of \(\omega\) for selected PoO settings. Without loss of generality, in the following examples and derivations, we let the first allele in arbitrary order be the reference, with allele frequency \(1 - P\). Note that if \(P > 0.5\), the reference allele is the minor allele.

Consider an example of sample size calculation for the PoO test. Let \(RR_M = 2\), \(RR_F = 1\), and \(P = 0.1\). From Table S1, we find that \(\omega^2 = 19.5\). With level \(\alpha = 0.05\) and desired power \(\gamma = 80\%\), Figure 4 yields \(\lambda = 7.85\). Applying Eqn (A.3), we need roughly 320 case–parent triads or, equivalently, 344 case–mother dyads or 404 case–father dyads (the \(\omega^2\) values for case–father dyads are not included in Table S1). Note that the values of \(\omega^2\) depend not only on the ratio \(RR\) but also on the individual values of both \(RR_M\) and \(RR_F\). These calculations can be verified directly by power calculations in Haplin, as shown in S1.

Although a limited selection of values of \(RR_M\) and \(RR_F\) are included in Table S1, several symmetry relationships allow us to use the simple approach also in other scenarios. The power for testing PoO effects in case–parent triads for \(RR_M = x\) and \(RR_F = y\) is the same as when \(RR_M = y\) and \(RR_F = x\). Moreover, the power for testing PoO effects in triads if
A.2.2 Sample size calculation for the PoOxE test

We now consider two independent strata with sample size (number of case children) \( n_1 \) and \( n_2 \), respectively, where we want to compare \( RR_1 = RR_{M,1}/RR_{F,1} \) in the first stratum with \( RR_2 = RR_{M,2}/RR_{F,2} \) in the second stratum. The variance of \( \beta = (\beta_{M,2} - \beta_{F,2}) - (\beta_{M,1} - \beta_{F,1}) \) is \( \sigma_1^2 + \sigma_2^2 \), where \( \sigma_1^2 \approx \omega_1^2/n_1 \) and \( \sigma_2^2 \approx \omega_2^2/n_2 \) are the variances in the first and second stratum, respectively. The power to detect PoOxE effects is thus fully determined by the power to assess PoO effects in each stratum. Given power \( \gamma \), significance level \( \alpha \), the stratum-specific effects \( RR_1 \) and \( RR_2 \), and allele frequencies \( P_1 \) and \( P_2 \), as well as the ratio of sample sizes in the two strata, \( \delta = n_2/n_1 \), the PoOxE sample size calculation can be summarized in the following procedure:

1. Calculate \( \omega_1^2 \) and \( \omega_2^2 \) for the two exposure strata.
2. Calculate the sample size in the second stratum from the formula
   \[
   n_2 = \frac{\lambda(\delta \omega_1^2 + \omega_2^2)}{\log^2(RR_2/RR_1)},
   \]
   where \( \lambda \) corresponds to the power \( \gamma \).
3. Calculate the sample size in the first stratum, \( n_1 = n_2/\delta \).

Note that with two exposure strata, the number of degrees of freedom still equals one.

As an example, let \( RR_1 = 1 \), \( P_1 = 0.3 \), \( RR_2 = 2.5 \), and \( P_2 = 0.1 \), assuming \( RR_F = 1 \) in both strata. For a given disease and environmental exposure, assume that it is reasonable to recruit twice as many case-parent triads in the first stratum as in the second (i.e., \( \delta = 1/2 \)). From Table S1a, we find that \( \omega_1^2 = 12.1 \) and \( \omega_2^2 = 18.6 \). Hence, it is sufficient to enroll approximately 460 triads in the first stratum and 230 triads in the second stratum to achieve 80% power at the 5% nominal significance level. The full power calculations for PoOxE effects have also been implemented in the Haplin function \text{hapPowerAsymp}. 

FIGURE 4 Power, \( \gamma \), as a function of the noncentrality parameter, \( \lambda \), for differing values of the nominal significance level, \( \alpha \). Here, \( \lambda = (\log(RR)/\omega)^2 \), where \( \log(RR) \) is the log effect size, \( n \) is the number of case children, and \( \omega \) is the asymptotic standard error of the log-parameter. The number of degrees of freedom is equal to 1 [Colour figure can be viewed at wileyonlinelibrary.com]
S1. Haplin Commands

This section provides Haplin commands for analyzing PoO, GxE and PoOxE effects on candidate genes. We also show how a PoOxE analysis can be done on the X-chromosome. Relevant commands for power calculations are given, using both the asymptotic properties of the log-linear model and simulations. Haplin outputs are shown for selected examples. For a thorough description of the Haplin functions and their arguments, please refer our website at http://folk.uib.no/gjessing/genetics/software/haplin.

PoO, GxE and PoOxE Analyses on Candidate Genes

The fictive example file “data.dat” contains data on three SNPs in the native Haplin data format, although other data formats, including standard pedigree files, can easily be used for our analyses. Each line in the file represents a case-parent triad, with missing data on parents coded as NA. Information on maternal smoking is included as a covariate in the first column, followed by columns containing the genetic data.

Our PoO examples are analyzed in Haplin using commands similar to

```r
res.PoO <- haplin(filename = "data.dat",
                  markers = 2, n.vars = 1,
                  design = "triad", poo = T,
                  response = "mult", reference = "ref.cat",
                  use.missing = T)
```

We here analyze the second SNP in the data set (markers = 2), and there is only one column in the data file to the left of the genetic data (n.vars = 1). The standard case-parent triad design without independent controls is specified by design = "triad". The argument poo = T enables estimation of PoO effects. A multiplicative dose-response model is specified by response = "mult";
reference = "ref.cat" chooses the most frequent allele/haplotype as reference. When use.missing is set to true, Haplin uses the EM algorithm to obtain risk estimates, accounting for incomplete triads. Note that both PoO and maternal risks, controlling for possible confounding with one another, are estimated simultaneously by including maternal = T. The most relevant output is tabulated by the command haptable(res.PoO).

The GxE effects are calculated by a two-step procedure. First, the genetic effects in each stratum of the environmental exposure are estimated using the function haplinStrat:

```
res.GxE <- haplinStrat(filename = "data.dat",
                         markers = 2, n.vars = 1,
                         strata = 1, design = "triad",
                         poo = F, response = "mult",
                         reference = "ref.cat", use.missing = T)
```

The exposure covariate is indicated by the argument strata. Second, the results from all strata are compared with the Wald test using the function gxe(res.GxE). Important output for each stratum is obtained by haptable(res.GxE).

Our PoOxE effects are estimated by similar commands to the GxE analyses. However, the argument poo must be set to true in haplinStrat. Haplin then computes the PoO effects within each stratum before contrasting the results through the function gxe. We here show an example of PoOxE analysis in the haplotype situation. The haplotypes are readily specified in Haplin through the argument markers, which in our case is formed by the first, second and third SNP in the data.

```
res.PoOxE <- haplinStrat(filename = "data.dat",
                          markers = c(1,2,3), n.vars = 1,
                          strata = 1, design = "triad",
                          poo = T, response = "mult",
```


For each test that is performed, the output shows the Wald chi-squared test value, degrees-of-freedom and the resulting p-value. Results for the haplotype frequency is always displayed in the first row. We are interested in the PoOxE results, which are here shown in the second row. Note that this is an overall test where the haplotypes are analyzed combined. Measures of relative risk ratios for each stratum and haplotype are obtained by `haptableres.POOxE`.

**PoOxE Analysis on the X-Chromosome**

PoOxE analyses on the X-chromosomes are carried out in a similar manner as for the autosomal markers, with the extension of three additional arguments. The argument `xchrom = T` enables analyses on X-linked markers. The `sex` argument indicates the data column containing the sex variable. In this example, we assume that a single allele in males has the same effect as a double allele dose in females. This corresponds to X-inactivation and is specified by `comb.sex = "double"`. However, if `comb.sex = "single"`, the effect of an allele in males is assumed to equal the effect of a single allele dose in females. PoOxE analyses on the X-chromosome can also be conducted for females only, as indicated by `comb.sex = "females"`.

```r
res.PooxE.xchrom <- haplinStrat(filename = "xchrom.dat",
markers = 1, n.vars = 2, sex = 1,
strata = 2, design = "triad",
poo = T, xchrom = T,
```
Power Calculations

The asymptotic power can be computed directly in Haplin by the function `hapPowerAsymp`. The function extracts the asymptotic standard error of the estimated log-parameter and then uses the properties of the non-centrality parameter of the chi-squared distribution.

If the minor allele at a dichotomous locus is associated with a two-fold risk only when inherited from the mother, the asymptotic power for 200 case-parent triads is calculated using the command:

```r
power.PoO <- hapPowerAsymp(nall = 2, 
cases = c(mfc=200), haplo.freq = c(0.9,0.1), 
RRcm = c(1,2), RRcf = c(1,1), RRstar = c(1,1))
```

The number of alleles at each locus is given by the vector `nall`. The allele frequencies are specified by the argument `haplo.freq`, and the corresponding relative risks are indicated by `RRcm` and `RRcf`, depending on parental origin. The family design is given by the arguments `cases` and `controls`. The nominal significance level equals 0.05 unless otherwise specified.

The power of GxE effects might be examined by a command similar to

```r
power.GxE <- hapPowerAsymp(nall = 2, n.strata = 2, 
cases = list(c(mfc=400),c(mfc=200)), 
haplo.freq = c(0.9,0.1), 
RR = list(c(1,1),c(1,2.5)), RRstar = c(1,1))
```

The argument `n.strata` indicates the number of strata. Here, the number of case-parent triads varies between the two exposure categories, and the least frequent
allele is associated with disease only in the first stratum. The allele frequencies are
the same in both strata. Extensions to several exposure levels are easily incorpo-
rated by modifying or expanding the appropriate arguments, e.g., n.strata = 3,
cases = list(c(mfc=400),c(mfc=200),c(mfc=100)) and
RR = list(c(1,1),c(1,2),c(1,3)).

A power analysis for PoOxE interactions is achieved by combining the commands
for PoO and GxE power calculations:

```r
power.PoOxE <- hapPowerAsymp(nall = 2, n.strata = 2,
cases = list(c(mfc=460),c(mfc=230)),
haplo.freq = list(c(0.7,0.3),c(0.9,0.1)),
RRcm = list(c(1,1),c(1,2.5)), RRcf = c(1,1),
RRstar = c(1,1))

power.PoOxE
$haplo.power
   Haplotype RRcm.power RRcf.power RRcm_cf.power
      1        0.94      0.05          0.8
      2        ref        ref          ref
```

Here, there is only an effect of the maternally derived allele in the second stratum.
The power to detect this change over strata is 94% (RRcm.power). The paternally
derived allele has no effect in either stratum, so the corresponding power is 5%, i.e.,
equal to the nominal significance level. The actual PoOxE effect compares the two
over strata, and thus has a somewhat lower power (RRcm_cf.power).

The statistical power for PoO, GxE and PoOxE interactions can also be com-
puted through simulations. In Haplin, power simulations are carried out using a
two-step procedure. First, hapRun is used to perform Haplin runs on simulated
haplotype data, in which triad genotypes are generated from the multinomial distri-
bution. The multinomial probabilities are calculated by listing all possible genotype
combinations in the triad format. It then employs the sampling model (equation 1 in the main text), with appropriate adjustments to the relevant effect situations. The second step feeds the simulation results to `hapPower`, and the power is subsequently computed by calculating the fraction of p-values less than the nominal significance level.

Provided that the large-sample properties of the log-linear model hold, the asymptotic power should be comparable with that obtained from simulations. The asymptotic power for the PoOxE analysis can be verified by the following commands:

```r
sim.power.PoOxE <- hapRun(nall = c(2), n.strata = 2,
                          cases = list(c(mfc=460),c(mfc=230)),
                          haplo.freq = list(c(0.7,0.3),c(0.9,0.1)),
                          RRcm = list(c(1,1),c(1,2.5)), RRcf = c(1,1),
                          RRstar = c(1,1), poo = T,
                          hapfunc = "haplinStrat", response = "mult",
                          n.sim = 1000, cpus = 4)
hapPower(sim.power.PoOxE)
```

The arguments of `hapRun` are similar to those of `hapPowerAsymp` with a few exceptions. In addition to the arguments `RRcm` and `RRcf`, `poo` must be set to true in order to test for PoO effects in `hapRun`. Also, one needs to specify which haplin function to run, the response model and the number of simulations. The argument `cpus` speeds up computations by allowing parallel processing.
Table S1: Values of $\omega^2$, the asymptotic variance of the log-parameter for 
a) a complete case-parent triad; and b) a complete case-mother dyad. The values are scaled to a sample of $n = 1$ triad or dyad, respectively.

### a) Case-parent triad

<table>
<thead>
<tr>
<th>$R_R_M$</th>
<th>$R_R_F$</th>
<th>$R_R_M R_R_F$</th>
<th>$P$</th>
<th>0.1</th>
<th>0.3</th>
<th>0.5</th>
<th>0.7</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>24.4</td>
<td>12.1</td>
<td>10.7</td>
<td>12.1</td>
<td>24.4</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3/2</td>
<td>2/3</td>
<td>21.2</td>
<td>11.3</td>
<td>10.8</td>
<td>13.3</td>
<td>29.3</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3/2</td>
<td>2</td>
<td>19.5</td>
<td>11.0</td>
<td>11.1</td>
<td>14.6</td>
<td>34.2</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>5/2</td>
<td>2/5</td>
<td>18.6</td>
<td>10.8</td>
<td>11.5</td>
<td>15.9</td>
<td>39.1</td>
<td></td>
</tr>
<tr>
<td>3/2</td>
<td>1</td>
<td>3/2</td>
<td>17.9</td>
<td>10.8</td>
<td>11.9</td>
<td>17.2</td>
<td>44.0</td>
<td></td>
</tr>
<tr>
<td>3/2</td>
<td>3/2</td>
<td>1</td>
<td>16.4</td>
<td>10.4</td>
<td>11.5</td>
<td>16.0</td>
<td>39.1</td>
<td></td>
</tr>
<tr>
<td>3/2</td>
<td>2/3</td>
<td>2/3</td>
<td>16.4</td>
<td>10.4</td>
<td>11.5</td>
<td>16.0</td>
<td>39.1</td>
<td></td>
</tr>
<tr>
<td>3/2</td>
<td>2/5</td>
<td>2/5</td>
<td>15.4</td>
<td>10.3</td>
<td>12.0</td>
<td>17.4</td>
<td>44.1</td>
<td></td>
</tr>
<tr>
<td>3/2</td>
<td>3</td>
<td>1/3</td>
<td>14.8</td>
<td>10.2</td>
<td>12.0</td>
<td>17.4</td>
<td>44.1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>19.5</td>
<td>11.0</td>
<td>11.1</td>
<td>14.6</td>
<td>34.2</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3/2</td>
<td>6/3</td>
<td>16.4</td>
<td>10.4</td>
<td>11.5</td>
<td>16.0</td>
<td>39.1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>14.8</td>
<td>10.2</td>
<td>12.0</td>
<td>17.4</td>
<td>44.1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>5/2</td>
<td>4/7</td>
<td>13.8</td>
<td>10.1</td>
<td>11.5</td>
<td>18.8</td>
<td>49.0</td>
<td></td>
</tr>
<tr>
<td>3/2</td>
<td>1</td>
<td>3/2</td>
<td>13.2</td>
<td>10.2</td>
<td>13.0</td>
<td>20.2</td>
<td>53.9</td>
<td></td>
</tr>
<tr>
<td>3/2</td>
<td>3/2</td>
<td>1</td>
<td>12.3</td>
<td>10.2</td>
<td>13.6</td>
<td>21.7</td>
<td>58.9</td>
<td></td>
</tr>
<tr>
<td>3/2</td>
<td>2</td>
<td>3/4</td>
<td>12.3</td>
<td>10.2</td>
<td>13.6</td>
<td>21.7</td>
<td>58.9</td>
<td></td>
</tr>
<tr>
<td>3/2</td>
<td>5/2</td>
<td>3/5</td>
<td>12.3</td>
<td>10.2</td>
<td>13.6</td>
<td>21.7</td>
<td>58.9</td>
<td></td>
</tr>
<tr>
<td>3/2</td>
<td>3</td>
<td>1/2</td>
<td>11.7</td>
<td>10.3</td>
<td>14.2</td>
<td>23.1</td>
<td>63.8</td>
<td></td>
</tr>
<tr>
<td>5/2</td>
<td>1</td>
<td>5/2</td>
<td>10.3</td>
<td>10.1</td>
<td>11.5</td>
<td>15.9</td>
<td>39.1</td>
<td></td>
</tr>
<tr>
<td>5/2</td>
<td>3/2</td>
<td>5/3</td>
<td>10.3</td>
<td>10.1</td>
<td>11.5</td>
<td>15.9</td>
<td>39.1</td>
<td></td>
</tr>
<tr>
<td>5/2</td>
<td>2</td>
<td>5/4</td>
<td>10.3</td>
<td>10.1</td>
<td>11.5</td>
<td>15.9</td>
<td>39.1</td>
<td></td>
</tr>
<tr>
<td>5/2</td>
<td>5/2</td>
<td>1</td>
<td>10.3</td>
<td>10.1</td>
<td>11.5</td>
<td>15.9</td>
<td>39.1</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3</td>
<td>10.3</td>
<td>10.1</td>
<td>11.5</td>
<td>15.9</td>
<td>39.1</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3/2</td>
<td>2</td>
<td>10.3</td>
<td>10.1</td>
<td>11.5</td>
<td>15.9</td>
<td>39.1</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>3/2</td>
<td>10.3</td>
<td>10.1</td>
<td>11.5</td>
<td>15.9</td>
<td>39.1</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5/2</td>
<td>6/5</td>
<td>10.3</td>
<td>10.1</td>
<td>11.5</td>
<td>15.9</td>
<td>39.1</td>
<td></td>
</tr>
</tbody>
</table>

- $P$ is the frequency of the non-reference allele
- $R_R_M$ and $R_R_F$ are the relative risks depending on parental origin

### b) Case-mother dyad

<table>
<thead>
<tr>
<th>$R_R_M$</th>
<th>$R_R_F$</th>
<th>$R_R_M R_R_F$</th>
<th>$P$</th>
<th>0.1</th>
<th>0.3</th>
<th>0.5</th>
<th>0.7</th>
<th>0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>27.7</td>
<td>20.3</td>
<td>24.0</td>
<td>20.3</td>
<td>27.7</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3/2</td>
<td>1</td>
<td>25.4</td>
<td>21.8</td>
<td>23.0</td>
<td>19.6</td>
<td>32.0</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3/2</td>
<td>2</td>
<td>24.8</td>
<td>22.5</td>
<td>21.6</td>
<td>19.9</td>
<td>36.5</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>5/2</td>
<td>1</td>
<td>24.7</td>
<td>22.6</td>
<td>20.7</td>
<td>20.7</td>
<td>41.3</td>
<td></td>
</tr>
<tr>
<td>3/2</td>
<td>1</td>
<td>3/2</td>
<td>23.2</td>
<td>17.2</td>
<td>23.0</td>
<td>24.2</td>
<td>34.8</td>
<td></td>
</tr>
<tr>
<td>3/2</td>
<td>3/2</td>
<td>1</td>
<td>20.5</td>
<td>18.7</td>
<td>24.4</td>
<td>23.5</td>
<td>38.6</td>
<td></td>
</tr>
<tr>
<td>3/2</td>
<td>2</td>
<td>3/4</td>
<td>19.5</td>
<td>20.2</td>
<td>24.2</td>
<td>23.6</td>
<td>42.9</td>
<td></td>
</tr>
<tr>
<td>3/2</td>
<td>5/2</td>
<td>3/5</td>
<td>19.1</td>
<td>21.2</td>
<td>23.7</td>
<td>24.4</td>
<td>47.5</td>
<td></td>
</tr>
<tr>
<td>3/2</td>
<td>3</td>
<td>1/2</td>
<td>19.1</td>
<td>21.8</td>
<td>23.4</td>
<td>25.1</td>
<td>52.2</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>21.0</td>
<td>15.5</td>
<td>21.6</td>
<td>27.3</td>
<td>42.4</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3/2</td>
<td>4/3</td>
<td>18.2</td>
<td>16.8</td>
<td>24.2</td>
<td>27.0</td>
<td>45.5</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>17.0</td>
<td>18.2</td>
<td>25.2</td>
<td>27.1</td>
<td>49.5</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>5/2</td>
<td>2/5</td>
<td>16.5</td>
<td>19.6</td>
<td>25.5</td>
<td>27.6</td>
<td>53.9</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>3/2</td>
<td>16.3</td>
<td>20.6</td>
<td>25.5</td>
<td>28.3</td>
<td>58.5</td>
<td></td>
</tr>
<tr>
<td>5/2</td>
<td>1</td>
<td>5/2</td>
<td>16.4</td>
<td>19.5</td>
<td>25.5</td>
<td>30.0</td>
<td>50.3</td>
<td></td>
</tr>
<tr>
<td>5/2</td>
<td>3/2</td>
<td>5/3</td>
<td>15.9</td>
<td>19.5</td>
<td>25.5</td>
<td>30.2</td>
<td>52.7</td>
<td></td>
</tr>
<tr>
<td>5/2</td>
<td>2</td>
<td>5/4</td>
<td>15.6</td>
<td>19.5</td>
<td>25.5</td>
<td>30.3</td>
<td>56.3</td>
<td></td>
</tr>
<tr>
<td>5/2</td>
<td>5/2</td>
<td>1</td>
<td>15.0</td>
<td>18.2</td>
<td>26.4</td>
<td>30.8</td>
<td>60.4</td>
<td></td>
</tr>
<tr>
<td>5/2</td>
<td>3</td>
<td>5/6</td>
<td>14.7</td>
<td>19.4</td>
<td>26.9</td>
<td>31.5</td>
<td>64.8</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3</td>
<td>14.9</td>
<td>13.9</td>
<td>26.2</td>
<td>32.8</td>
<td>56.7</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3/2</td>
<td>2</td>
<td>16.0</td>
<td>14.7</td>
<td>23.4</td>
<td>33.3</td>
<td>60.2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3/2</td>
<td>3</td>
<td>14.7</td>
<td>15.9</td>
<td>25.5</td>
<td>33.5</td>
<td>63.3</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5/2</td>
<td>6/5</td>
<td>14.0</td>
<td>17.2</td>
<td>26.9</td>
<td>33.9</td>
<td>67.2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5/2</td>
<td>3</td>
<td>13.7</td>
<td>18.3</td>
<td>27.7</td>
<td>34.6</td>
<td>71.4</td>
<td></td>
</tr>
</tbody>
</table>

- $P$ is the frequency of the non-reference allele
- $R_R_M$ and $R_R_F$ are the relative risks depending on parental origin
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Abstract

Background: Log-linear and multinomial modeling offer a flexible framework for genetic association analyses of offspring (child), parent-of-origin and maternal effects, based on genotype data from a variety of child-parent configurations. Although the calculation of statistical power or sample size is an important first step in the planning of any scientific study, there is currently a lack of software for genetic power calculations in family-based study designs. Here, we address this shortcoming through new implementations of power calculations in the R package Haplin, which is a flexible and robust software for genetic epidemiological analyses. Power calculations in Haplin can be performed analytically using the asymptotic variance-covariance structure of the parameter estimator, or else by a straightforward simulation approach. Haplin performs power calculations for child, parent-of-origin and maternal effects, as well as for gene-environment interactions. The power can be calculated for both single SNPs and haplotypes, either autosomal or X-linked. Moreover, Haplin enables power calculations for different child-parent configurations, including (but not limited to) case-parent triads, case-mother dyads, and case-parent triads in combination with unrelated control-parent triads.
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Background
Statistical power or sample size analysis is an essential first step in the planning of any scientific study. Such analyses ensure that a study is capable of answering its stated research questions and are a prerequisite for optimal study design [1]. Furthermore, a power analysis is required in most research proposals. Statistical power calculations are particularly important in genome-wide association studies (GWAS) in order to maximize the scientific gains from the typically high genotyping and assay costs. Moreover, GWAS are often underpowered due to the large number of single-nucleotide polymorphisms (SNPs) being assessed, leading to issues of multiple testing. Most effect sizes reported from genetic association studies of complex traits are small [2–4], which further limits the power. The statistical power of a study affects the interpretation of the results. Low power may result in a high number of false negatives, and a power analysis might elucidate whether negative findings were the result of the study being underpowered.

Log-linear and multinomial modeling are closely related approaches that offer a flexible framework for genetic association analysis. Both approaches enable the estimation of genetic effects in addition to hypothesis testing. Beyond the standard case-control design, they are capable of incorporating child, parent-of-origin (PoO) and maternal effects based on genotype data from case-parent triads, as well as a range of other child-parent configurations. They can also handle incomplete triad data as well as independent controls. Moreover, the models are readily extended to haplotype analysis. Due to these appealing features, there has been much interest in the application of log-linear or multinomial models in genetic association studies [5–12], and the models are implemented in well-established software packages such as Haplin [10, 13] and EMIM (Estimation of Maternal, Imprinting and interaction effects using Multinomial modelling) [11, 12].

General-purpose software tools for statistical power and sample size analysis are not set up to handle the genetic study designs and effect estimates available from case-parent triads with unrelated controls. Although there are tools that offer power calculations for some genetic association studies, e.g., Quanto [14–16] and Genetic Power Calculator (GPC) [17], a comprehensive framework for power analysis based on the full triad design is lacking.

We propose a complete setup for power calculations tailored to binary disease traits, which we have implemented as a new module in the R package Haplin [10, 13]. In the new implementations, a power analysis can be performed based on the asymptotic variance-covariance structure of the parameter estimator or by a simulation procedure. The power for child, PoO, maternal, and gene-environment (GxE) effects are easily estimated. Haplin also enables power analyses for haplotypes, taking into account unknown SNP phase. The calculations can be performed for both autosomal and X-linked markers, and a variety of study designs can be accommodated.

Our paper is structured as follows. In the “Implementation” section, we first introduce the Haplin software and briefly present our new power calculation approaches. We then provide a short tutorial on power calculations for child, PoO and maternal effects, focusing on the use of asymptotic approximations. In the “Results” section, we illustrate our power calculations for a wide range of scenarios. We also compare our asymptotic power approximations to the powers attained by Haplin and EMIM in simulations, thus confirming the equivalent inference provided by log-linear and multinomial modeling. In Additional file 1, we derive the variance-covariance matrix underlying the asymptotic power calculations. Furthermore, because the Haplin framework includes numerous features for power analysis, we provide a more detailed and extensive tutorial, including power analysis for GxE interactions, in Additional file 2. In addition, we outline some of the possibilities for power calculations under different X-chromosome models, and we also show how the power calculations can be extended to haplotype analysis. Finally, we show the flexibility of our simulation approach, demonstrating different parameterization models and study designs.

Implementation
Our power calculation tool has been added to the R package Haplin, which provides an extensive framework for genetic epidemiological analyses of binary traits. The new power calculation module has been integrated into the original setup for genetic association analysis in Haplin and is based on log-linear modeling, as previously described by Gjessing and Lie [10]. Haplin implements a full maximum-likelihood model for estimation and computes explicit estimates of relative risks with asymptotic standard errors and confidence intervals. It enables the estimation of child, PoO and maternal effects, as well as interactions between these genetic effects and categorical or ordinal exposure variables (i.e., GxE) [18, 19]. Haplin also incorporates analyses of X-linked markers in a straightforward manner, and different X-chromosome models may be fitted depending on the desired underlying assumptions [20–22]. In Haplin, the main unit of study is the case-parent triad, in which affected children and both of their biological parents are genotyped. However, the log-linear model can be extended to include independent control children or control triads in a hybrid design, under the “rare disease” assumption [23]. Note that unrelated controls are optional but not required, because “pseudo-controls” can be constructed from the non-transmitted parental alleles in case-parent triads [24–27]. The expectation maximization (EM) algorithm [28] is implemented.
in Haplin to account for unknown parental origin in ambiguous (uninformative) triads. Additionally, the EM algorithm accounts for missing information on certain individuals, such as when some triads are reduced to child-mother dyads due to missing data on the father. Although the fundamental model in Haplin relates to a single multi-allelic marker, it extends directly to haplotypes over multiple markers by statistically reconstructing haplotypes of unknown phase [10]. Furthermore, because the calculations can be performed in parallel, genome-wide association analyses are readily accommodated. The log-linear model in Haplin assumes Hardy-Weinberg equilibrium (HWE), Mendelian transmission and random mating. A detailed description of the underlying model is provided in several of our previous publications [10, 18, 29].

**Genetic effects and study designs**

Within the Haplin framework, based on the log-linear modeling approach, we have developed a new and complete module for performing power calculations. The basic calculations relate to child, PoO and maternal effects, and our definitions of these genetic effects are provided in Table 1. The power depends on the underlying penetrance models, i.e., the probability of a child exhibiting the disease conditional on a particular genetic composition, which we define in Table 2. A variety of child-parent configurations are available for power analysis in Haplin, and a small selection of the possible study designs is shown in Fig. 1. We use the following abbreviations to describe the family designs. We let the letters c, m and f denote a child, mother and a father, respectively. Thus, mfc denotes a case-parent triad, and mc denotes a case-mother dyad. Moreover, mfc-mc denotes the full hybrid design, whereas mc-mc denotes the hybrid design consisting of case-mother and unrelated control-mother dyads. The possible configurations in Haplin also include designs such as c-c (the standard case-control design), fc (case-father dyad), mfc-mc (case-parent triad with unrelated control-mother dyad) and mfc-mf (case-parent triad with unrelated control parents). The full list of supported study designs are provided on the Haplin website [13].

**Power calculations in Haplin**

In this section, we demonstrate how to perform basic power calculations in Haplin, implemented in the function `hapPowerAsymp`. The power is computed analytically through asymptotic approximations, scaled to the appropriate sample size. We apply the asymptotic normal distribution of the log-scale parameter and use the chi-squared non-centrality parameter of the Wald test. The variance-covariance matrix is computed from a log-linear model which accounts for transmission ambiguities and missing data; its derivation is provided in Additional file 1.

The theory underlying our asymptotic power calculations is outlined in more detail elsewhere [29].

In Haplin, the asymptotic power calculations are easy to perform. In general, one only needs to specify the study design and its sample size, the allele frequencies, and the type of genetic effect and its magnitude. Table 3 shows examples Haplin commands for estimating the power for child, PoO and maternal effects. In all examples, we calculate the power for a diallelic SNP, using 500 case-parent triads. The study design is specified by the arguments `cases` and `controls`, using the notation from Fig. 1. Thus, 500 case-parent triads are specified by the argument `cases=c(mfc=500)`, whereas 500 case-mother dyads would be specified by `cases=c(mc=500)`. A hybrid design consisting of 200 case-mothers dyads and 500 control-parent triads would be expressed by the combination `cases=c(mc=200)` and `controls=c(mfc=500)`.

The genetic effects are determined by the choice of relative risk parameter(s), which also specifies the effect

<table>
<thead>
<tr>
<th>Table 1 Genetic effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description</td>
</tr>
<tr>
<td><strong>Effects</strong></td>
</tr>
<tr>
<td><strong>Parent-of-origin (PoO)</strong>: A PoO effect occurs if the effect of a variant allele in the child depends on whether it is inherited from the mother or the father. In statistical terms, we define a PoO effect as the interaction effect ( R_{RR} = R_{RR}^{M} - R_{RR}^{F} ), which is a measure of the risk increase (or decrease) associated with allele ( A_j ), when derived from the mother as opposed to the father. In contrast, regular child-effect analyses assume that the effect of an allele in the child is independent of parental origin. Note that genomic imprinting (an epigenetic phenomenon where one of the inherited parental alleles is expressed whereas the other is silenced) may cause PoO effects [32].</td>
</tr>
<tr>
<td><strong>Maternal</strong>: A mother’s genotype may influence fetal development directly, for example through maternal metabolic factors operating in utero [33], and may affect health throughout life [34]. A maternal effect occurs when a variant allele carried by the mother increases the risk of disease in her child, regardless of whether or not the allele has been transferred to the child [35]. This is distinct from child and PoO effects, in which we measure the effect of alleles in the child himself/herself. Because these underlying genetic mechanisms lead to entirely different biological interpretations, distinguishing between the genetic effects is particularly important in advancing the understanding of the etiology underlying a complex disease [1, 36, 37].</td>
</tr>
</tbody>
</table>

A variant allele may increase the risk of a disease only when carried by an individual himself/herself. We refer to this as a "child effect" since it is frequently estimated from the offspring in a case-parent triad. However, the individual referred to as a child might be of any age, depending on the phenotype of interest, and the same effect can also be estimated in case-control studies.
Table 2 Parameterization of penetrances

<table>
<thead>
<tr>
<th>Effects</th>
<th>Parameterization of penetrances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Child</td>
<td>( B \cdot RR_{ij} \cdot RR_{ij}^c )</td>
</tr>
<tr>
<td>Parent-of-origin (PoO)</td>
<td>( B \cdot RR_{ij} \cdot RR_{ij}^c \cdot RR_{ij}^{cf} )</td>
</tr>
<tr>
<td>Child and maternal</td>
<td>( B \cdot RR_{ij} \cdot RR_{ij}^c \cdot RR_{ij}^{cm} \cdot RR_{ij}^{cm(cf)} )</td>
</tr>
<tr>
<td>PoO and maternal</td>
<td>( B \cdot RR_{ij} \cdot RR_{ij}^c \cdot RR_{ij}^{cm} \cdot RR_{ij}^{cm(cf)} )</td>
</tr>
</tbody>
</table>

\( B \) is the baseline risk level, typically associated with the (more common) reference allele; \( RR \) is the risk increase associated with allele \( A_j \) relative to \( B \); \( RR_{ij} \) and \( RR_{ij}^{cf} \) are the relative risks associated with allele \( A_j \) depending on whether the allele is transmitted from the mother or the father; the double-dose parameter \( RR_{ij}^c \) measures the deviation from what would be expected in a multiplicative dose-response relationship, i.e., \( RR_{ij}^c = RR_j \) when \( j = i \) and \( RR_{ij}^c = 1 \) when \( j \neq i \). \( RR_{ij}^{cm} \) is the relative risk associated with allele \( A_j \) carried by the mother, and \( RR_{ij}^{cm(cf)} \) is the maternal double-dose parameter, interpreted analogously to \( RR_{ij}^c \). To ensure that the model is not overparameterized, we set \( RR_{ij} = 1 \) for the reference allele.

sizes. Corresponding to the parameterization model in Eq. (1) (defined in Table 2), a child effect is specified by the relative risk argument \( RR \) (Table 3a). Allele frequencies are specified by the argument \text{haplo.freq}. Note that the order and length of the specified relative risk parameter vectors should always match the corresponding allele frequencies. All examples assume a minor allele frequency (MAF) of 0.2. Thus, from Table 3a we see that the power is 88% when the less frequent allele at a diallelic marker is associated with a relative risk of 1.4, as expressed by the combination of allele frequencies \text{haplo.freq} = c(0.8, 0.2) and relative risks \( RR = c(1, 1.4) \). By default, the more frequent allele is chosen as reference (Table 3a, first row of the Haplin output).

As illustrated in Table 3b, the power to detect a PoO effect is computed by replacing the argument \( RR \) by the two relative risk arguments \( RR_{cm} \) and \( RR_{cf} \), denoting parental origin \( m \) (mother) and \( f \) (father). Both \( RR_{M} \) and \( RR_{F} \) are estimated freely, and individual tests for the null hypotheses \( RR_{M} = 1 \) and \( RR_{F} = 1 \) are constructed. The corresponding power estimates are denoted by \( RR_{cm}.power \) and \( RR_{cf}.power \), respectively. In addition, we are interested in testing the actual PoO effect, estimated by comparing the maternal and paternally derived effects by the ratio \( RR = RR_{M}/RR_{F} \). The null hypothesis of \( RR = RR_{M}/RR_{F} = 1 \) means no PoO effect, and the power to detect the PoO effect is output as \( RR_{cm(cf)}.power \), here estimated to be 48% when \( RR_{cm} = c(1, 2) \) and \( RR_{cf} = c(1, 1.5) \). For more details on PoO testing and its relationship to imprinting, see Gjerdevik et al. [29].

Since children and their mothers have an allele in common, a maternal effect might be statistically confounded with a child or a PoO effect. Corresponding to the parameterization models in Eq. (3) and (4) (Table 2), the power of a maternal effect can be analyzed jointly with that of a child effect or a PoO effect by adding the relative risk argument \( RR_{mat} \) to the original child or PoO model (Table 3c and d). The resulting power estimates control for the possible confounding of these effects with one another. When adjusting for the maternal effect in Table 3c, the power to detect the child effect is 90%. Conversely, when adjusting for the child effect, the power to
### Table 3 Examples of asymptotic power calculations in Haplin

<table>
<thead>
<tr>
<th>Effects</th>
<th>Haplin commands</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) Child</td>
<td>hapPowerAsymp(cases = c(mfc=500), haplo.freq = c(0.8,0.2), RR = c(1,1.4))</td>
<td>$\text{haplo.power}$ $\text{Haplo.type RR.power}$ 1 ref 2 0.88</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b) PoO</td>
<td>hapPowerAsymp(cases = c(mfc=500), haplo.freq = c(0.8,0.2), RRcm = c(1,2), RRcf = c(1,1.5))</td>
<td>$\text{haplo.power}$ $\text{Haplo.type RRcm.power RRcf.power RRcm_cf.power}$ 1 ref ref ref</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c) Child and maternal</td>
<td>hapPowerAsymp(cases = c(mfc=500), haplo.freq = c(0.8,0.2), RR = c(1,1.4), RR.mat = c(1,1.2))</td>
<td>$\text{haplo.power}$ $\text{Haplo.type RR.power RRm.power}$ 1 ref ref</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>d) PoO and maternal</td>
<td>hapPowerAsymp(cases = c(mfc=500), haplo.freq = c(0.8,0.2), RRcm = c(1,2), RRcf = c(1,1.5), RR.mat = c(1,1.2))</td>
<td>$\text{haplo.power}$ $\text{Haplo.type RRcm.power RRcf.power RRcm_cf.power RRm.power}$ 1 ref ref ref ref</td>
</tr>
</tbody>
</table>

The power is calculated for a diallelic SNP, using 500 case-parent triads (cases = c(mfc=500)), and a MAF of 0.2 (haplo.freq = c(0.8,0.2)). The argument RR specifies the relative risk associated with the child effect, whereas the power to detect a PoO effect is calculated by replacing RR by the two relative risk arguments RRcm and RRcf, which refer to the parental origin of the allele carried by the child. Maternal effects can be included by adding the maternal relative risk parameter RR.mat to the original child or PoO command. Note that the order of alleles to which the relative risk parameters refer corresponds to the order used for the haplotype frequencies. Here, the less frequent allele is set as the risk allele and the more frequent allele is used as reference. The nominal significance level defaults to 0.05, but other values can be specified by the argument alpha.
detect the maternal effect is 42%. The example in Table 3d, involving joint PoO and maternal effects, has a similar interpretation.

In Table 3, the nominal significance level defaults to 5%. However, other values can be specified by using the argument alpha. The current implementation of hapPowerAsymp does not allow deviations from the multiplicative dose-response assumption. Thus, the double-dose parameters RR* and RR*(M) (Eq. 1-4 in Table 2) are equal to 1 and do not need to be specified in the Haplin command. However, we expect future versions of hapPowerAsymp to handle power calculations for separate single- and double-dose effects.

Power simulations in Haplin
Haplin also includes an extensive setup for power calculation through simulations. Simulation approaches are robust ways of checking software implementations, attained power, and attained significance level. They are particularly useful for small to moderately sized datasets, in which the asymptotic properties of the log-linear model might not hold true. In these situations, the extent and direction of the possible bias can best be assessed using simulations. In Haplin, power simulations are carried out using a two-step approach, by applying the functions hapRun and hapPower. First, hapRun simulates haplotype data, in which triad genotypes are generated from the multinomial distribution. The multinomial probabilities are computed by listing all possible genotype combinations in the triad format and then applying the sampling model described in Gjeising and Lie [10]. hapRun then performs Haplin runs, i.e., statistical inference, on the simulated data. To speed up these calculations, hapRun allows for parallel processing. In the second step, the simulation results from hapRun are submitted to hapPower, which computes the power by calculating the fraction of p-values less than the nominal significance level.

Clearly, the asymptotic power approximation is much more time-efficient than brute-force simulations; in its current implementation, however, it is somewhat more restricted. The simulation approach is completely general; it enables power calculations for a wider range of parameterization models, such as deviations from the multiplicative dose-response assumption. The simulation approach also handles a wider array of child-parent configurations and allows for missing individuals to be generated at random. Examples and relevant Haplin commands are provided in Additional file 2.

Results
Examples of asymptotic power calculations
We illustrate the use of our power function hapPowerAsymp by plotting power curves for different scenarios, as shown in Fig. 2. Power calculations for child effects are shown in panels a and b, and power calculations for PoO effects are shown in panels c and d. For the PoO effects, we set RRp = 1, so that the value of RRR = RM/M/Rp is equal to the value of RM. In the left panels (a and c), we used varying numbers of case-parent triads and a MAF of 0.2. In the right panels (b and d), the power was calculated using varying MAFs and a total of 500 case-parent triads. We used a nominal significance level of 5% throughout.

In all panels, the green, solid line represents scenarios in which 500 case-parent triads and a MAF of 0.2 were used. For child effects, we have 80% power to detect an RR of 1.35. However, using 250 case-parent triads, the corresponding power decreases to 51% (panel a). Moreover, with 500 case-parent triads and a MAF of 0.1, the power to detect an RR of 1.35 is 57% (panel b). The PoO analysis can be viewed as a statistical interaction. Compared with the child-effect analysis, a higher sample size is therefore required for the PoO analysis to reach the same statistical power for a similar effect size. Approximately 1200 case-parent triads are needed to detect an RRR of 1.35 with 80% power and a MAF of 0.2 (panel c). With 500 case-parent triads and a MAF of 0.2, we have approximately 80% power to detect an RRR of 1.6. Using a MAF of 0.1, the corresponding power is 64% (panel d).

Note that sample size and power are directly related measures. For given relative risks, power curves similar to Fig. 2 can be made with sample size on the x-axis.

Comparison of the asymptotic power approximations to the simulated power in Haplin and EMIM
Similar to Haplin, the command line software PREMIM and EMIM are easy-to-use tools for the estimation of child, PoO and maternal effects based on genotype data from a number of different study designs [11, 12]. PREMIM generates required input files for EMIM by extracting the required genotype data from standard-format pedigree data (PLINK) files [30], and EMIM performs the subsequent statistical analyses. PREMIM and EMIM are written in C++ and FORTRAN 77, respectively, and are therefore considerably faster than R implementations. EMIM allows a variety of different parameterization models, which makes it an appealing software for power comparisons with Haplin. Because EMIM uses multinomial modeling, its inference should be similar to that of Haplin [31]. However, to account for unknown parental origin in ambiguous (uninformative) triads or dyads, EMIM maximizes the multinomial likelihood directly (via a direct search algorithm), whereas Haplin maximizes the likelihood using the EM algorithm.

We compared the asymptotic power calculations in Haplin to the power attained by Haplin and EMIM in data simulations. The asymptotic power was computed.
using the function hapPowerAsymp, whereas the simulated power in Haplin was calculated using hapRun and hapPower. EMIM performs genetic association analyses, but corresponding power calculations are not implemented. To calculate the power attained by EMIM, we first used the Haplin function hapSim to simulate the genotype data. The data was then converted to the standard PLINK-format files, which were subsequently fed into PREMIM and EMIM. Given that the power calculations in Haplin are based on the Wald test, we also used the Wald test for inference in EMIM. Lastly, we calculated the fraction of p-values less than the nominal significance level. We analyzed child, PoO and maternal effects employing the parameterizations presented in Table 2, assuming a multiplicative dose-response model.

We simulated data for a variety of child-parent configurations (mfc, mc, mfc-mfc, mc-mc), with effect sizes ranging between 1.0 and 2.0, and a MAF of 0.2. We based the power comparisons on 500 case families in each design, i.e., 500 case-mother dyads or 500 case-parent triads, reflecting that the number of case children available is often a constraint when designing a study. For the hybrid designs, we added an equal number of unrelated control families. The simulations were based on 10,000 replicates of data for a single SNP, and we used a nominal significance level of 0.05. HWE and random mating were assumed throughout.

The results are shown in Fig. 3. Child effects are displayed in panels a and b, and PoO effects are displayed in panels c and d, with panels b and d showing the results obtained when the child and PoO effects were calculated while adjusting for possible maternal effects (even though, in the simulation model, we did not assume maternal effects, i.e., we set RR(M) = 1). For the PoO effects, we set RF = 1, so that the value of RR_M/RR_F is equal to RR_M. Panel e and f show the power to detect maternal effects, while adjusting for possible child or PoO effects (simulated under models where no such child or PoO effects existed, i.e., RR(M) > 1 and RR = 1, and RR(M) > 1 and RR_M = RR_F = 1, respectively).
Fig. 3 (See legend on next page.)

(a) Child effects
(b) Child effects adjusted for maternal effects
(c) PoO effects
(d) PoO effects adjusted for maternal effects
(e) Maternal effects adjusted for child effects
(f) Maternal effects adjusted for PoO effects


Note that panels b and e are equivalent because the power to detect a given child or maternal effect is identical when adjusting for possible confounding of the effects with one another. However, this symmetry depends on the study design and will not necessarily hold if case-mothers are unavailable for genotyping (results not shown). PoO effects are essentially estimated in case-families, by contrasting the frequencies of alleles transmitted from mother to child with those of alleles transmitted from father to child. Thus, unrelated control families do not add extra power to the case-parent triad design, as can be seen from the overlapping results of the mfc and mfc-mfc designs in panel c. Note that we excluded the mc design from the joint PoO and maternal effect analyses (panels d and f) because the penetrance model in Eq. (4) (Table 2) would become overparameterized. Overall, Fig. 3 shows that the results are highly consistent between the asymptotic power approximations and the simulated power in Haplin and EMIM, demonstrating that the asymptotic power function performs well when the asymptotic properties underlying the log-linear model hold true. Furthermore, the consistency between Haplin and EMIM across a wide spectrum of genetic scenarios confirms the computational accuracy of the inference methods used in both programs. Altogether, the results indicate that Haplin provides a robust and reliable framework for power calculations in genetic association studies when the genetic analyses are based on either log-linear or multinomial modeling.

Conclusions

To our knowledge, a comprehensive software for power analysis based on the full triad design has been lacking. Here, we have developed and showcased extensive, new and easy-to-use functionalities for statistical power analyses based on log-linear modeling, incorporated in the R package Haplin. In Haplin, power analysis can be carried out analytically using the asymptotic variance-covariance structure of the parameter estimator, or, by a straightforward simulation procedure. The two approaches for power calculations complement each other, balancing time efficiency against generality. Haplin enables power calculations to be performed for child, PoO, maternal and GxE effects, based on genotype data from a variety of family-based study designs. An inherent strength of the Haplin framework is its ability to compute power for both single SNPs and haplotypes, either autosomal or X-linked. We plan to continue to expand the present framework for power analysis, adding new features for power calculations as additional methods for genetic association analysis are developed and incorporated into the Haplin software.

To facilitate power analysis in Haplin, we have provided relevant example commands in Table 3. In addition, an extended tutorial is provided in Additional file 2, demonstrating power analysis for GxE interactions, X-linked models and haplotype effects, as well as our simulation functions hapRun and hapPower. Researchers can easily apply our functions using arguments and parameter values relevant to their own data.

The standard Haplin implementation assumes haplotype-frequency parameters under HWE instead of a model with all mating-type parameters [5, 6]. This improves power and facilitates haplotype reconstruction. The triad design itself protects against population stratification, but some of that benefit is lost if HWE is not fulfilled. However, top hits from a GWAS analysis can be checked retrospectively for HWE. As for power calculations, a full set of mating-type frequencies will seldom be available prior to study start, and a HWE assumption simplifies the calculations.

We conducted a thorough comparison of the asymptotic approximation approach with the power attained by Haplin and EMIM in data simulations. Child, PoO and maternal effects were assessed. The concordant results obtained confirm the computational accuracy of the inference methods used in both programs. They also demonstrate that power calculations in Haplin are applicable
to genetic association studies analyzed by either log-linear or multinomial modeling approaches. Thus, Haplin provides a robust and reliable framework for power calculations in genetic association analyses for various genetic effects and etiologic scenarios, based on genotype data from a wide range of different child-parent configurations.
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Additional file 1 — An asymptotic approximation of $\Sigma$

**Likelihood model** Assume a locus has $l$ different alleles. Typically, $l = 2$ at a single SNP. With $k$ SNPs, there are $l = 2^k$ different possible haplotypes, each considered an allele at the locus, assuming no recombination between SNPs.

For a mother-father-child triad, the genotype of the triad can be written as $(A_{M1}A_{M2}, A_{F1}A_{F2}, A_{C1}A_{C2})$, where $A_M$ denotes the maternal alleles, $A_F$ denotes the paternal alleles, and $A_C$ denotes the alleles of the child. Assume that the parental alleles are ordered in such a way that the second allele is transmitted to the child; i.e., we have $A_{C1} = A_{M2}$ and $A_{C2} = A_{F2}$. This permits a more compact notation with the full triad as an ordered quadruplet $(A_{M1}, A_{M2}, A_{F1}, A_{F2})$.

To list all possible triad genotypes, we construct a 4-column matrix $G$ with one column for each of the parental alleles, including all possible allele combinations. For instance, for a diallelic SNP with alleles 1 and 2,

$$G = \begin{pmatrix} A_{M1} & A_{M2} & A_{F1} & A_{F2} \\ 1 & 1 & 1 & 1 \\ 2 & 1 & 1 & 1 \\ 1 & 2 & 1 & 1 \\ 2 & 2 & 1 & 1 \\ 1 & 1 & 2 & 1 \\ 2 & 1 & 2 & 1 \\ \vdots & \vdots & \vdots & \vdots \\ 2 & 2 & 2 & 2 \end{pmatrix}.$$  

The matrix $G$ has dimensions $q \times 4$, where $q = l^4$. In particular, $q = 2^{4k}$ when considering a locus with $k$ diallelic SNPs, where the alleles are $2^k$ possible haplotypes at the locus.

Assuming the full genotype of all triads could be observed, the log-linear model assumes that the number of triads $n = [n_1, \ldots, n_q]$, corresponding to the rows of $G$, can be described by independent Poisson distributions, where

$$m = \exp(X\beta)$$

is a $q \times 1$ vector of the expected number of triads in each row, $\beta$ is a $p \times 1$ parameter vector, $X$ is a $q \times p$ design matrix (described in more detail below), and the exponential function is computed elementwise. We assume that $1 \in \text{colspace}(X)$, where $1 = [1, \ldots, 1]^T$. If $\beta$ is the maximum likelihood estimator derived from this model, and $\hat{m} = \exp(X\hat{\beta})$, the condition

$$\hat{m}^T1 = n^T1$$

holds [1, Chapter 10], i.e., the sum of the expected number of triads is equal to the sample size $N = n^T1$. Let $m = m^T1$, and define $p = m/m_\cdot$, i.e., the cell probabilities.
Each row in $G$ corresponds to a fully observed triad genotype, that is, a triad can be associated with a specific row of $G$ only if the alleles of the mother, father, and child are all fully known. From observed data, however, one will often obtain triads where, for instance, the genotypes of the father is lacking. Also, since the alleles at the locus will typically consist of haplotypes derived from a sequence of SNPs, the unknown phase of the SNPs will represent an ambiguity regarding the triad alleles. For any observed triad $j$, we define $a_j$ to be the $q \times 1$ “ambiguity vector” for triad $j$. To determine $a_j$ for a given triad, we first identify all rows of $G$ that are compatible with the observed genotype of the triad. For instance, at a SNP, if we observe a mother with genotype (1 2), a child with the genotype (2 2), and the father is missing, the full triad could be either (1 2, 1 2, 2 2) or (1 2, 2 2, 2 2), which correspond to rows 11 and 15, respectively, in the $G$ matrix. The ambiguity vector $a_j$ is then a vector with ones at positions 11 and 15, and zeros otherwise. Similarly, with two or more SNPs, unknown haplotype phase introduces ambiguities which are incorporated in the ambiguity vector $a_j$.

Let $\mathcal{A}$ be the set of all possible ambiguity vectors, i.e., those corresponding to all observed genotypes. Note that $a_j$ is a many-to-one mapping from the rows of $G$ into $\mathcal{A}$, and thus $P(a_j = a) = a^T p$, i.e., the sum over all row probabilities compatible with the observed genotype.

**Design matrix** Using $G$ as the starting point, the corresponding $q \times p$ design matrix $X$ for a log-linear model can be derived, including columns for estimating allele frequencies, child allele dose effects, etc. The form of $X$ will depend on what model is being estimated in a given instance. For example, to estimate the child relative risk RR$_2$ associated with allele 2, we first create two dummy vectors $1_M$ and $1_F$. The dummy $1_M$ is set to one when the $A_{M2}$ column of $G$ is equal to 2, and zero otherwise. Similarly, $1_F$ is set to one when the $A_{F2}$ column is 2, and zero otherwise. That is, $1_M$ and $1_F$ indicate whether the child inherited allele 2 from the mother and/or the father, respectively. The design matrix $X$ should then contain a column equal to $1_M + 1_F$, and $\text{RR}_2 = \exp(\hat{\beta})$, where $\hat{\beta}$ is the estimated parameter corresponding to this column. This choice would entail $\text{RR}_1 = 1$ and $\text{RR}_2^* = 1$, i.e., a multiplicative response model with allele 1 as the reference allele. If the model should allow deviations from the multiplicative response, including $1_M \cdot 1_F$ in the $X$ matrix would provide an estimate of $\text{RR}_2^*$. By similar constructions, all models described in this paper are covered. The exact form of the $X$ matrix is not important for the likelihood derivation below.

**The asymptotic variance-covariance matrix** In our likelihood model, we write $l_N(\beta) = \log(L_N(\beta))$ for the log-likelihood based on $N$ triads. Let $\hat{\beta}_N$ be the corresponding maximum likelihood estimator of the $p \times 1$ parameter vector $\beta$. As described above, the $\beta$ parameter vector contains information about haplotype frequencies and relative risks; typically, $\beta_i = \log(\text{RR}_i)$ for some component $i$ of the vector, where $\text{RR}_i$ is the relative risk associated with
haplotype $h_i$. We denote the asymptotic $p \times p$ variance-covariance matrix by $\Sigma$. From standard likelihood theory,
\[
\sqrt{N} (\beta_N - \beta) \xrightarrow{d} N(0, \Sigma)
\]
as $N \to \infty$ [1, Chapter 10]. The matrix $\Sigma$ is given as the inverse of the expected information matrix, $I(\beta)$, with element $(i,j)$ defined as
\[
-\mathbb{E} \left\{ \frac{\partial^2 l(\beta)}{\partial \beta_i \partial \beta_j} \right\},
\]
where $l(\beta)$ is the log-likelihood function [2].

If $N$ is the total number of observed triads, then $N$ is Poisson distributed with expected value equal to the sum over all rows, i.e., $m_{..}$. Conditional on $N$, the number of triads corresponding to a row in $G$ (if they were fully observed) follows a multinomial distribution with cell probabilities $p$. Hence, the likelihood contribution from a single observed (possibly ambiguous) triad $j$ is $a_j^T p$, and the full likelihood, accounting for ambiguities, is
\[
L(\beta) \propto m^T e^{-m} \prod_{j=1}^N a_j^T p.
\]
The corresponding log-likelihood function is then
\[
l(\beta) = \sum_j (\log(a_j^T m)) - m_{..}.
\]
Applying the rules for vector differentials [3], we have that
\[
\partial l(\beta) = (\sum_j b_j^T - m^T) X \partial \beta,
\]
where
\[
b_j = \frac{\text{diag}(a_j) m}{a_j^T m}.
\]
Furthermore, the second derivative of the log-likelihood function is
\[
\partial^2 l(\beta) = (\partial \beta)^T X^T \left( \text{diag}(\sum_j b_j) - \sum_j b_j b_j^T - \text{diag}(m) \right) X (\partial \beta).
\]
Consequently, the observed Fisher information matrix is
\[
I_N(\beta) = X^T \left( \text{diag}(m) - \text{diag}(\sum_j b_j) + \sum_j b_j b_j^T \right) X,
\]
and as $N \to \infty$,
\[
\frac{1}{N} I_N(\beta) \sim X^T (\text{diag}(p) - \text{diag}(E(b)) + E(bb^T)) X.
\]
It follows that the asymptotic variance-covariance matrix of $\hat{\beta}_N$ is

$$\Sigma = \left[ X^T \left( \text{diag}(p) - \text{diag}(E(b)) + E(bb^T) \right) X \right]^{-1},$$

and thus

$$\text{var}(\hat{\beta}_N) \sim \frac{1}{N} \Sigma.$$
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Additional file 2 — Power and sample size calculations in Haplin

Haplin includes a complete setup for power calculations, extending beyond the single-SNP analyses of child, PoO and maternal effects. Here, we provide an extensive tutorial and illustrate power analyses for a range of relevant genetic and etiologic scenarios. Nevertheless, this tutorial is not intended as an exhaustive documentation of the power framework and its functions. We therefore strongly recommend consulting the R help page, which includes detailed and up-to-date information on the power functions and all their arguments. As we continue to expand our framework for power analysis, changes to the presented commands may occur. Such updates will be documented on the Haplin website at https://people.uib.no/gjessing/genetics/software/haplin, as well as on the R help page.

The supplementary material is structured as follows. We start with an introduction of the asymptotics-based functions `snpPower` and `snpSampleSize`, before continuing with an extended tutorial of `hapPowerAsymp`. The two last sections are devoted to `hapRun` and `hapPower`, which calculate the power by using simulations.

**snpPower and snpSampleSize**

For single-SNP analyses of child effects, statistical power and sample size calculations are most easily done with the Haplin functions `snpPower` and `snpSampleSize`. `snpPower` computes the power for a single SNP by counting the number of “real” case alleles (transmitted alleles from case triads), “real” control alleles (all alleles from control triads) and pseudo-control alleles (non-transmitted alleles from case families). A multiplicative dose-response relationship is assumed. `snpPower` calculates the power by using the asymptotic normal approximation for the natural logarithm of the odds ratio (the relative risks and odds ratios are used interchangeably due to the “rare disease assumption”). It computes the power for a given number of case families, control families, relative risks, minor allele frequencies (MAFs) and type I error rates. For example, to compute the power for 200 case-parent triads and 100 control children, assuming a relative risk of 1.4, a minor allele frequency of 0.2, and a nominal significance level of 5%, use the command

```r
snpPower(cases=list(mfc=200), controls=list(c=100), RR=1.4, MAF=0.2, alpha=0.05).
```

In `snpPower`, the power can be calculated for a mixture of different family designs and for several combinations of the input variables simultaneously. Please refer to the R help page and the Haplin website for an explanation of the arguments and its options.

Note that most of the functionality of `snpPower` is covered by the more flexible Haplin function `hapPowerAsymp`, which also extends to power analyses of haplotype effects, parent-of-origin (PoO) effects, maternal effects, gene-environment interactions (GxE), etc. However, `snpPower` is somewhat easier to apply and is therefore useful for simple power calculations of single-SNP child effects.

`snpSampleSize` is the inverse function of `snpPower`. For child effects, it computes the number of case and control families required for a single SNP to attain the desired power for specified family designs and given values of relative risks, minor allele frequencies and type I error rates. Examples and documentation are given on the R help page and on the Haplin website.

---

1
hapPowerAsymp: Extensions to X-linked markers, gene-environment interactions and haplotype effects

Basic power calculations of child, PoO and maternal effects using hapPowerAsymp are described in the main article. Here we show how to extend power analyses to X-linked markers, GxE, and haplotype effects.

X-linked markers

Genetic association analyses of X-linked markers might be of particular relevance if the prevalence of a complex trait or disease is systematically different for males versus females. Various X-chromosome models are implemented in Haplin. The models depend on the underlying assumptions regarding allele-effects in males versus females, which may include sex-specific baseline risks, shared or distinct relative risks for males and females, as well as X-inactivation in females. A detailed description of the parameterization models is provided in our previous studies [1, 2, 3]. Corresponding power analyses are readily available in hapPowerAsymp, and an example of X-chromosome power analysis is shown in Table S1a. In addition to the arguments needed to perform power calculations of child, maternal or PoO effects on autosomal markers, three arguments are required to specify an X-linked penetrance model. The argument xchrom must be set to TRUE, which indicates power analysis of X-chromosome markers. Furthermore, the argument sim.comb.sex specifies how to deal with sex differences on the X-chromosome. We have used the option single, which means that the effect of one (single) allele in males equals the effect of a single allele dose in females. However, the default value is double, which corresponds to X-inactivation; a single allele in males has the same effect as one of the two alleles in homozygous females, assuming that the other allele is inactivated. The argument BR.girls gives the ratio of baseline risk for females relative to males. In the example of Table S1a, we assumed a ratio of 1, i.e., the same baseline risk in females and males.

Gene-environment interactions

A gene-environment interaction occurs when a genetic effect is modified by an environmental exposure. For example, maternal alcohol consumption, cigarette smoking or vitamin intake in the periconceptional period might modify the association between SNPs and a birth defect [4, 5]. The genetic effect in question might be a child, PoO or maternal effect. In Haplin, interactions between a genetic effect and a categorical exposure variable are incorporated into the log-linear framework by fitting the log-linear model separately for each exposure stratum. We then apply a Wald test to assess whether the relative risk estimates differ significantly across exposure levels [6, 7]. In hapPowerAsymp, the power to detect a GxE effect is automatically computed when the number of strata is larger than 1, specified by the argument n.strata. Each of the stratum-specific arguments cases, controls, haplo.freq, RR, RRcm, RRcf and RR.mat are given as lists. Their lengths should be equal to the number of strata, and each element of the list specifies the argument for one stratum. An example of GxE power analysis of child effects and two exposure strata is given in Table S1b. We used 500 case-parent triads in the first stratum and 300 case-parent triads in the second (cases = list(c(mfc=500),c(mfc=300))). The list format is, however, only needed for arguments that vary across strata. Here we assumed that the allele frequencies are the same in both strata, and the list format is therefore redundant (haplo.freq = c(0.8,0.2)). There are no associations in the first stratum, whereas the minor allele is associated with the disease in the second stratum (RR = list(c(1,1),c(1,1.4))).
**Haplotypes**

By default, `hapPowerAsymp` performs power calculations for a diallelic SNP. However, the extension to haplotypes is straightforward but requires a basic understanding of how the haplotypes are generated in Haplin. The number of markers and haplotypes is determined by the vector `nall`, where the number of markers is equal to `length(nall)`, and the number of different haplotypes is equal to `prod(nall)`. Thus, two diallelic markers are denoted by `nall = c(2,2)`, whereas a single marker with four alleles is denoted by `nall = 4`. The haplotypes are determined by creating all possible haplotypes from the given markers, in a sequence where the first marker varies most quickly. For instance, if `nall = c(3,2)`, there are six haplotypes in total. Taken in order, the haplotypes are 1-1, 2-1, 3-1, 1-2, 2-2, and 3-2. If `haplo.freq = c(0.3,0.05,0.1,0.1,0.2,0.25)` and `RR = c(1,2,1,1,1,1)`, haplotype 2-1 has a twofold risk compared to the rest of the haplotypes. Table S1c shows a haplotype example with two diallelic markers. Compared with the reference (by default the most frequent haplotype), all haplotypes are associated with an increased risk of disease. The power to detect the effect of an individual haplotype is calculated by analyzing that specific haplotype separately against the reference, using the Wald test with one degree of freedom. Here, the individual power estimates range between 63% and 74%. We also calculate the overall power, i.e., the power to detect any difference among the haplotypes, by analyzing the haplotypes jointly. With a total of four haplotypes, the Wald test has three degrees of freedom, and the power is approximately 84%.

The power calculations can be extended to three or more markers at a locus in a similar manner. An example of three diallelic SNPs (eight haplotypes) is provided in Table S1d.

**Other effects**

The power analyses in Table S1 were calculated for child effects. However, the power to detect PoO effects is readily computed by replacing the relative risk argument `RR` by `RRcm` and `RRcf`, similar to the example in Table 3b of the main article. For instance, in the GxE example (Table S1b), replacing `RR` with `RRcm=list(c(1,1),c(1,1))` and `RRcf=list(c(1,1),c(1,2))` would mean that there is no risk associated with the allele transmitted from the mother in either stratum, whereas the paternally derived allele is associated with the disease only in the second stratum. Maternal effects are included by adding the argument `RR.mat` (see Table 3c and d of the main article for examples).
<table>
<thead>
<tr>
<th>Etiologic scenarios</th>
<th>Haplin commands</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) X-chromosome</td>
<td>hapPowerAsymp(cases = c(mfc=500), xchrom = T, sim.comb.sex = &quot;single&quot;, RR = c(1,1.2)), BR.girls = 1)</td>
<td>$haplo.power</td>
</tr>
<tr>
<td></td>
<td>Haplotype RR.power</td>
<td>haplo.freq</td>
</tr>
<tr>
<td></td>
<td>1 ref</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.3</td>
</tr>
<tr>
<td>b) GxE</td>
<td>hapPowerAsymp(n.strata = 2, cases = list(c(mfc=500),c(mfc=300)), RR = list(c(1,1), c(1,1.4)))</td>
<td>$haplo.power</td>
</tr>
<tr>
<td></td>
<td>Haplotype RR.power</td>
<td>haplo.freq</td>
</tr>
<tr>
<td></td>
<td>1 ref</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.74</td>
</tr>
<tr>
<td>c) Haplotype effects, two diallelic markers</td>
<td>hapPowerAsymp(nall=c(2,2), cases = c(mfc=500), RR = c(1,1.3,1.4,1.5))</td>
<td>$haplo.power</td>
</tr>
<tr>
<td></td>
<td>Haplotype RR.power</td>
<td>haplo.freq</td>
</tr>
<tr>
<td></td>
<td>1-1-1 ref</td>
<td>0.8370423</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>1-2 1-2</td>
<td>0.74</td>
</tr>
<tr>
<td>d) Haplotype effects, three diallelic markers</td>
<td>hapPowerAsymp(nall=c(2,2,2), cases = c(mfc=500), RR = c(1,1.2,1.3,1.4,1.5,1.7,1.1))</td>
<td>$haplo.power</td>
</tr>
<tr>
<td></td>
<td>Haplotype RR.power</td>
<td>haplo.freq</td>
</tr>
<tr>
<td></td>
<td>1-1-1 ref</td>
<td>0.7416111</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>0.05</td>
</tr>
</tbody>
</table>

The power is calculated for: a) X-chromosome models; b) GxE effects; c) Haplotype effects, two diallelic markers; d) Haplotype effects, three diallelic markers. The argument `cases` determines the study design and its sample size, and the argument `RR` specifies the relative risk associated with a child effect. Note that the order of alleles to which the relative risk parameters refer corresponds to the order used for the haplotype frequencies in argument `haplo.freq`. The most frequent allele/haplotype is used as reference. The arguments `xchrom`, `sim.comb.sex` and `BR.girls` are specific for power analyses of X-linked markers. The argument `n.strata` determines the number of strata and is required for power analyses of GxE effects. In c) and d), the number of markers and haplotypes is specified by the vector `nall`. Because the default value is 2 (corresponding to a diallelic SNP), this argument was not explicitly expressed in examples a) and b). The nominal significance level defaults to 0.05, but other values can be specified by the argument `alpha`.
Introduction to hapRun and hapPower

The function hapRun simulates genotype data and performs the subsequent statistical inference. The results can then be fed to hapPower, which calculates the actual power. Because hapRun performs both the simulations and the subsequent statistical inference, the aimed target effects must be specified in addition to the simulation-specific parameters. The commands therefore require knowledge of the functions haplin and haplinStrat, which perform the statistical inference within hapRun.

We demonstrate the power simulation functions hapRun and hapPower by using the same scenarios as in Table 3 of the main article, in addition to the GxE example in Table S1. The examples are shown in Table S2. Additional to the arguments provided in hapPowerAsymp, hapRun requires the arguments nall, RRstar and response to be specified (RRstar.mat must also be specified in order to simulate maternal effects). The vector nall specifies the number of markers and haplotypes. In hapPowerAsymp, nall has the default value 2, whereas in hapRun the argument must be given explicitly. Moreover, hapRun handles deviations from the multiplicative dose-response relationship. Such deviations can be simulated by the arguments RRstar and RRstar.mat, which correspond to the parameters $RR^*$ and $RR^{(M)}$ in Eq (1-4) from Table 2 in the main article. The target effect is specified by the haplin argument response, which has the option "mult" for estimating a multiplicative dose-response relationship, and the option "free" for estimating separate single-dose and double-dose effects. In Table S2, we simulate and test a multiplicative dose-response relationship throughout ($RR_{star} = c(1,1), \ RR_{star.mat} = c(1,1) \ \text{and} \ \text{response} = "mult")$. However, if one were to forget response = "mult", the simulated data (following a multiplicative dose-response relationship), when fed to haplin, would be used to estimate separate single-dose and double-dose effects, corresponding to the haplin default value "free".

In hapRun, the arguments RRcm and RRcf must be specified in order to simulate PoO effects. However, to test for PoO effects, one also needs to specify poo = TRUE in hapRun (Table S2b). It is thus possible to simulate PoO effects without actually testing them. The same is true for maternal effects (Table S2c and d); the arguments RR.mat and RRstar.mat enable simulations of maternal effects, but this effect is not tested unless maternal = TRUE in hapRun.

The argument hapfunc specifies which Haplin function to run on the simulated data in hapRun. Because most genetic association analyses are conducted using the function haplin, hapfunc = "haplin" is the default value. However, GxE effects are analyzed using haplinStrat, as shown in Table S2e. We recommend consulting the R help files for a thorough description of these Haplin functions and for further information on the target effects and the arguments to be passed onto haplin and haplinStrat.

Right now the output of hapPower contains more information than the output of hapPowerAsymp. The first result column, overall.power, displays the power for detecting an overall difference between the null model (no effects) and the full model. Whereas the other results of hapPower are based on the Wald test, the overall result is based on the likelihood ratio test. RRdd.power and RRdmd.power show the power to detect a double-dose child effect or a double-dose maternal effect, respectively. Because we have assumed a multiplicative dose-response relationship, the power to detect a double-dose child or maternal effect equals the power to detect a single-dose effect. The multiplicative double-dose PoO effect is interpreted analogously to the multiplicative double-dose child effect but is estimated by stratifying on parental origin.
Table S2  Simulated power in Haplin

<table>
<thead>
<tr>
<th>Effects</th>
<th>Haplin commands</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) Child</td>
<td>res.child &lt;- hapRun(nall = 2, cases = c(mfc=500), haplo.freq = c(0.8,0.2), RR = c(1,1.4), RRstar = c(1,1), response = &quot;mult&quot;)</td>
<td>The power was calculated using 1000 of 1000 files</td>
</tr>
<tr>
<td></td>
<td></td>
<td>haplos overall.power RR.power RRdd.power</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 0.878 ref ref</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2 0.878 0.877 0.877</td>
</tr>
<tr>
<td></td>
<td>hapPower(res.child)</td>
<td></td>
</tr>
<tr>
<td>b) PoO</td>
<td>res.PoO &lt;- hapRun(nall = 2, cases = c(mfc=500), haplo.freq = c(0.8,0.2), RRcm = c(1,1.5), RRcf = c(1,1), RRstar = c(1,1), response = &quot;mult&quot;)</td>
<td>The power was calculated using 1000 of 1000 files</td>
</tr>
<tr>
<td></td>
<td></td>
<td>haplos overall.power RRcm.power RRcf.power</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 0.999 ref ref</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2 0.999 0.999 0.839</td>
</tr>
<tr>
<td></td>
<td>hapPower(res.PoO)</td>
<td></td>
</tr>
<tr>
<td>c) Child and maternal</td>
<td>res.childmat &lt;- hapRun(nall = 2, cases = c(mfc=500), haplo.freq = c(0.8,0.2), RR = c(1,1.4), RRstar = c(1,1), RRmat = c(1,1), maternal = T, response = &quot;mult&quot;)</td>
<td>The power was calculated using 1000 of 1000 files</td>
</tr>
<tr>
<td></td>
<td></td>
<td>haplos overall.power RR.power RRdd.power</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 0.921 ref ref</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2 0.921 0.899 0.899</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RRm.power RRmdd.power</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ref ref</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.419 0.419</td>
</tr>
<tr>
<td>d) PoO and maternal</td>
<td>res.PoOmat &lt;- hapRun(nall = 2, cases = c(mfc=500), haplo.freq = c(0.8,0.2), RRcm = c(1,1.5), RRcf = c(1,1), RRstar = c(1,1), RRmat = c(1,1), maternal = T, response = &quot;mult&quot;)</td>
<td>The power was calculated using 1000 of 1000 files</td>
</tr>
<tr>
<td></td>
<td></td>
<td>haplos overall.power RRcm.power RRcf.power</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1 1 ref ref</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2 1 0.995 0.637</td>
</tr>
<tr>
<td></td>
<td></td>
<td>RRcm_RRcf.power RRdd.power</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ref ref</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.209 0.164 0.164</td>
</tr>
<tr>
<td>e) GxE</td>
<td>res.GxE &lt;- hapRun(nall = 2, n.strata = 2, cases = list(c(mfc=500),c(mfc=300)), haplo.freq = c(0.8,0.2), RR = list(c(1,1), c(1,1)), RRstar = c(1,1), RRmat = c(1,1), RRstrat = &quot;mult&quot;, hapfunc = &quot;haplinStrat&quot;)</td>
<td>The power was calculated using 1000 of 1000 files</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ref ref ref ref ref</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.209 0.999 0.164 0.164</td>
</tr>
</tbody>
</table>

We simulate the power for a diallelic SNP, using a MAF of 0.2 (haplo.freq = c(0.8,0.2)). The study design and the corresponding sample size are determined by the argument cases. The arguments RR and RRstar specify the relative risks associated with the child effect. Note that a multiplicative dose-response model is simulated by RRstar = c(1,1) and tested by the argument response = "mult". The power to detect a PoO effect is calculated by replacing RR by the two relative risk arguments RRcm and RRcf, which refer to the parental origin of the allele carried by the child. In addition, we need to include the target effect by the argument poo = T. A maternal effect can be simulated by adding the maternal relative risk parameters RRmat and RRstar.mat to the original child or PoO command, and the effect is tested by adding maternal = T. Power calculations of GxE effects are conducted by adding the arguments n.strata and hapfunc = "haplinStrat", as well as specifying the stratum-specific arguments. Note that the order of alleles to which the relative risk parameters refer corresponds to the order used for the haplotype frequencies. Here, the less frequent allele is set as the risk allele, and the more frequent allele is used as reference. The nominal significance level defaults to 0.05, but different levels can be specified by the argument alpha. By default, hapRun simulates 1000 replicates of data files. Other values can be set by the argument n.sim. As hapRun simulates genotype data, the results will vary, and the precision depends on the number of replicates. The simulation procedure is time-consuming. However, one can speed up the calculations by using parallel processing, specified by the argument cpus.
Extended family designs and missing individuals

The simulation procedure handles a variety of child-parent configurations. As shown in Table S3a, designs such as case-parent triads and case-mothers dyads may be combined. The argument controls can be extended in a similar manner. Moreover, if genotype data are missing at random, e.g., due to failed genotyping, missing case or control individuals can be generated at random through the arguments gen.missing.cases and gen.missing.controls. If the arguments are single numbers between 0 and 1, missing data are generated at random with these proportions for all case and controls individuals. In Table S3b, 10% of all case individuals (mothers, fathers and children) are missing. If the arguments are vectors of length equal to the number of markers, missing data are generated at random with the corresponding proportions for each marker. The arguments can also be matrices with the number of rows equal to the number of markers and three columns. Each row corresponds to a single marker, and the columns correspond to mothers, fathers and children, respectively. Thus, gen.missing.cases = matrix(c(0,0.2,0),nrow=1) simulates haplotype data in which 20% of the case fathers are missing at random. To ensure that the data are simulated correctly, it might be worthwhile to look at the simulated files. The argument dire = "sim" saves the simulated files to the given directory. If there is a large number of simulated files, a test run should be performed with a small number of data replicates (specified by the argument n.sim). We also note that the function hapSim can be used to simulate genotype data in Haplin format, without performing the actual testing.
Table S3 Simulated power in Haplin- extended family designs and missing individuals

<table>
<thead>
<tr>
<th>Haplin commands</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) Extended family designs</td>
<td>Res. study.design &lt;- hapRun(nall = 2, cases = c(mfc=400, mc=100), haplo.freq = c(0.8,0.2), RR = c(1,1.4), RRstar = c(1,1), response = &quot;mult&quot;)</td>
</tr>
<tr>
<td></td>
<td>hapPower(res.study.design)</td>
</tr>
<tr>
<td></td>
<td>The power was calculated using 1000 of 1000 files haplos overall.power RR.power RRdd.power</td>
</tr>
<tr>
<td></td>
<td>1 0.879 ref ref</td>
</tr>
<tr>
<td></td>
<td>2 0.879 0.878 0.878</td>
</tr>
<tr>
<td>b) Missing individuals</td>
<td>Res. gen.missing &lt;- hapRun(nall = 2, cases = c(mfc=500), gen.missing.cases = 0.1, haplo.freq = c(0.8,0.2), RR = c(1,1.4), RRstar = c(1,1), response = &quot;mult&quot;)</td>
</tr>
<tr>
<td></td>
<td>hapPower(res.gen.missing)</td>
</tr>
<tr>
<td></td>
<td>The power was calculated using 1000 of 1000 files haplos overall.power RR.power RRdd.power</td>
</tr>
<tr>
<td></td>
<td>1 0.826 ref ref</td>
</tr>
<tr>
<td></td>
<td>2 0.826 0.825 0.825</td>
</tr>
</tbody>
</table>

The power is simulated for a diallelic SNP, using different child-parent configurations and a MAF of 0.2 (haplo.freq = c(0.8,0.2)). In a), we combine 400 case-parent triads and 100 case-mother dyads to create one dataset (cases = c(mfc=400, mc=100)). In b), we simulate genotype data in which 10% of all case individuals are missing at random (gen.missing.cases = 0.1). The arguments RR and RRstar specify the relative risks associated with a child effect. A multiplicative dose-response model is simulated by RRstar = c(1,1) and tested by the argument response = "mult". Note that the order of alleles to which the relative risk parameters refer corresponds to the order used for the haplotype frequencies. Here, the less frequent allele is set as the risk allele, and the more frequent allele is used as reference. The nominal significance level defaults to 0.05, but different levels can be specified by the argument alpha. By default, hapRun simulates 1000 replicates of data files. Other values can be set by the argument n.sim. As hapRun simulates genotype data, the results will vary, and the precision depends on the number of replicates. The simulation procedure is time-consuming. However, one can speed up the calculations by using parallel processing, specified by the argument cpus.
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Abstract
Selecting the best design for genetic association studies requires careful deliberation; different study designs can be used to scan for different genetic effects, and each design has its own set of strengths and limitations. A variety of family and unrelated control configurations are amenable to genetic association analyses, including the case-control design, case-parent triads, and case-parent triads in combination with unrelated controls or control-parent triads. Ultimately, the goal is to choose the design that achieves the highest statistical power using the lowest cost. For given parameter values and genotyped individuals, designs can be compared directly by computing the power. However, a more informative and general design comparison can be achieved by studying the relative efficiency, defined as the ratio of variances of two different parameter estimators, corresponding to two separate designs. Using log-linear modeling, we derive the relative efficiency from the asymptotic variance of the parameter estimators and relate it to the concept of Pitman efficiency. The relative efficiency takes into account the fact that different designs impose different costs relative to the number of genotyped individuals. We show that while optimal efficiency for analyses of regular autosomal effects is achieved using the standard case-control design, the case-parent triad design without unrelated controls is efficient when searching for parent-of-origin effects. Due to the potential loss of efficiency, maternal genes should generally not be adjusted for in an initial genome-wide association study scan of offspring genes but instead checked post hoc. The relative efficiency calculations are implemented in our R package Haplin.
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1 | INTRODUCTION

Optimizing the design of a genetic association study requires careful consideration because (among other things) there are several factors to assess (eg, recruitment costs, genotyping costs, phenotypic costs, statistical power, and design-induced...
biases). The most common design for genetic association analysis is the standard case-control design in which individuals with and without the disease in question are genotyped. By contrast, if case-parent triad data are collected by genotyping cases and their biological parents, parent-of-origin (PoO) effects or direct effects of the maternal genome during fetal development (ie, maternal effects) can also be investigated. Case-parent triads can also be combined with unrelated control-parent triads in a hybrid design. Although the case-parent triad design is mostly used when the outcome occurs early in life, this design can be used for any condition, provided that parents are available for genotyping.

The statistical power is an important aspect of design comparison. Frequently, study designs are compared directly through a power analysis without considering the total number of individuals that needs to be genotyped. For example, a fixed number of complete case-parent triads could be compared with the same number of case-mother dyads. However, this approach ignores the costs of data collection. In this article, our objective is to present comparisons that enable the highest statistical power to be achieved using the smallest sample collection and assay costs. We assess this through the quantity known as relative efficiency, defined as the ratio of variances of estimators for the same parameter computed from two different designs, or equivalently, the ratio of the sample sizes needed for each of the two designs to achieve the same significance level and power. We demonstrate how the relative efficiency measures relate to the concept of Pitman efficiency.

We have previously developed an extensive framework for genetic epidemiological analyses of binary traits based on log-linear modeling, implemented in the R package Haplin. Haplin includes a complete setup for power and sample size calculation, which is useful in study planning and in interpreting findings from a genome-wide association study (GWAS). In this article, we present a structured overview of different genetic effects and etiologic scenarios that are applicable to diseases with onset throughout the lifespan, along with appropriate choices of study designs. Our primary focus is on estimating the relative efficiency, which is readily assessed within the power calculation framework of Haplin.

The article is structured as follows. First, we introduce the relevant genetic effects and the family-based designs that are the focus of this article. Second, we describe our sampling and penetrance models, explain the concept of relative efficiency, and illustrate its association with statistical power. Finally, we study the relative efficiency of different designs for different genetic effects, both for single-nucleotide polymorphisms (SNPs) and for haplotypes, that is, the combinations of alleles from several SNPs within a locus. Although we focus on autosomal markers, the methodology presented is readily applicable to SNPs or haplotypes on the X chromosome. A discussion of relative efficiency is provided in Appendix A. In Appendix B, we provide a heuristic derivation of the relative efficiency for regular autosomal effects. To facilitate analysis of other genetic mechanisms, study designs, and input parameters, we provide Haplin commands for various scenarios on the Haplin website at https://people.uib.no/gjessing/genetics/software/haplin.

2 BACKGROUND

The R package Haplin is a comprehensive framework for genetic association analyses of binary traits based on log-linear modeling. It implements a full maximum-likelihood model for estimation and calculates explicit estimates of relative risks with asymptotic standard errors (SEs) and confidence intervals. Haplin enables the estimation of regular autosomal effects, PoO effects, and maternal effects, as well as interactions between genetic effects and categorical or ordinal exposure variables. It allows for parallel processing of analyses as well as data structure for handling GWAS data. In Haplin, the main unit of analysis is the case-parent triad. However, the log-linear model can readily incorporate unrelated controls or control triads that are population-based (ie, of unknown disease status), or, under the rare disease assumption, unaffected controls or control triads.

Note that unrelated controls are optional since “pseudocontrols” in principle can be derived from the nontransmitted parental alleles in case-parent triads. To account for unknown parent of origin in ambiguous (uninformative) triads, for example, when the mother, father, and child are all heterozygous for the same two alleles, Haplin uses the expectation maximization (EM) algorithm. The EM algorithm also accounts for individuals that are missing “by design,” such as when case-parent triads are reduced to case-mother dyads due to missing data on fathers, assuming that the missingness is random, that is, independent of genotype. The log-linear model in Haplin assumes Mendelian transmission, Hardy-Weinberg equilibrium (HWE), and random mating, although moderate deviations from HWE are unlikely to cause bias. A detailed description of the underlying model is provided in several of our previous publications. For applications of Haplin to GWAS data, readers are referred to some of our previous publications.
### TABLE 1 Overview of genetic effects available in Haplin

<table>
<thead>
<tr>
<th>Effects</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regular autosomal</td>
<td>A regular autosomal effect is a standard effect of the offspring's own genes. It occurs when a variant allele inherited from one or both parents increases or decreases the risk of a condition.</td>
</tr>
<tr>
<td>PoO</td>
<td>A PoO effect occurs if the effect of a variant allele in an individual depends on whether it is inherited from the mother or from the father. Hypothetically, an allele might be protective when inherited from the mother but detrimental when inherited from the father. In statistical terms, we define a PoO effect as an interaction since the effect of an allele is modified by its parent of origin. In contrast, analyses of regular autosomal effects assume that the effect of an allele in an individual is independent of whether it is transmitted from the mother or the father. Note that genomic imprinting may cause PoO effects. Imprinting is an epigenetic phenomenon where one of the inherited parental alleles is expressed whereas the other is silenced.</td>
</tr>
<tr>
<td>Maternal</td>
<td>A maternal genetic effect occurs when a variant allele carried by the mother increases or decreases the risk of a phenotype in her child, regardless of whether the allele has been inherited by the child or not. It is expected to operate mainly via mechanisms in the intrauterine environment. This is different from regular autosomal and PoO effects, where we estimate the effects of the child’s own alleles. The relevance of maternal effects was recently demonstrated for an individual’s educational attainment, but may be particularly relevant for conditions that depend directly on fetal development.</td>
</tr>
</tbody>
</table>

*Note: Adapted from Gjerdevik et al.14*

Abbreviation: PoO, parent-of-origin.

### 2.1 Genetic effects

A GWAS scans the entire genome for common variants agnostically, without any prior information about the biological significance of a gene for the trait or disease under investigation. Hence, the selection of an appropriate design for a GWAS requires careful planning and depends heavily on the genetic effect being studied. Haplin enables the estimation of several genetic effects, and we focus here on regular autosomal, PoO, and maternal effects. Table 1 (adapted from Gjerdevik et al.14) provides an explanation of the genetic effects.

### 2.2 Study designs

#### 2.2.1 The case-control design

Similar to classic epidemiological studies of environmental and behavioral risk factors, the case-control design is often used in genetic association analyses (Figure 1A). The allele frequencies of cases and controls are contrasted to identify variants associated with the trait or disease, and familiar methods such as logistic regression and chi-squared tests can be used to discover associations. The case-control design is efficient in uncovering regular autosomal effects and their interactions with exposure or stratification variables such as environmental risk factors, study sites, and ethnicity. However, population stratification might lead to spurious associations if not controlled for.

#### 2.2.2 The case-parent triad and dyad designs

The case-parent triad design involves genotyped cases and their biological parents and is based on the observation that parental genotypes of affected offspring could be used to study associations between a disease and allelic variants. For regular autosomal effects, the frequencies of alleles transmitted to cases are compared to the frequencies of
non-transmitted (pseudocontrol) alleles. Hence, the case-parent triad design does not rely on independent controls and is protected against population stratification since the relevant information is extracted from within-family contrasts. Since Spielman et al. proposed the transmission disequilibrium test (TDT) for genetic association testing, exploring family-based designs and their utility for studying different types of genetic effects has been an intense area of research for several decades. Truncated versions of the case-parent triad design have been introduced, with the case-mother and case-father dyad designs comprising genotyped cases and their biological mothers or fathers, respectively. The various constellations are illustrated in Figure 1B. With information on parental genotypes, the case-parent triad and dyad designs allow the estimation and testing of PoO or maternal effects. For PoO and maternal effects, Connolly and Heron reviewed different statistical methodologies and compared them according to statistical power and their suitability for studying different etiologic scenarios. Methods for testing PoO effects include extensions of the TDT approach, such as the transmission-asymmetry test (TAT) and the parental-asymmetry test (PAT), conditional logistic regression, and log-linear and multinomial modeling. With the exception of TAT and PAT, these approaches can also account for maternal effects. Despite the inherent strengths of the case-parent triad and dyad designs, there are also some drawbacks. One such drawback is that they rely on Mendelian transmission. Another limitation is that, without independent controls, it is impossible to estimate the main effect of an environmental exposure. There might also be practical concerns, such as obtaining DNA from parents if the disease in question is late onset.

### 2.2.3 The hybrid design

To combine the advantages of the case-control and the family-based designs, joint analyses of various combinations of case-parent triads and unrelated controls in a hybrid design have been proposed. An overview of hybrid designs has been provided by Infante-Rivard et al., and different configurations are illustrated in Figure 1C. The full hybrid design comprises complete pairs of case-parent triads and control-parent triads, but truncated versions may include case-parent triads supplemented by control-mother dyads or case-mother dyads supplemented by control-mother dyads. Analysis methods such as log-linear and multinomial modeling approaches are particularly appealing as they can readily be adapted to accommodate the broad spectrum of various hybrid designs as well as a wide array of causal scenarios and genetic effects. As an example, they can easily be extended to include the maternal-fetal genotype incompatibility test. Nevertheless, although the hybrid design combines the merits of both the case-control and case-parent designs, a straightforward combined analysis may still be influenced by population stratification or non-Mendelian transmission.
2.2.4  |  Notation

We use the abbreviations provided in Figure 1 to describe the study designs. The letters c, m, and f denote the child (case or control), mother, and father, respectively. The left side of the hyphen denotes case families, whereas the right side denotes control families. For instance, mfc denotes the case-parent triad, whereas mfc-c denotes a hybrid design consisting of case-parent triads and unrelated controls (i.e., the control parents have not been genotyped). We will use the term hybrid design to describe all constellations of study designs consisting of case families and independent control families, except for the straightforward c-c design. Although a case together with a control dyad or control triad can be seen as a hybrid design, these designs are rare in practice and will not be discussed.

3  |  METHODS

3.1  |  Parameterization of penetrances

We have developed a complete setup for power and sample size calculations in Haplin. Adapted from Gjerdevik et al. We take the asymptotic variance-covariance structure of the parameter estimator or by a straightforward simulation procedure. Relative efficiency is easily assessed within this framework, and the basic calculations are for regular autosomal, PoO, and maternal effects, with the results depending on the underlying parameterization models. The penetrance models, that is, the probability of a child having the disease conditional on a specific genetic composition, are defined in Table 2 (adapted from Gjerdevik et al.14). For regular autosomal effects, the penetrance model is parameterized as \( B \cdot RR_i \cdot RR_j \cdot RR_k \cdot RR_{ij} \cdot RR_{ij} \), where \( B \) serves as a baseline parameter, and \( RR_j \) is the relative risk associated with allele \( A_j \). The double-dose parameter \( RR_{ij} \) measures the deviation from what would be expected in a multiplicative dose-response relationship, that is, \( RR_{ij} = RR_j^2 \) when \( j = l \) and \( RR_{ij} = 1 \) when \( j \neq l \). The double-dose estimates provide information about the effect of allele dose on risk. For a diallelic SNP with reference allele \( A_1 \), the penetrance model can written as \( P(D|A_1A_2) = B \cdot RR_i \cdot RR_j \cdot RR_{ij} \). A recessive effect of \( A_2 \) would then be seen as \( RR = 1 \) and \( RR \neq 1 \), a dominant effect would mean that \( RR = RR^2 \neq 1 \), and a multiplicative dose-response relationship would be seen as \( RR = RR^3 \) (see Gjessing and Lie).

Since a mother and her child have one allele in common, maternal effects might be statistically confounded with regular autosomal or PoO effects of the child’s own genes. An important feature of the log-linear model is, therefore, the possibility of incorporating and adjusting for maternal effects. Specifically, maternal effects can be addressed simultaneously with regular autosomal or PoO effects by including the maternal risk parameters, as outlined in Table 2. Statistically, we are thus able to separate the effects of maternal alleles from the effect of maternally-derived alleles carried by the offspring.

<table>
<thead>
<tr>
<th>Effects</th>
<th>Parameterization of Penetrances</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regular autosomal</td>
<td>( B \cdot RR_i \cdot RR_j \cdot RR_{ij} \cdot RR_{ij} )</td>
</tr>
<tr>
<td>PoO</td>
<td>( B \cdot RR_i \cdot RR_j \cdot RR_{ij} \cdot RR_{ij} )</td>
</tr>
<tr>
<td>Regular autosomal and maternal</td>
<td>( B \cdot RR_i \cdot RR_j \cdot RR_{ij} \cdot RR_{ij} \cdot RR_{ij} \cdot RR_{ij} \cdot RR_{ij} \cdot RR_{ij} )</td>
</tr>
<tr>
<td>PoO and maternal</td>
<td>( B \cdot RR_i \cdot RR_j \cdot RR_{ij} \cdot RR_{ij} \cdot RR_{ij} \cdot RR_{ij} \cdot RR_{ij} \cdot RR_{ij} )</td>
</tr>
</tbody>
</table>

Note: \( B \) is the baseline risk level associated with the (more frequent) reference allele. \( RR_{ij} \) is the risk increase or decrease associated with allele \( A_j \), relative to \( B \). \( RR_{ij} \) and \( RR_{ij} \) are the relative risks associated with allele \( A_j \), depending on whether the allele is derived from the mother or the father, respectively. Here, we define a PoO effect as the relative risk ratio \( RR_i = RR_{ij} / RR_{ij} \), which is a measure of the risk increase (or decrease) associated with \( A_i \) when the allele is transmitted from the mother as opposed to from the father. \( RR_{ij} \) estimates deviations from the risk that would be expected in a multiplicative dose-response relationship, that is, \( RR_{ij} = RR_i^2 \) when \( j = l \) and \( RR_{ij} = 1 \) when \( j \neq l \). \( RR_{ij} \) is the relative risk associated with allele \( A_i \) carried by the mother, and \( RR_{ij} \) is the maternal double-dose parameter, with an interpretation analogous to \( RR_{ij} \). We set \( RR = 1 \) for the reference allele to ensure that the model is not overparameterized. Adapted from Gjerdevik et al.14

Abbreviation: PoO, parent-of-origin.
We consider a multiplicative dose-response relationship throughout this article, that is, \( RR_j^* \) is kept fixed at 1 for all \( j \) and only \( RR_j \) is estimated (an analogous interpretation applies for the parameterizations of PoO and maternal effects in Table 2). The estimation of \( RR_j^* \) is possible and would allow other response models, for example, recessive or dominant, but these situations are not explored herein.

The statistical inference of the log-linear model in Haplin is based on log-transformed relative risks and relative risk ratios using the Wald test. We calculate the relative efficiency based on the asymptotic variance-covariance structure of the parameter estimator, and a derivation of the asymptotic variance-covariance matrix is given by Gjerdevik et al.\(^{14}\) However, the simulation procedure in Haplin is equally applicable and has been shown to provide similar results within the range of sample sizes and allele frequencies usually studied.\(^{14}\) For external validation, the power calculation modules in Haplin have previously been compared with the power attained in data simulations by EMIM (Estimation of Maternal, Imprinting, and interaction effects using Multinomial modelling).\(^{17,35,36}\) which is another well-established tool for the estimation of various genetic effects based on genotype data from a number of different child-parent configurations. The consistency observed between Haplin and EMIM for regular autosomal, PoO, and maternal effects demonstrates the computational accuracy of the inference methods used in both programs and suggests that power and relative efficiency calculations in Haplin are applicable to genetic association studies based on either log-linear or multinomial modeling.\(^{14}\)

### 3.2 Asymptotic relative efficiency

Power analysis allows for a comparison of different designs when all parameter values have been specified. It demonstrates the possible scope of a study, that is, what is feasible logistically, and should, therefore, be an essential part of study planning. However, for “global” comparisons of statistical tests, relative efficiency is a more useful measure. In statistical terms, the relative efficiency of two designs is defined as the ratio of sample sizes required for each of the designs to attain the same significance level and power. This is equivalent to the ratio of variances of two different parameter estimators, corresponding to two separate study designs, taking into account that different designs require a different number of individuals to be genotyped. Figure 2 illustrates the relationship of relative efficiency to sample size and power.

For the purpose of this article, we aim to compare tests asymptotically. Consider the problem of testing the null hypothesis \( H_0 : \beta = 0 \) versus the alternative \( H_1 : \beta \neq 0 \) for a fixed nominal level, \( \alpha \), where \( \beta \) is the log relative risk. With a given sample size \( N \), the power of the test converges to 1 as \( |\beta| \to \infty \). Similarly, when \( \beta \) is fixed, the power converges to 1 as \( N \to \infty \). The limiting power functions are identical for all reasonable tests, and such an approach is, therefore, unhelpful. When \( N \) increases, the minimum detectable effect size decreases. To make an informative comparison of different designs,
we, therefore, examine the power at alternatives that approach the null hypothesis, that is, we shrink the alternative as $N$ increases, making it harder to discriminate between the null and alternative hypotheses as the number of observations increases. This is known as the Pitman efficiency, and an explanation of this concept is provided in Appendix A. Most effect sizes reported from genetic association studies of complex traits are small, and empirical studies show that individual relative risks of disease are commonly below two.\textsuperscript{45-48} Intuitively, the Pitman efficiency is thus a reasonable measure of the asymptotic relative efficiency in our setting.

### Analyses

We define $k : 1$ as the ratio of control families to case families, regardless of the number of individuals within each family. If $k = 0.5$, we have twice as many case families as control families. For example, for the mfc-mc design, we might have 100 control-mother dyads and 200 case-parent triads. Our main results pertain to the relative efficiency, and we present it here as a function of $k$ on the log-scale. The efficiencies of various study designs are compared with that of the case-parent triad design (mfc), that is, we use the case-parent triad design as a “reference design.” As mentioned previously, the relative efficiency will take into account the total number of genotyped individuals within each design. For example, 150 case-mother dyads are compared with 100 case-parent triads. If $k = 1$, a hybrid design with 50 case-parent triads and 50 control-parent triads is compared with 100 case-parent triads, and if $k = 2$, a hybrid design with 50 case-parent triads and 100 control-parent triads is compared with 150 case-parent triads. Only the ratio of control families to case families, not the actual number of control and case families, affects the relative efficiency estimates.

In genetic association studies, it makes sense to integrate data collection and assay costs with the concept of relative efficiency. For example, if the recruitment of case children occurs at a hospital where parents are likely to be present, parental pseudocontrols would be less expensive than independent controls. However, when studies are nested within a cohort that has already been sampled, the costs of genotyping DNA samples are typically considered equal for all individuals. Hence, for the majority of this article, the data collection costs are simply defined as the number of genotyped individuals. That is, we assume the same costs for all individuals, independent of the individual being a child, mother or father, case or control. However, differential costs of data collection may occur if, for instance, publicly available reference samples (eg, from catalogs such as the Wellcome Trust Case Control Consortium,\textsuperscript{49} the UK Biobank,\textsuperscript{50} and the Norwegian Mother, Father and Child Cohort Study\textsuperscript{51,52}) are included in the study. As a special scenario, we analyze situations in which controls or control families are available without additional costs. For all analyses, we consider well-defined and clinically verified phenotypes, thus ignoring the costs of phenotyping.

The analyses were performed using the Haplin relative efficiency calculator \textit{hapRelEff}. The results were obtained under the null hypothesis, corresponding to the Pitman efficiency.\textsuperscript{10} However, we note that relative efficiency estimates in Haplin can also be obtained under alternative (nonnull) hypotheses, and investigators can readily apply our functions to study how alternative effect estimates relevant to their own research question would affect the relative efficiency values.

### RESULTS

#### Regular autosomal effects

Figure 3 illustrates the relative efficiency for regular autosomal effects as a function of $k$, using two different values of the minor allele frequency (MAF). We used the mfc design as the reference, to which the other designs were compared. Unless the ratio of controls to cases is highly skewed, we see that the c-c design provides the best results. The optimal relative efficiency is achieved when $k = 1$. Moreover, we observe that the mfc design is more efficient than the mc or fc design. This result is independent of $k$, as no control families are sampled. Note that the contribution of a case mother or control mother is equal to the contribution of a case father or control father, respectively. We also see that the relative efficiencies of the hybrid designs decrease when two or three individuals are included in the control family. This is also observed when $k$ becomes sufficiently large. Furthermore, for designs consisting of case dyads or control dyads, that is, mc, fc, mc-fc, fc-fc, mfc-mc, and mfc-fc, the relative efficiency is influenced by the MAF. The MAF does not affect the relative efficiency of the c-c, mfc-c, and mfc-mfc designs.
A heuristic formula for the relative efficiency of regular autosomal effects is derived in Appendix B. Equation (B1) verifies the results of Figure 3, and an inspection of the formula provides a better understanding of the observed relationships between the different study designs and each genotyped individual.

4.2 | PoO effects

Figure 4 shows the relative efficiency for PoO effects as a function of $k$. Again, we compared the relevant study designs with the mfc design under the null hypothesis of $RR_R = RR_m = RR_f = 1$. When the MAF is 0.1 (left panel), the mc and fc designs are more efficient than the mfc design. However, this relationship reverses when the MAF is 0.3 (right panel). PoO effects are primarily estimated in case families, by comparing the frequency of alleles transmitted from mother to child with the frequency of alleles transmitted from father to child. Hence, the relative efficiency decreases when $k$ increases or when the number of genotyped individuals within a control family increases. Moreover, the relative efficiencies of the mfc-c, mfc-mc, mfc-fc, and mfc-mfc designs are not influenced by the MAF.

4.3 | Maternal effects

A putative maternal effect detected in a genome-wide scan may, at closer inspection, turn out to be caused by alleles carried by the offspring.\textsuperscript{42,43} In Haplin, maternal effects are therefore assessed while accounting for the effects of the offspring’s own alleles (see Table 2). Figure 5 shows the relative efficiency for maternal effects as a function of $k$ while adjusting for possible regular autosomal effects (left panel) and PoO effects (right panel). The results were calculated under the global null, that is, all relative risks are equal to one, using a MAF of 0.1. Overall, the mfc design is a good choice when adjusting for regular autosomal effects. However, when adjusting for PoO effects, a hybrid design generally performs better for small values of $k$. In both panels, the relative efficiency of the hybrid designs decreases when the number of genotyped individuals within a control family increases, as well as when $k$ becomes sufficiently large. This was also seen in the above analyses of regular autosomal and PoO effects. Note that we excluded the mc, fc, and fc-fc designs when adjusting for PoO effects because the models based on these designs would become overparameterized.
**FIGURE 4**  Relative efficiency of PoO effects for a given ratio of control families to case families ($k$). The efficiency of different study designs is compared with that of the case-parent triad design (mfc) under the null hypothesis of $RR_R=RR_M=RR_F=1$. The equality sign (eg, $mc=fc$) denotes that the two designs are interchangeable in terms of relative efficiency [Color figure can be viewed at wileyonlinelibrary.com]

**FIGURE 5**  Relative efficiency of maternal effects for a given ratio of control families to case families ($k$). The efficiency of different study designs is compared with that of the case-parent triad design (mfc) under the global null (ie, all RRs are equal to 1). We assumed a MAF of 0.1. The equality sign (eg, $mfc-mc=mfc-fc$) denotes that the two designs are interchangeable in terms of relative efficiency [Color figure can be viewed at wileyonlinelibrary.com]
Relative efficiency when adjusting for maternal effects for a given ratio of control families to case families ($k$). For each design, we first adjusted for maternal effects under the global null (ie, all RRs are equal to 1). We then repeated the analysis without adjusting for maternal effects and compared the results. The unadjusted analyses were used as references. We assumed a MAF of 0.1. The equality sign (eg, mfc-mc=mfc-fc) denotes that the two designs are interchangeable in terms of relative efficiency [Color figure can be viewed at wileyonlinelibrary.com]
Figure 7 Relative efficiency when haplotype reconstruction is performed for a given ratio of control families to case families (k). We constructed four alleles (haplotypes) from a single marker (alleles 1, 2, 3, and 4), and four haplotypes from two diallelic SNPs (haplotypes 1-1, 2-1, 1-2, and 2-2), both with haplotype frequencies 0.1, 0.3, 0.3, and 0.3, respectively, under the global null. A comparison of the solid (single marker, known phase) and dashed (haplotypes from two diallelic SNPs) lines demonstrates the loss of efficiency for the least frequent haplotypes due to haplotype reconstruction, relative to the mfc design. Allele 4 and haplotype 2-2 were used as references. The equality sign (eg, mc=fc) denotes that the two designs are interchangeable in terms of relative efficiency [Color figure can be viewed at wileyonlinelibrary.com]

4.6 The use of external control samples

It has become increasingly common to utilize data from external and publicly available reference or control samples. Figure 8 illustrates the gains in relative efficiency when external controls or control families are added to the mfc design. The efficiency of the different hybrid designs is compared with that of the mfc design, and the controls are here considered to be free of cost. For regular autosomal effects, we see that the use of freely available control samples increases the efficiency. For PoO effects, however, it has been shown elsewhere that unrelated control samples would not increase the power attained by the mfc design alone. Thus, the relative efficiency of the mfc-c, mfc-mc, mfc-fc, and mfc-mfcd designs is equal to 1 for all values of k.
4.7 Application of Haplin to cleft palate only data

Cleft palate only (CPO) is a common craniofacial birth defect in humans, typically classified as to whether the cases occur with (nonisolated) or without (isolated) other congenital anomalies or identifiable malformation syndromes. The overall prevalence of isolated CPO is 5.0 per 10 000 births. From our previously published GWAS, genotype data from 550 isolated CPO families were available, including 466 complete case-parent triads. These families were primarily of European and Asian ancestry, although other ethnicities were also present in the data. The GWAS data set is available at the dbGaP database (https://www.ncbi.nlm.nih.gov/gap) under accession ID phs000094.v1.p1, and information on quality control and detailed characterizations of study participants have been provided elsewhere. Background information on the study is given in the original publication, and ethics approvals were obtained from the respective ethics committees for all the data in the cleft consortium.

To illustrate what the relative efficiencies may amount to with typical MAFs and effect sizes from our example data, we selected a total of 450 complete case-parent triads and chose SNPs with varying MAFs and effect estimates (RR or RRR) close to one for both regular autosomal and PoO effects. For case-mother dyads, the fathers were simply set to missing. To ensure an equal number of genotyped individuals for each design, 300 case-parent triads were randomly drawn from the 450 families using bootstrapping with 101 repetitions. The empirical relative efficiency was then calculated by dividing the median variance of the 101 case-parent triad replicates by the variance of the case-mother dyads. The results are displayed in Table 3, and the findings are in general agreement with the asymptotic calculations shown in Figures 3 and 4.
5 ADDITIONAL CONSIDERATIONS

5.1 Gene-environment interactions

A gene-environment interaction (GxE) occurs when a genetic effect is modified by an environmental exposure or a stratification factor such as ethnicity. For example, maternal exposures such as alcohol consumption, smoking, or vitamin intake during the periconceptional period might modify the association between SNPs and a birth defect. Interactions between genetic effects and categorical exposure variables are incorporated into the log-linear framework of Haplin by fitting the log-linear model separately for each exposure stratum. A Wald test is then applied to detect whether the relative risk estimates differ significantly across exposure levels. The genetic effect in question might be a regular autosomal, PoO, or maternal effect. Thus, GxE effects can be estimated for all study designs but are restricted to the genetic effects enabled by that design. Note, however, that the main effects of an environmental exposure cannot be estimated from the case-parent triad or dyad design alone without the addition of independent controls.

Because the GxE test stratifies on exposure levels, detecting a GxE effect requires a larger sample size than detecting the genetic effect alone. The SE of a GxE effect is determined by the standard errors of the individual genetic effects in the unexposed and exposed strata. Provided that the same study design and parameter values are used in each stratum, the relative efficiency estimates are, therefore, directly transferable to GxE effects. Calculated under the global null, that is, $\text{RRR} = \text{RR}_{\text{exposed}} = \text{RR}_{\text{unexposed}} = 1$, Figures 3-5 would also apply to the relative efficiency for GxE effects in these situations.

5.2 X-chromosome analysis

Haplin allows for analyses of X-linked markers, with corresponding PoO, maternal, and GxE effects. Genetic association analyses of X-linked markers are especially relevant if the prevalence of a complex trait differs systematically between males and females. In Haplin, different X-chromosome models may be fitted depending on the underlying assumptions, including sex-specific baseline risks, shared or different relative risks for males and females, and X-inactivation in females. The methodology presented herein on relative efficiency is readily transferable to genetic effects on X-linked markers. Nevertheless, a discussion regarding sex effects is needed. For instance, when searching for X-linked PoO effects, females are needed to be able to compare maternally- and paternally-derived X-chromosome alleles. However, male individuals and fathers contribute to estimating allele frequencies. They also facilitate haplotype reconstruction because phase can be deduced directly from fathers.

6 CONCLUDING REMARKS

Statistical power is often a limiting factor for genetic association studies, and no comprehensive software has been available for the full assessment of power and comparison of study designs in such analyses to date. In this article, we provided insights into how relevant designs compare in terms of relative efficiency for a wide range of genetic effects and etiologic scenarios. Furthermore, we illustrated the methodology with extensive analyses and presented results for regular autosomal, PoO, and maternal effects. To facilitate the analysis of power and relative efficiency, the calculations have been implemented in our R package Haplin.

The results herein relate to power and efficiency considerations only. Using either a single-SNP or a haplotype approach, the c-c design is recommended when the aim is to search for regular autosomal effects. An equal number of cases and controls maximizes the efficiency. However, additional correction for population stratification may be necessary for the c-c design. For a PoO analysis, the mfc design would be an overall good choice. Note that unrelated control families would not improve the power obtained by the case-parent triad design, as PoO effects are primarily estimated in case families by comparing the frequencies of alleles transmitted from mother to child with the frequencies of alleles transmitted from father to child. Nonetheless, inferences based on the case-parent triad design rely on key assumptions that cannot be fully checked or corrected for without the inclusion of unrelated control families. For maternal effects, the mfc design is appropriate when adjusting for regular autosomal effects, whereas the mfc-c or mc-mc design would be a good choice when adjusting for PoO effects.
Due to the potential loss of power, we do not generally recommend including maternal effects in a full GWAS investigation of regular autosomal or PoO effects. Instead, we suggest additional post-scan analyses to control for possible confounding from maternal effects. As a matter of routine, the most promising SNPs from a GWAS analysis should be further examined for maternal effects. However, we note that complex but less likely scenarios where maternal effects cancel out regular autosomal or PoO effects may go undetected by this strategy.

When analyzing real data, one would typically use a combination of several study designs. For example, the data can consist of case-parent triads supplemented by unrelated cases and controls. Such mixture designs are readily handled in Haplin, both in the analysis module and in the power simulation module, but were not illustrated in this article.

The relative efficiency depends on multiple factors, such as the genetic effect in question, the MAF of a given SNP, and the study design. The results are, therefore, hard to summarize. Moreover, the most efficient design to test one hypothesis (ie, casual scenario) is not necessarily the best for testing another hypothesis. If different hypotheses about the modes of inheritance are to be tested, one may prefer a design that is reasonably efficient for a majority of hypotheses rather than the optimal design for a single hypothesis. Hence, since the mfc design is reasonably efficient for the genetic effects studied herein, it may be considered an overall optimal design. The importance of sampling case-parent triads is further strengthened since unrelated, ethnically matched controls have become more easily accessible through publicly available reference samples.

The concluding recommendations in this article are subject to the log-linear model with the given assumptions, the investigated parameter values, and study designs; they should, therefore, not be interpreted as universal guidelines. Furthermore, practical issues should always be considered, such as the availability of case-parents or suitable controls, as well as recruitment and phenotyping costs. Nevertheless, the methodology presented herein is a useful approach toward optimizing the statistical power using the lowest sample collection and assay cost, and a careful assessment of possible study designs should be routinely performed prior to conducting a GWAS.
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APPENDIX A

A1 Relative efficiency

For comparisons of statistical tests, the asymptotic relative efficiency is a useful measure. The asymptotic relative efficiency is defined as the ratio of the asymptotic variances of two different estimators of the same parameter. Under general conditions (see Theorem 14.19 of Reference 63), this ratio corresponds to the ratio of sample sizes needed to achieve the same precision from the two different estimators, or the ratio of sample sizes needed to achieve the same significance level and power for two hypothesis tests about the parameter. In our setting, we compare the variances of the estimators of the same parameter computed from two different study designs, weighted by the number of genotyped individuals within each design. The weights allow us to compare the relative efficiency of the two different designs, subject to the constraint that each design contains the same number of genotyped samples. The relative efficiency thus refers to a ratio of the number of genotyped individuals, not a ratio of the number of families. Let $n$ denote the number of family structures with a case child. As $n$ varies, we assume the composition of family structures remains the same, relatively speaking. That is, we assume, for instance, that the ratio of case-parent triads to control-mother dyads remains the same, likewise for the ratio of case-mother dyads to complete control-parent triads, and so on.

A1.1 The asymptotic SE of the log-scale parameter estimator

In Haplin, we use the Wald test to conduct post-hoc inference on the log-transformed relative risk parameters, based on asymptotic normality (see Chapter 1.3 of Reference 64). The main univariate outcome measure is the log relative risk of the relevant genetic effect, that is, $\hat{\beta} = \log(RR)$. For PoO effects, the parameter of interest is the ratio of two relative risks, which means looking at the difference between the corresponding $\beta$ values, so the theory is the same. Based on the standard maximum likelihood theory, Haplin computes the SE $\sigma_n(\hat{\beta})$ of $\hat{\beta}$ from the observed Fisher information, using all available data, that is, with $n$ cases. If the composition of family structures is kept fixed as $n$ increases, we have that $\sqrt{n}\sigma_n(\hat{\beta}) \approx o(\beta)$, where $o(\beta)$ is the asymptotic SE of $\hat{\beta}$ computed from the Fisher information in the maximum likelihood model. The value of $o(\beta)$ can thus be seen to represent a sample with only one case ($n = 1$). For instance, in a setting with 200 case-parent triads and 100 control-parent triads, $o(\beta)$ would, theoretically, correspond to a family structure with one case triad and half a control triad. The derivation of the asymptotic multivariate variance-covariance matrix is provided in a previous article.

A1.2 Asymptotic relative efficiency

The asymptotic SE is characteristic of the design used in the estimation. When comparing two designs 0 and 1, with design 0 as reference, the asymptotic relative efficiency of design 1 over design 0, that is, using design 0 as reference, is

$$\left(\frac{o(0)(\beta)}{o(1)(\beta)}\right)^2 \cdot \frac{m_0}{m_1}, \tag{A1}$$

where $m_0$ and $m_1$ are the number of individuals to be genotyped in designs 0 and 1, respectively. For instance, the asymptotic relative efficiency of the case-control design over the case-parent triad design uses $m_0 = 3$ and $m_1 = 2$ (the case-parent triad design is used as reference). Note that a ratio larger than one favors design 1.

Comparing the asymptotic variances of estimators of the same parameter from different designs provides an intuitive understanding of relative efficiency. Alternatively, one can consider relative efficiency in terms of hypothesis testing. Consider the problem of testing the null hypothesis $H_0 : \beta = 0$ versus the alternative $H_1 : \beta \neq 0$ for a fixed nominal level. Let $\gamma_n(\beta)$ be the power of the Wald test based on $n$ cases (i.e., $n$ family structures with one case child in each). Clearly, for a fixed alternative $\beta \neq 0$, $\lim_{n \to \infty} \gamma_n(\beta) = 1$. That is, with enough data, a relative risk RR different from one will eventually
be detected by increasing the sample size sufficiently. To make an informative asymptotic comparison of two tests, that is, of tests for the same null hypothesis but based on two different designs, it is better to compare the efficiency of the tests when testing steadily decreasing effect sizes as the sample size increases. Here, we let the alternative to be tested for be \( \beta_n = h / \sqrt{n} \), where \( h \) is a fixed constant. Under general conditions,

\[
\lim_{n \to \infty} \gamma_n(\beta_n) = \gamma(h),
\]

where \( \gamma(h) \) is the so-called local limiting power function (see Theorem 14.7 of Reference 63). In our setting, the limiting power function \( \gamma \) of the Wald test with level \( \alpha \) can be written

\[
\gamma(h) = 1 - \Phi(h^2),
\]

where \( \chi^2_1 \) is the upper-\( \alpha \) quantile of the chi-squared distribution with one degree of freedom and \( F_\lambda \) is the cumulative distribution function of a one degree of freedom non-central chi-squared distribution, with \( \lambda = \lambda(h) \) as the noncentrality parameter. The noncentrality parameter can be expressed as \( \lambda(h) = (h/\alpha(0))^2 \), where \( \alpha(0) \) is the asymptotic SE of \( \hat{\beta} \) under the null hypothesis. Hence, comparing two parameter estimators corresponding to different study designs is equivalent to comparing the locally attained power of the Wald test. That is, the asymptotic relative efficiency of two designs when testing the null hypothesis can be found from Equation (A1) by setting \( \beta = 0 \). Note that Equation (A1) is independent of \( \alpha \) and \( h \) when \( \beta = 0 \) (see Theorem 14.19 of Reference 63). This type of asymptotic relative efficiency for hypothesis tests is referred to as the Pitman efficiency.\(^10\)

APPENDIX B

B1 An explicit formula for the asymptotic relative efficiency of regular autosomal effects for a diallelic SNP under \( H_0 \)

For regular autosomal analyses of a diallelic SNP under \( H_0 \), a formula for the relative efficiency is easily derived by heuristic arguments. We quantify the statistical contribution of a genotyped individual by its “design factors” and count the effective number of cases and controls while assuming a multiplicative dose-response relationship. The case (affected individual) forms the basis of the family-based designs and is always assumed to be genotyped. We, therefore, define the effective number of cases as \( n_1 = 1 \). The total effective number of controls can be written as \( n_0 = d_1 + kd_0 \), where \( d_1 \) is the effective number of controls from a case family, \( d_0 \) is the effective number of controls from a control family, and \( k : 1 \) is the ratio of control families to case families.

A single case or control (without their genotyped parents) identifies only two case or control alleles, respectively. Hence, the design factors are \( d_1 = 0 \) and \( d_0 = 1 \). However, a single case-parent triad encompasses four alleles, two of which are inherited by the case child, two of which are not. The nontransmitted parental alleles form the so-called pseudocontrols.\(^20,21\) Effects are seen as a contrast between the alleles of the pseudocontrols and the cases, similar to the approach used with a regular case-control design. A case-parent triad thus represents one case and one control (\( d_1 = 1 \)). Conversely, a complete control-parent triad adds a single control offspring. Moreover, a pseudocontrol can also be formed, effectively resulting in two controls (\( d_0 = 2 \)). Because these two controls together carry the same alleles as their parents, there is no need to genotype the original control child when both control parents have been genotype.\(^7\)

The issue of determining the design factor gets more complex when case dyads or control dyads are genotyped. If the case and only one of his/her parents are available, there are two case alleles and one control allele. However, deciding which of the parent’s two alleles should be the control allele is not always possible when the other parent is missing. This results in a loss of efficiency, which leads to a design factor \( d_1 < 1/2 \), depending on the minor allele frequency (MAF).\(^65\) If only one of the control parents is available for genotyping, genotyping the control offspring and his/her parent produces three control alleles. However, similar to the case-dyad scenario, if both the control offspring and his/her parent are heterozygous, one cannot distinguish which allele has been transmitted from the genotyped parent. Again, this leads to a loss of efficiency and a design factor \( d_0 < 3/2 \). The results are summarized in Table B1.

B1.1 An explicit formula

The total (actual) number of genotyped individuals is equal to \( G = l_1 + kl_0 \), where \( l_1 \) and \( l_0 \) are the number of genotyped individuals within a case and control family, respectively, with the possible values 0, 1, 2, or 3. Under \( H_0 \), the SE of the
Table B1  Design factors for regular autosomal effects under $H_0$ in the single-SNP situation

<table>
<thead>
<tr>
<th></th>
<th>Control Family</th>
<th>Case Family</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$d_0$</td>
<td>$l_0$</td>
</tr>
<tr>
<td>MFC</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>MF</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>MC or FC</td>
<td>$(3 - \text{MAF} \cdot (1 - \text{MAF}))/2$</td>
<td>2</td>
</tr>
<tr>
<td>M or F</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>C</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Note: $d_0$ is the effective number of controls from a control family; $l_0$ is the number of genotyped individuals within a control family; $d_1$ is the effective number of controls from a case family; $l_1$ is the number of genotyped individuals within a case family.

Abbreviations: MAF, minor allele frequency.

*The effective number of controls is derived by subtracting the subset of ambiguous dyads.

The difference between cases and controls is expected to be proportional to $\sqrt{1/n_0 + 1/n_1}$. Because $n_1 = 1$, the effective sample size for design $i$ can be written as

$$N_i \propto \frac{1}{\text{SE}_i^2} \propto \frac{n_0}{n_0 + 1}.$$ 

Relative to the number of genotyped individuals, the effective sample size for design $i$ is

$$\frac{N_i}{G_i} = \frac{d_1 + kd_0}{(d_1 + kd_0 + 1)(l_1 + kl_0)}.$$ 

In this article, the case-parent triad design (mfc) is used as the reference, and we have that $\frac{N_{\text{mfc}}}{G_{\text{mfc}}} = \frac{1}{6}$. Under $H_0$, the efficiency of design $i$ relative to the mfc design is thus

$$\frac{N_i/G_i}{N_{\text{mfc}}/G_{\text{mfc}}} = \frac{6(d_1 + kd_0)}{(d_1 + kd_0 + 1)(l_1 + kl_0)}.$$ 

(B1)

When $k = 1$, we see that the relative efficiency is 3/2 for the case-control (c-c) design and 3/4 for the full hybrid (mfc-mfc) design, independent of the MAF. This corresponds to the results of Figure 3 in this article.