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Abstract

Natural gas hydrates are widely distributed in edits along continental margins, and
harbor enormous amounts of energy. Gas hydratesrgsélline solids which occur when
water molecules form a cage like structure aroundrapolar or slightly polar (eg. GOH,S)
molecule. These enclathrated molecules are calledtgnolecules and obviously have to fit
into the cavities in terms of volume. Massive hyesathat outcrop the sea floor have been
reported in the Gulf of Mexico (MacDonald, et dl994). Hydrate accumulations have also
been found in the upper sediment layers of Hydralge, off the coast of Oregon and a
fishing trawler off Vancouver Island recently reeoed a bulk of hydrate of approximately
1000kg (Rehder, et al., 2004). Hakon Mosby Mud Yok of Bear Island in the Barents Sea
with hydrates openly exposed at the sea bottomr{lg&rane, Vogt, Rozhkov, & Shirshov,
1999). In oil and gas industry the most common gumslecules are methane, ethane,
propane, butane, carbon dioxide and hydrogen sulfsit hydrocarbons with up to seven
carbons can create hydrate.

The worldwide energy contained in hydrates is hidyg.at the same time many of the natural
hydrate resources are not well trapped below clay €hale layers and dissociate through
contact with under saturated water. Arctic hydratesy be covered by ordinary geological
trapping mechanisms and ice layers of varying tesls. The integrity of the geological
trappings in these areas are, to a large extemtawk and many potential scenarios can occur
when the ice is shrinking in these areas.

One of the largest environmental problems facingkimal in the 21st century is the impacts
on global weather patterns due to greenhouse dgdsesmethane, carbon dioxide and
chlorofluorocarbons. It also effects the distribatof ecosystems and sea level change due to
the impact of increased temperature on the meltingrctic ice and the shrinking of other
permafrost ice like for instance glaciers. As aegteouse gas CHs in the order of 25 times

as aggressive as carbon dioxide. It is therefor@mgortant global challenge to be able to
make reasonable predictions of the dissociatior @iiexposed hydrate reservoirs, and the
associated CHthat escapes to the atmosphere after biologigawaption and conversion
through inorganic and organic reactions.

There are several possible methods for reductiahssabilization of the COcontent in the
atmosphere, ocean disposal and storage stands oaueasolution. There are several options
for this (different depths). The seafloor lake @al#agive, which implies disposal of GGt
depths for which the density of GGs higher than that of seawater, might be the most
promising. None of the ocean storage options fop @@ permanent. But the presence of a
CO, hydrate film at the interface between water ang @@he seafloor lake will significantly
reduce the dissolution of G@nto the ocean water.

The primary focus in this thesis is on the dissiimiaof methane and carbon dioxide hydrates
due to thermodynamic instabilities through diremttact with under saturated water. For this
purpose Phase Field Theory (PFT) was chosen axietific method. This is the first work

on these types of systems with this level of thiecakmethods and the scope have initially



been limited to PFT without hydrodynamics. Thisspan inherent limit on the types of

phenomena that can be studied since the implisitraption is then that the dilution of the

released molecules from the hydrate is faster thardissociation rate itself, meaning that no
bubble formation is accounted for. This task hasedby using phase field code made by
Tamasz Puztai.

The simulations were run with conditions relevantiie Nyegga site located on the edge of
the Norwegian continental slope and the northexnkflof the Storegga Slide (Hovland, et al.,
2005).

The results presented in this work were not yebiktad due to technical problems and
limited computer resources. The interface betwéenlijuid and solid perfectly follows the
power law which is proportional to square rootiafd showing a diffusion control process.
To compare the values of dissolution rates, theeBuvere extrapolated to experimental time
scales. Observed fluxes were larger than what eaexpected from hydrate dissociating and
molecularly diffusing into the surrounding watehelreason for these differences might be
the effect of porosity, salinity, hydrodynamics .efithe further work will involve an up
scaling of the code with regards to optimizationnaimerical routines, hydrodynamics and
salinity.
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1 Introduction

Hydrates, also called clathrates, are crystallleds which look like ice, and which occur
when water molecules form a cage-like structurauradoa non-polar or slightly polar (eg.
CO,, H,S) molecule. These enclathrated molecules aredcgliest molecules and obviously
have to fit into the cavities in terms of volume.the oil and gas industry the most common
guest molecules are methane, ethane, propane,ehwarbon dioxide and hydrogensulfide.
This work will focus on methane and carbon dioxédeguest molecules. The methane guest
molecules in gas hydrates are mainly microbiallpegated; however, thermogenic methane
is observed in gas hydrate of the Gulf of Mexidee Caspian Sea, and a few other places
where there are known petroleum systems (K. A Keden, 1995).The most remarkable
property of methane hydrates are that it compretbseguest molecule into a very dense and
compact arrangement, such as’bsolid methane hydrate with 100 percent voidupamcy

by methane will release roughly 164° mf methane (Davidson, El-Defrawy, Fuglem, &
Judge, 1978) at standard conditions of temperatgepressure.

Natural gas hydrates are widely distributed in metits along continental margins, and
harbor enormous amounts of energy. Massive hydthtgsoutcrop the sea floor have been
reported in the Gulf of Mexico (MacDonald, et dl994). Hydrate accumulations have also
been found in the upper sediment layers of Hydralge, off the coast of Oregon and a

fishing trawler off Vancouver Island recently reeoed a bulk of hydrate of approximately

1000kg (Rehder, et al., 2004). Hakon Mosby Mud Yok of Bear Island in the Barents Sea
with hydrates openly exposed at the sea bottomrfiget al., 1999). These are only few

examples of the worldwide evidences of unstabledtedoccurencies that leaks methane to
the oceans and eventually may be a source of metharease in the atmosphere.

The primary focus in this thesis is on the dissiimiaof methane and carbon dioxide hydrates
due to thermodynamic instabilities. Hydrates ireresirs are subject to potential contact with

minerals, aqueous solution and gas, dependingest#te of the system and the fluid fluxes
through the hydrate section. From a thermodynamwiictf view the first question that arises

Is whether the system can reach equilibrium oraiwoebrding to Gibbs phase rule. Equilibrium

requires the equality of temperature, pressure caedhical potential in all phases. In the case
of dissociation, gas hydrate generally becomesabiestoy changing the P/T conditions in a
way that the hydrate phase is not stable anymarg,that the chemical potential of the gas
component is lower in the free gas phase thanenhiydrate phase (Rehder, et al., 2004)
and/or water is more stable as a liquid or ice phés a reservoir the local temperature is
given by the geothermal gradient and the pressurgivien by the static column above.

Equilibrium in this system can only be achievedhié number of degrees of freedom is 2
(Gibbs phase rule). This implies that a hydratecsurded by mineral (and corresponding
adsorbed phase on the surface), aqueous phasalgndethane will be over determined and

cannot reach a unique equilibrium situation. Thestems will progress dynamically towards

local and global minimum free energy at all times.



Leakage of methane from reservoirs that are exptsedrds the ocean floor will have an
iImpact on the local ecological environments. Biatag organisms will consume some of the
released methane. Other portions of the metharigesitt with sulphur and other inorganic
compounds. Released carbon dioxide from the biocddlyi catalyzed sulphur reactions will to
a large degree dissolve in the aqueous phase andresalt in precipitation of solid
carbonates. Some portion of the released methalhalao be distributed in the ocean as
methane and might end up in the atmosphere. (S&batDonald, 1997) Sassen et al. have
analyzed such hydrates reservoir from outside thé & Mexico where released gas from
exposed hydrate reservoirs form free gas bubbles Kinhetic rates of dissociation of hydrate
exposed to seawater are essential in the undensgamd the carbon balance related to
released methane and subsequent amounts of releetkdne that reaches the atmosphere.
Methane is in comparison 24 times greater in theatoosn of the green house effect than
carbon dioxide (Wuebbles & Hayhoe, 2002).

In the formulation below it is important to distungh the human made changes from the
fluctuations in temperature which occur over long®e scales according to natural cycles.

The greenhouse gases like methane and chlorofladrons have been the main cause of
rapid global warming, which has been discussedeweral publications during the past
(Bains, Norris, Corfield, & Faul, 2000; Beerlingpinas, & Grocke, 2002; Dickens, 2003;
Glasby, 2003; Hesselbo, et al., 2002; Kennett, @aato, Hendy, & Behl, 2000). Therefore,
an important global challenge is to be able to nrakesonable predictions of the dissociation
flux of exposed hydrate reservoirs, and the astetiamethane that escapes to the atmosphere
after biological consumption and conversion throurgitganic and organic reactions.

Humanity’s largest contribution to global warmirggCQ emission from the combustion of
fossil fuels. Ocean deposits of g@ither as C@lakes at depths where @@ heavier than
seawater or at intermediate depths is still a psorgialternative for long term storage of £O
from this combustion (Ohsumi, 1995; Shindo, FujiokaKomiyana, 1995). These storage
sites are characterized by high pressure as whllnatemperature, conditions that will favour
rapid formation of C@hydrate on the interface between £d seawater. This hydrate will
significantly reduce the dissolution of G@to the surrounding water (Tatyana Kuznetsova &
Kvamme, 2002).

The thesis is divided into in two parts. The fipsirt consists of four chapters with review of
the knowledge on hydrate as relevant for this wetriefly summarized. Chapter 2 provides
background information on what hydrates are, hoey tform, how they can be used and
some possible approaches for reductions of the atnpaCQ; on the environment. Chapter
three explains the phase field theory, which isdugethe building of the code for this work.
Chapter four gives the thermodynamics used inwioigk, which is also a part of phase field
theory. The second part of this thesis consistdoaf chapters; simulations, results &
discussion, conclusions and proposals for futurgkwo



2 HYDRATES

This chapter starts with brief history of hydratedathan an overview of what the most
common hydrates look like and their most importpraperties are given in section 2.1.
Special attention is given to hydrate structurehijch is the most relevant to the rest of this
work. The scope of this thesis is on the kinetithydrate phase transitions, therefore, in
section 2.2 | have presented some existing modsds hgpotheses. Rest of the chapters
emphasis on what the potential uses of hydrateseffiexts of hydrates on environment and
how these effects can be reduced.

As mentioned in chapter 1, natural gas hydratesiystalline solids composed of water and
gas. Historically, the first discovery of hydratgas done in 1810 and after this a quarter of a
century later — hydrates remained only of acadenterest as a laboratory curiosity. The
major revolution came in 1934 when E.G. Hammersdhaiscovered the plugging in the gas
pipelines caused by gas hydrates. From that timtsnof efforts were done to predict and
prevent hydrate formation in equipments and pigsliduring processing or transport. From
mid of 1960s, the discovery of hydrate formatiordeep oceans and permafrost regions has
gained much fame and lots of publication done alirdig phase transition. (E.D Sloan, 1998)

2.1 The structure of hydrate

Natural gas hydrates belong to the three crystaictires, cubic structure | (sl), cubic

structure Il (sll), or hexagonal structure H (sHd@&n in Figure 2-1. The scope of this work is
on hydrates with carbon dioxide or methane as gu@stese two components both form the
structure | hydrate and the focus in this thesisthwerefore be on this specific structure.

Structure | is formed with guest molecules havifanteters between 4.2 and 6 A, such as
methane, ethane, carbon dioxide, and hydrogerdsul8tructure Il and structure H contains
larger cavities and are formed from larger moleguleuch as propane and iso-pentane
respectively. More information about these strugsus given in the book by Sloan 1998 (E.D
Sloan, 1998).

The unit cell of structure | contains 46 water neales which enclose two different types of
cavities. This is the smallest symmetric unit a§ thydrate structure and a hydrate crystal of
any size can be constructed by adding unit celie. Size of the unit cell is slightly dependent
on temperature due to the temperature dependentiee diydrogen bonds (Shpakov, Tse,
Tulk, Kvamme, & Belosludov, 1998). The size of thimit cell is measure from
crystallography to be 12.01 A at temperatui@ (Stackelberg & Muller, 1951).
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Figure 2-1: : The unit cell of hydrate structure |, and the cavities constituting the structure. The figre content is
taken from USGS Geological Survey ((http://geologysgs.gov/connections/mms/joint_projects/methane.hjnand
(http://chem.ps.uci.edu/~kcjanda/Group/gas_hydratestructure.html) websites dated. 2nd May 2009, timé&6:07

The smaller cavities are each formed by a pentdglmtecahedron with one water molecule
at each of its 20 vertices. They are located atcrdre and at the vertices of the unit cell,
giving an average of 2 small cavities per unit.cEHe remaining 6 molecules form bridges
between the smaller cavities in such a way thateeorsd type of cavity is formed, a
tetradecahedron, having two opposite hexagonakfand 12 pentagonal faces adding up to
24 water molecules per cavity. There are 6 of thegger cavities per unit cell giving a small
to large cavity ratio of 1:3. The smaller cavitee close to spherical and the average distance
from the oxygen molecules in the water to the @naf the cages are 3.95A.

The larger cavities are slightly oblate and theagise from the oxygen to the centre of cavity
varies between 4.04A and 4.65A. This small dimeraidifference determines the size of the
occupant. If all the cavities were occupied by gueslecules the mole percent of water
would be about 85%. Methane is small enough tolbe @ fill both the large and the small
cavities. CQ molecules, on the other hand, are bigger and dditnimto the small cavities.
This means some of the cavities will be left emptus the actual mole per cent water will be
larger. With such high water content the propertiefydrates are assumed to depend very
litle on the guest molecules, other than detemginwhich structure of hydrate will be
formed. Based on the similarities in the water w@alystructure, one would also expect
variations in properties between different hydrateictures to be less than the variation
between hydrates and ice. The most striking prgpErhydrates is that they can be formed at
temperatures higher than 0°C. The phase trangioant also depends considerably on the
pressure. The freezing temperature of ice on therdtand varies very little with pressure,
and when ice becomes less stable with increasegspre, hydrate becomes more stable up to
certain limits in pressure. There are extreme pressneasurements (Dyadin, Aladko, &
Larionov, 1997) which says something else.



When water freezes, the specific volume increage8%. For most substances the volume
decreases from liquid to solid, so this is a vexgcsal property. Hydrates have an even larger
expansion and increases 26-32% during the phassittom, if we only consider the water
molecules. The thermal expansion of ice and hydstesture 1l is about the same, while it is
some 40% larger for structure I. Thermal conduttiig 5 times larger in ice than hydrates.

2.2 Hydrate formation

Hydrate formations are generally divided into twages, the process of nucleation, and the
steady growth stage. Hydrate nucleation is thegg®auring which small clusters of water
and gas (methane or carbon dioxide) grow and dispiaran attempt to achieve critical size
for continued growth. When the cluster attainsitical size, monotonic growth occurs if it is
not disturbed by competing clusters that are itate0f lower free energy (see sectif).
The induction time or lag time is the time from thgstem is brought into a condition of
super-saturation and until solid formation is oledr As such the induction is not a
physically determined unique state of the systemsesit depends on the resolution of the
observation of hydrate, which can be everythingnfrdsual observations and downwards in
scale.

It is important to keep in mind that this does imaply that there is no hydrate present during
the lag time. The implication is simply that initlaydrate size below visible range is slowing
down transport of the hydrate building blocks asrasheterogeneous system — where the
hydrate formers are in one phase and on the ottlerad the solid hydrate is the aqueous
phase. Heterogeneous nucleation occurs on thdaogebetween hydrate former phases, for
instance a gas mixture and liquid water or iceal also be nucleation from water and gas on
water which is adsorbed on solid surfaces like ifmtance a metal or rust surface in a
pipeline. Nucleation can also happen somewherelentie bulk of pure solution which is
called homogeneous nucleation. Homogeneous numfeigta solidification process occurring
in the absence of impurities. It involves many mar®lecules than could collide
simultaneously, thus a sequence of bimoleculaisomtis of an autocatalytic nature is more
probable. Homogeneous from aqueous solution extizath water and former from solution
and might not be delayed much but is slow for otieasons (low concentrations of hydrate
formers). In the open literature there are alspedrental observations that have been
discussed in terms of homogeneous nucleation windee exists photographic evidence that
they most likely are heterogeneous because theldesshydrate formers have adsorbed onto
a metal surface or other surfaces. The guest mlelecare therefore extracted from an
adsorbed phase while the water is taken from the&iso and the nucleation is, by definition,
heterogeneous. Homogeneous nucleation of hydratesonsidered an anomaly because
heterogeneous nucleation occurred much more fréiguen



For the simplest case of a spherical particle thdb&free energy differenc@G) between a

small solid particle and the solution can be exgedsin terms of the surface free energy
(AGg) and the volume free ener@G,)

AG = AG, + AG, :4m2y+%ﬂr3Agv (2.1)

Ag
interface free energy is the work needed to créeactual interface between the new phase
and the "mother" phase(s), in contrast to the fatel tension which is proportional to
surface stress between two phases. Interface Mgy and interfacial tension are related by
o=y+Ady/dA, where g is the interfacial tension and\ is the interface area. The

is the free energy change per unit volume gnds the interface free energy. The

v

surface gives a positive contribution to the freergy, while the free energy change from
liquid to solid is negative. Adding the surface armlume contribution gives a maximum
value for AG at a specific radius, which corresponds to thecatisize. Below the critical
radius there is a free energy penalty in gettingdg consequently the crystals will fluctuate
by either growing or re-dissolving. The criticallnas represents the minimum size for which
a nucleus will only grow. A foreign particle orrface may reduce the critical radius if the
solid surface changes the chemical potential amtexdrations of the building blocks in a
favorable fashion, and hydrates are more likelyotgur. The above formulation is for
Classical Theory which presumes a sharp interfaceé @ot accurate for solid/liquid.
Solid/liquid interface has substantial interface-(1.5 nm is common). In industrial systems
with natural gas or COin pipelines and equipment solid metal surfaces examples of
surfaces which will enhance the hydrate formatiates. In addition to the thermodynamic
conditions for nucleation, the history of the watexs also been shown to influence the
induction time. It is a common preception that wiemnor hydrate is dissociated a substantial
amount of the water structure remains in the fofralesters of water with local number of
average hydrogen bonds higher than average fofoumi water. When the temperature is
decreased for a second time, the observed indutiimm is typically considerably shorter.
Many experimental results imply some apparatus mggece as well as experimental
procedure dependence, which makes it difficultddute any general conclusions that can be
directly transferable to other experimental sitragi or real scenarios.

The solubility of guest molecules in water is nollgngery low, suggesting that formation of
hydrate in bulk water phase is not very likely. g particularly true for hydrocarbons.
Gases like for instance G@nd HS has higher solubility and homogeneous formatibn o
hydrate from solution is absolutely feasible. Hydréormation from bulk hydrate former
phase (for instance a natural gas phase) is nalyldtue to the limited water content in this
phase. Concentrations close to the 15% (as meuntiongection 2.1) in hydrate can be found
at the vapour-water interface and at the surfaciefcontainer through adsorption of guest
molecules to the container walls, making theses sitere likely for nucleation. Since hydrate
nucleation normally occurs at the vapour-waterrfate this has also been the basis for
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molecular models. There are only some few hypothaiempting to describe the nucleation
of hydrate at a molecular level.

Christiansen and Sloan (E.D Sloan, 1998; E. D Ské&ieyfel, 1991) proposed a hypothesis
following the classical nucleation theory. Waterleaolles are here assumed to form clusters
around dissolved guest molecules. These clusters acbmbine to form unit cells, and when
the size of agglomerated clusters reaches a drdiza, growth begins. Another hypothesis
has been proposed by Kvamme (B. Kvamme, 1996). rGalsecules are here assumed to
travel to a suitable site at the vapour-water fats¥ where the water molecules first form
partial, and then complete cages around the ad$@ecies. Clusters join and grow on the
vapour side of the surface until critical size ¢hiaved. There is very limited experimental
verification of these hypotheses. In the abscerfcexperimental verification they remain
speculations and may be considered, with criticalsjpective, as potential possible
mechanisms.

It is obvious from equation 2.1 that mass havedasibpplied through diffusional processes
and potentially induced transport through stirreagd other means which can increase the
contact area for heterogeneous hydrate formatiorwater/gas interface. Since the phase
transition by itself is exothermic there is obvijuslso heat transport involved in the
dynamics. But since the rate of heat transport Isast two orders of magnitude faster than
mass transport for this particular phase transi(@minated by water) the heat transport is
only a limiting factor when the kinetic rate of tpbase transition itself.2) is slow. This
might be the case when pressure reduction is usedehnerating hydrate dissociation in a
reservoir.

In the second phase, which is the growth phases ifeasl possibly heat transfer) becomes
increasingly important. Especially in growth frongugous solutions, where the guest
solubility is much less than the guest mole fractio the hydrate, the mass transfer will be
important, and may very well dominate the entirecpss. In this situation heat transfer is
very rapid due to the heat transport propertiesaikr and hydrate. Transport of heat is more
than two orders of magnitude faster than mass gahsate and heat transport limitations

may normally be omitted from the considerationgkioktics (Buanes, Kvamme, & Svandal,

2006). Two major models for hydrate growth exisg tvork by Englezos et. al. (Engelezos,
Kalogerakis, Dholabhai, & Bishnoi, 1987) and thedified Englezos model by Skovborg et

al. (Skovberg & Rasmussen, 1994). In simplified elddr crystal growth the change in the

rate of crystal growth is frequently expresseceims of

= kalo-c) 2.2)

whereA is the crystal surface area; and c®® the supersaturated and equilibrium
concentration respectively. K is an overall transfgefficient expressed in terms of diffusion

and reaction coefficients, andk as



1_1,1
K Kk, Kk (2.3)

The concentrations in equation 2.2 are sometimgisiced by fugacities as in the Englezos
model. To make this replacement one has to assdea liquid solutions, conservation of
mass and constant temperature and pressure. Bgvolgseome restrictions and limitations in
the Englezos model, Rasmussen and Skovborg weee tabkimplify the model. They
assumed the process could be modelled as a masgetreestriction through liquid film at the
gas-liquid interface and reduced the number ofediffitial equations from 5 to a single
equation. These two models have yet only been shovinhthe experiment data for which the
parameters were derived from.

2.3 Potential uses and impact of gas hydrates

The important amounts of gas hydrates in the Earthust might be considered as a new
source of sustainable energy (Y. F. Makogon, 19B%envolden (Kvenvolden, 1988) and
Makogon (Y. F. Makogon, 1998)ointed out that the amount of gas in known hydrate
reserves up until 1988 was at least twice as msctne energy contained in the total fossil
fuel reserves. Indeed, one volume of methane hydan yield 164 times more methane than
one volume of gaseous methane under the same messuditions and at standard
temperature (Davidson, et al., 1978). Gas hydrapesits, principally considered as the result
of a permanent migration of natural gases througBkeuth fractures, are mainly distributed
offshore due to the high pressure and low temperatonditions at the seabed and more
parsimoniously encountered in permafrost (Keithk&envolden, 1995; E.D Sloan, 1998).
Nevertheless, fossil fuel resources are currentfficeent to face worldwide energy needs,
and thus, gas-hydrate exploitation is dedicatedbamg a distant prospect, especially for
offshore hydrates (Grauls, 2001).

Gas recovery is generally based on in situ hydditsociation by either heating or
depressurization (Holder, Zetts, & Pradhan, 1988 thermal approach generates huge heat
losses and, therefore, seems less exploitable(tien& Holder, 2001) depressurization that
requires high porosity hydrate deposits (Burshe&ar®&rien, & Malone, 1986). Moreover, the
transport stage can be technically challengingcesiextracted gas and water may re-
crystallize into gas hydrates inside the transmisdines and then provoke pipe plugging.
Even though they are considered as the main hyhonasource for the future, gas hydrate
deposits might also represent a real threat toetmngronment. Indeed, when considering
offshore hydrates as a global methane reservoiplogation of these sediments in
unfavorable circumstances could drastically motliky marine ecosystem and even generate
underwater gas blowouts (Glasby, 2003). Moreovestabilizing hydrate sediments plays an
undeniable role in climate change. According tovigre(P.G. Brewer, 2000), a slight global
warming would raise the hydrate temperature abdwe equilibrium point, involving
dissociation and the release of a great quantitmethane. Given that a mole of methane is
8



about 24 times more effective at absorbing infrasstiation and affecting the climate than a
mole of carbon dioxide (Wuebbles & Hayhoe, 2002)hsdischarge would cause a chain
reaction mechanism. However, methane hydrate setsnmeay be reinforced by injecting
chemical promoters and, thus, limiting the preditgasafety risks. An original perspective
proposed by other authors (Seo, Lee, & Yoon, 2004&yzinski & Holder, 1988)would
consist in swapping methane, encased in hydraté, edrbon dioxide and, thus, limiting
disturbances in underwater layers and preventibgpseanic landslides.

About 64% of the enhanced greenhouse gas effecieiso carbon dioxide emissions (Bryant,
1997), of which more than 6 Gt/yr are attributedarthropogenic activities (Desideri &
Paolucci, 1999). Given that the greenhouse effectinideniably responsible for climate
warming (Smith & Thambimuthu, 1993), reducing theantities of CQ released into the
atmosphere is a major environmental challenge. @adioxide can be partially taken up by
various methods such as chemical absorption inesr(i@hakma, 1997; Desideri & Paolucci,
1999; Gray, et al., 2004) and then degassed frenaithine solution. The separated {base
must then be deposited in an appropriate fashiemer@l approaches have been proposed
during the last three decades, ranging from océsposal at different depths, including €0
lakes at depths where @Qs heavier than the seawater above, mineralizatod
sequestration in geological media and oceans (Ba2b02; Hendriks & Blok, 1993). A
schematic overview of some options can be listedd vaference to fig. 1 as follows:

> Direct injection of the captured G@as into near-shore shallow ocean about 200-400
m depth from ocean surface (Qi, Zhishen, & Xiaoct2008).

» Disposal of liquid CQinto the shallow sub-seabed less than 300 m depth ocean
surface (Qi, et al., 2008).

» Sequesteration of liquid GOnto deep sub-seabeds about 300-500 m depth from
ocean surface (Qi, et al., 2008).

> Injection of liquid CQ in deep ocean over 3000 m to form l@kealson, 2006).

> Disposal of liquid CQ@ into a membrane containment at the super deedlcaa
(>3000 m depth from ocean surface).

» Release of liquid C®into 1000-2500 m depth from ocean surface frominwpehip
Handa et al. (Handa & Ohsumi, 2003).

> Injection of liquid CQ into super deep sub-seabed, greater than 3000pth &fem
ocean surface (Qi, et al., 2008).



Greenhouse gas

Figure 2-2: : Schematic illustration of some oceastorage strategies (Qi, et al., 2008)

Most of injected C@into the ocean will dissolve as bicarbonate, antbriunately, a large
fraction of the sequestered €@ill be released to the atmosphere after a fewdrethyears
because of ocean currents and local supersatur@@m & Cao, 2005). Injection of GGn
deep ocean over 3000 m is the one studied clogbisithesis.

2.3.1 Sequestration of CO: in deep ocean

Long-term storage of carbon dioxide might be mdfective if CO, were stored on the sea
floor in liquid or hydrate form below 3000 metemshere CQ is denser than sea water
(Ohsumi, 1995; Shindo, et al., 1995). Liquid carloboxide could be introduced at depth to
form a lake of CQ@on the sea floor (Ohsumi, 1993). In the speciakda their study a large
CO, lake would form on the bottom and slowly disappéae to CQ dissociation into the
surrounding sea water. On the basis of their estisnthey argued that the efficiency of
storage would be several hundred years. Fujioka. €Y. Fujioka, 1995; Y Fujioka, et al.,
1995) discussed another deep ocean storage chgeidfCO; in which the CQ was injected
into a small deep depression on the deep ocean flbe idea here is that the smaller surface
area will lead to less dissolution of €QAt the same time, if the depression is not be
completely filled, the dissolved Gvill make the sea water denser, and this will pnesbly
result in stagnant layer of sea water with highcemtrations of C@above the lake in the
depression. The higher concentrations of, @@l again reduce the driving forces towards
CO, dissociation, and make the entire dissolution @secslow down. Extreme cases of deep
ocean storage, at depths approaching 6000m iraffendse trench, have also been discussed.
In this case C®hydrate will be less dense than liquid £/@nd there will not be the same
possibility of the hydrate breaking up and sinkiktgre it is most probable that a stable
hydrate film will form at the interface and prevehée dissolution of C®into the sea water.
Brewer et al. (P.G. Brewer, Friederich, PeltzerO& Jr., 1999) have calculated that at a
depth of more than 4500m, a floating skin of hyelnatobably would have formed over the
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denser liquid C@ Their direct experiments from 349 to 3627m didwimassive hydrate
growth, but no floating film at the interface.

The injection of large quantities of liquid G@ the deep ocean is technically difficult and
thus expensive (P.G. Brewer, Peltzer, Friederikgrg, & Yamane, 2000). This work also
illustrates how injected C{behaves on intermediate depths. Due to the relgtamall rising
CO, droplets, the pure CQwill dissociate quickly into the surrounding wa(é.G. Brewer,
Peltzer, Friederich, & Rehder, 2002). It is alsguad that CQinjection and dispersal in mid-
ocean will reduce environmental impacts, sincentioée fraction of CQ could be minimized
by the rapid dilution of dissolved GQOn large volumes of sea water (Ozaki, 1998).
Knowledge on the dissolution rates of the risingptiets will help us determine where it is
ideal to dispose the GQor long term storage in the ocean.

Commercial CQ@ capture technology is still expensive, but thétedogy is there. The ability
to dispose of large amounts of €19 the uncertain part. The atmosphere and tharoea|
eventually equilibrate on a time scale of 1000 yeagardless of where the €@ disposed
(Herzog, et al., 1997). What will be achieved bgmg®cean injection is a reduction in peak
atmospheric concentrations expected to occur innth few centuries. The magnitude of
reduction depends on quantity of £i@jected in the ocean, and the depth and locatidhe
injection. Permanent disposal of €@s a hydrate on the sea floor is not realisti¢,viath
long residence time in the hydrate, and then kagedissociated COn the ocean waters, this
might lessen the damaging effects £1as in the atmosphere.

2.3.2 Impact on the marine environment

There is always concern at the prospect of usiagteans to store waste materials. Dumping
hazardous substances in the ocean, such as nwdstr, has been banned. But using the
oceans to sequester more Ould be different as the oceans already hold gaanhtities of
CO,. In fact, what is being proposed with ocean semaisn of CQ is merely an
acceleration of an existing natural process. Tloisekeration may assist in protecting the
atmosphere and the terrestrial environment in wiiehlive. Nevertheless, it is important to
understand the effect that sequestration of @@uld have on the oceans.

It is well known that dissolving C{n sea water will decrease the pH of the watee, tduthe
formation of bicarbonate and carbonate ions. lals known that marine animals are, in
general, intolerant to changes in the pH of theewat which they live (Knutzen, 1981).
Higher concentration of COn ocean causes the organism to go into a conditibich is
known as Hypercapnia. Under these conditions; &ters the organisms by diffusion across
body and especially respiratory surfaces and dxjatkes with all body portions. This internal
accumulation of C@ will be responsible for most of the effects obsgervin animals
(Ishimatsu, Kikkawa, Hayashi, Lee, & Kita, 20(0rtner, Langenbuch , & Michaelidis,

2005; POrtner, Langenbuch , & Reipschlager 2004; POrtner & Reipschlager 1996;
Seibel & Walsh, 2001). Respiratory distress, nasgaand mortality are the most obvious
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short-term effects at high G@oncentrations, but lower concentrations may hmpmortant
effects on longer time scales. The Qével to which an organism has acclimated maycaffe
its acute critical C@thresholds, however, the capacity to acclimatenoadeen investigated
to date.

The dissolve inorganic carbon (DIC) concentratiorsurface ocean waters is already higher
than in pre-industrial times as a result of thevaled CQ concentration in the atmosphere.
Calculations show (Haugan & Drange, 1996) thateheas been a decrease in pH of the
ocean surface water of almost 0.1 pH-units duééaricrease of atmospheric €ftom pre-
industrial times. This study predicts a reductianpH of about one unit, from an ambient
level of pH ~7.8, extending for several kilomet&mn the point of injection; this would have
an impact on marine life. However, the study aleowsed a way in which the near-field
environmental impact could be substantially redudédds would be achieved by dispersing
the CQ over large volumes of seawater so as to reduclk#uing of CQ at any point in the
ocean. A suitable engineering design could invofee,example, increasing the number of
independent discharge points at which,@®©injected into the ocean. Other techniques have
been examined which involve injecting liquid €@rough a vertical pipe housed on a
moving ship. Both this technique and the droppihgadid blocks of CQ through the water
column are efficient methods of dispersing the,Gd minimizing pH changes; both
procedures should, therefore, have minimum impac¢he marine environment.

That means the impacts can be reduced to verydoeld, small changes in pH could have
sub-lethal effects on marine animals and, overrg®f time, affect the marine ecology. For
example, reproduction and growth rates might baaed. An important concern would be for
those pelagic species that migrate vertically,egithhaily or seasonally, as a layer of low pH
water could present a physiological barrier to spobcesses. It has also been established
(Poetner & Reipschlager, 1996) that pelagic speei#s high metabolic rates, such as squid,
are much less tolerant to changes in pH than leBgeaspecies, such as worms living in
marine sediments.
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3 Scientific methods

As discussed in the first two chapters hydrateil#ain reservoirs is undefined in the sense
that Gibbs phase rule cannot be fullfilled wherhbeimperature and pressure are defined at a
given location (depth). This means that the systelinprogress towards lowest free energy
possible under the constraints of mass- and haasort. Heat transport in these systems,
which are dominated by water, is fast and 2 ordérmagnitude faster than mass transport (A
Svandal, 2006). Practically this means that itassible to consider the phase transitions as
isothermal. It might be possible to set up systemson-equilibrium Monte Carlo but since
time information is crucial that is not an optidton-equilibrium molecular dynamics might
also be theoretically possible although scalingvater molecules according to the method
applied by Kuznetsova & Kvamme (T. Kuznetsova & Kwae, 1999) would result in a
breakdown of the hydrate. But other scaling apgreaanight be feasible. Scaling relative to
water in other thermodynamic conditions might begiisle. The problem is still the small
scale in volume and even more crucial the limitealesin time. Hydrate dissociation towards
pure water are slow compared to limits of molecdlaramics (nano seconds).

Density functional theory (DFT) is also limited geometry since the kinetics of the phase
transition is proportional to the change in molactructure across the interface from the old
to the new phase. As such the molecular scalellisasimiting factor here since also the
parameters which go in are related to processestamistic to molecular scale. Molecular
structure is directly related to free energy and th the original basis for formulation of
Phase Field Theory (PFT). Replacing structure withresponding free energies opens up for
a scale which is only limited by the scale of thertnodynamic description. On the other
hand it is also so that the phase transition vélipboportional to the capillary waves and the
thermal fluctuations of the interface. So practic#there is a link to at least some nano scale
processes (Evans & Sluckin, 1980; Tarazona & EVE9&4).

Another feature which may complicate the picturethie potential of bubble formations
through dissociation. If the dissociation ratelsver than the diffusion controlled dilution in
the surrounding water then there is no bubble ftiomaduring the dissociation itself and
hydrodynamic impact on the phase transition procassbe ignored. As mentioned in the
introduction there are several places where lauipbles are observed but there are also many
cases where at least not visible bubbles have bleserved (that does not mean that nano to
micro bubbles can be ignored).

In view of the discussion above PFT is chosen agpthmary tool and at this stage the focus
is limited to PFT without hydrodynamics.

3.1 Phase Field Theory

This chapter is the presentation of phase fieldrhéor two component system. At first the
most basic equations and concepts are given inose&2. This model follows the
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formulation of Wheeler et al. (Wheeler, BoettingerMcFadden, 1992), which historically

has been mostly applied to descriptions of theh@mmbal phase transition between ideal
binary-alloy liquid and solid phases. Only a shestiew of the model is given here, but full
details of the numerical method can be found elsea{Granasy, Borzsbnyi, & Pusztai,
2002; B. Kvamme, et al., 2003; Wang, et al., 1983yren & Boettinger, 1995). Section 3.2
deals with how the model can be extended to tate ancount anisotropy, polycrystalline
growth and temperature dependence. The most ofdhtents of this chapter is taken from
Svandal et al. (A Svandal, 2006).

3.2 The governing equations

Phase field models are models which from a freeggniinctional depending on the phase
field and other variables like temperature, conegiuns & etc. model the time evolution of
systems involving different phases. In this wor& thodel is applied to essentially only two
phases in the sense that the fluid thermodynamit®ated appropriately but in the absence
of hydrodynamics there is no need to distinguistwben gas phase and liquid phase other
than making sure that the transport propertiesharelled appropriately. The diffusivity of
water is lower than gas diffusivity so providedtttiee gas density is high enough to provide
access to guest molecules the water movement anghr@zation is expected to be the kinetic
rate limiting within the implicit mass transporttabutions. The phase field is an order
parameter describing the phase of the system asdidn of spatial and time coordinates.
The field ¢ is allowed to vary continuously on the range frashidsto liquid.

An isothermal solution of two different componertsand B were considered which may
exist in two different phases, solid and liquidntaned in a fixed regiof. For the hydrate
system the component A is water and componentsBrise guest molecule. Within the scope
of this work B is methane or carbon dioxide. Thidsstate is represented by the hydrate and
an aqueous solution is the liquid phase. The d$wladion of hydrate is described in terms of
the scalar phase field (x, t) and the local solute concentration of componemteBoted by

c(x, t). The field¢ is a structural order parameter assuming the satue 0 in the solid and
¢ =1 in the liquid. Intermediate values correspondhte interface between the two phases.
The starting point of the model is a free energycfional,

T ,
F :jd%{%mqj + f(qo,c)] (3.1)

Which is an integration over the system volume & free energy density (¢,C) and a

gradient term correction to ensure a higher freerggnat the interface between phases. Note
that the integration variabkein the integrand is not to be confused with moéetion as this

is an indication of a length variable and the indds over the system volume. The free
energy density is given by

f(¢.c)=WTdg)+(1- pl¢))gs + plg)a, (3.2)
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The phase field switches on and off the solid apaid contributionsgg and g, through the

function p(w):qf’(lo—15¢+ 6(02), and note thatp(0)=0 and p(1)=1. This function was

derived from density functional theory studies ofdoy alloys and has been adopted also for
our system of hydrate phase transitions. The biraigys are normally treated as ideal
solutions. The thermodynamics for the hydrate sydgtetreated more rigorously and the free

energy densities are presented in chagteThe quadratic functiong(¢)=¢?1- @) /4
ensures a double well form of thke(¢,c) with a free energy sca\l’ki!:(l—c)\lvA +cW, with
9(0)=g(1)=0. In the phase field literature the concentratioris cthe mole fraction of
component BC=n; /(nA+nB), i.e. the fraction of component B to the total. thVihe

assumption that the molar volume is constant thke fmaction concentration and the volume
concentration are related gy=c\Vv.,, wherev,, is the average molar volume. In chapter 4

the termx is use for the mole fraction, but following theagle field formulation ¢ will be
used here. Without hydrodynamics the impact of tigmsfference is not accounted for and
molar density is approximated constant. And as slaeimole fractions of a certain element in
the grid will be equal to the volume fractions.drder to derive a kinetic model it is assume
that the system evolves in time so that its tateé¢ fenergy decreases monotonically. Given
that the phase field is not a conserved quantitg, gimplest form for the evolution that
ensures a minimization of the free energy is

p=-M,— (3.3)

WithM , > 0. It may also allomM , depending on composition writihg, = (1—C)M A+cM®

where,

M* =[1- p(g]M & + PI@IM fui

M? = [1_ p((”) M g + D(¢)'V| fuid

For the conserved quantity this may associatexatfiihe concentration by writing
¢=-0I[J, (3.4)

Following classical linear irreversible thermodynesnit is assume that near equilibrium the
flow is linearly proportional to the force that aes it.

o
J.=-M_[O0—
[ C d: (35)
Inserting (3.5) into (3.4) gives
lo
¢c=0M_ O0—

where,
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M. =c{1-c)(v,/RT)D
D = Diffusion coefficient

Above equation ofM_is taken to reproduce the Fick’s law of diffusionthe bulk phase. In

order to allow the diffusion coefficient for diffemt diffusivities in the solid and liquid can be
expressed in terms of the respective diffusivitgfioient governed by the phase field,

D =Ds + p(¢)(D, - Ds)

Now using the form of the free energy as in EqL)Y8e governing equations can be written
as

9=M (2T0%0-WTd(9)- p'(#)g. - 9s)) (3.7)

And

o=c{ 10,0 (ws - o)+ - plo) 2 o0 || (o

The model parametegs, W,, Wy, M Aand M ® can be related to measurable quantities, just

as M. is related to diffusivity. The mobility for the pbke field will also be related to

diffusivity but is expected to be more complex atgb reflect dynamic characteristics of the
water rearrangement. Molecular dynamics simulatars be one method for obtaining more
insight into this and might even be able to provaldool for estimating values for the
mobility. At this stage, however, the same valudaasthe concentration mobility is used.
Considering the equilibrium condition the parameteain be related to the interface energy
0,5, the temperature of meltinig, , and the interface thickneds, .

3.3 Extended model

To include the flow of heat in the simulation, anesgy or thermal field is introduced.
Example of this is given in the work by Conti (Corit997, 2000). The energy field is a
conserved quantity and the time derivative candyéveld by associating a flux to the flow of
energy and a driving force as in equations (3.4)(86).

e=-UlJ; (3.9)

. F
e—DfﬁMeD Jej (3.10)

For hydrate dissociation with low solvent concetraas used in our simulation, the guest
component diffusion is assumed to completely doteitiae process. This is shown in earlier
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work by Svandal et al. (A Svandal, Kvamme, Grana&y Pusztai, 2005b), which
demonstrated that diffusion of GOn the aqueous phase is the governing parameter fo
growth of hydrate from C@in aqueous solution as well as dissociation rafebydrate
towards pure water. As discussed earlier the reledsheat has little or no effect on the
growth and dissociation rates (A Svandal, et2005b). Constant temperature is therefore
assumed for our system, and a thermal field habe®r included in our models.

We specifically demonstrated that heat transpors watually more than two orders of
magnitude faster than mass transport. Heat transplbitherefore rapidly dissipate the heat
away from the phase transition site.

3.4 Simulation of hydrate system

Classically the phase field theory has been appbenhodel alloy solidification. There are
some very important differences between binary lmetad our hydrate systems. The most
apparent is the very low solubility of the solut€X), and CH, in water. The simplest
scenario for growth is from an initial nucleus insapersaturated homogeneous solution.
Presently no phase field models published on hgégreous growth, even though this is a
necessary element in hydrate kinetics since mdstralahydrate growth happens this way.
For hydrate dissociation, a larger hydrate nuclsuplaced in a strongly undersaturated
solution of almost pure or pure water. Extensiveknan applying the phase field model on
both hydrate growth and dissociation have beenwtted by Bjgrn Kvamme, Atle Svandal,
L&szl6 Granasy, Tamas Pusztai and several othelan@3, et al., 2006; B. Kvamme, et al.,
2003; A Svandal, Kuznetsova, & Kvamme, 2006a; Arfsle & Kvamme, 2005a; Tegze,
Granasy, & Kvamme, 2007) . Svandal et al. (A Swhndt al., 2005b) used phase field
simulations to study homogeneous growth of hydrhaten aqueous solution and also
dissociation of hydrate towards undersaturated @egisolution. The results obtained from
these studies indicated that the kinetic ratesroWwth and dissociation of CChydrate are
dominated by diffusion of carbon dioxide in aquephsise. The simulations also indicated
that the most important parameter when it comegdwth and dissociation rates is the initial
mole fraction of CQ in the aqueous phase. The same authors also deated that Chd
dissociation rate is much slower than for carbaxidie (A Svandal & Kvamme, 2005a). This
can be explained by the much lower solubility of Gidwater.
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4 Thermodynamics

This chapter treats the development of the thermaohyc functions needed for the phase
field theory presented in chapter 3. Much of theotly in section4.1) & (4.2) was found in a
book on classical theoretical physics (Greinersige& Stocker, 1995). Sectiod.8) & (4.4)
much of the data taken from Svandal et al. (2006).

4.1 Free energy

The conservation of energy is critical in all agpeaf physics, and is also the principle that
gives rise to theSilaw of thermodynamics. Thé®aw of thermodynamics tells us that any
isolated system will strive towards maximum entrofpmbining the two laws gives for the

changes in internal energy for phase

dU' <T'dS - pdV' +Zn:,u|‘dN|‘ (4.1)

=1
Here, the summation is done over all present phases?,...,n. Sis the entropypu the
chemical potential anl the number of particles of a specific compounde €quality is for
reversible changes, which is only a theoreticalsfiigy. So, for all real and irreversible
changes will have the “less than” situation. Transf@tion of the natural variables is
accomplished through Legendre transforms by suiirngacd(T‘S‘) on both sides. The
resulting function is termed Helmholtz free energy:

dF' <-S'dT' - p'dV'+> u/dN| (4.2)

1=1

Free energy can, in a simplified sense, be cormidas the “available” energy level under the
constraints of losses associated to entropy geoerat- p'dV'is termed technical work, or

shaft work, since the work involved in pushing dsiiinternally in the systems is subtracted.
The last term on the right hand side is called agbalnwork and is the work related to
extracting or inserting particles. Removing a moledrom the system involves releasing the
molecule from the interaction energy of the surdings and also involves an entropy
contribution related to reorganisation of the systBree energy is an extensive state quantity,
so to get the total for an entire system, which roaysist of more than one phases, one just
adds the contributions from the different phases.

FtOt:ZFi (43)
1=1

For changes at constant pressure and temperatuséats (4.1) and (4.2) gives:
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dF' <> p/dN,| (4.4)
=1

In an isothermal, isobaric system (like the oneutated in this thesis) left on its own,
irreversible processes happen until a minimum foé& energy is achieved, given by:

dF® =0
dFtOt — dFtOt

min

(4.5)

This means that differences in the free energy éetwtwo phases can be seen as a driving
force, and the system will strive towards minimweefenergy. The final limit of free energy
minimum can easily be verified to be the situatwhere chemical potential of each
component is the same in all co-existing phasteeihumber of degrees of freedom is so that
full equilibrium can be reached.

4.2 The Gibbs phase rule and hydrate phase transition

A phase is any physically separable material instfgtem. It is possible to have two or more
phases in the same state of matter (e.g. solididlignd gaseous,...). Phases may either be
pure compounds or mixtures such as solid or aqusolusions--but they must "behave" as a
coherent substance with fixed chemical and phygicgberties.

Gibbs' phase rule provides the theoretical foundatibased in thermodynamics, for
characterizing the chemical state of a system,padicting the equilibrium relations of the
phases present as a function of physical condisoice as pressure and temperature. To this
end, an isolated system which contains C diffeqganticle species (methane and carbon
dioxide etc.) and P different phases were staffadh phase can be understood as a partial
system of the total system and on can formulatditsielaw for each phase, where it denotes

quantities of thei™ phase by superscript 1,2,...,P. For reversible changes of state the
equation becomes:

C
dU® =TOds" - pOdv® +3” N (4.6)
=1

In Equation (4.6), U of phasei is a function of the extensive state variables
SO VO ND L NE; ie. it depends o€ +2 variables (if further terms appear in eq. (4.6),
the number of variables is larger). Altogether tiges P(C+ 2) extensive state variables. If

the total system is in thermodynamic equilibriutme following conditions for the intensive
state quantities results:
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TO =T =[[[=T® Thermal equilibrium
PO =p®@ =[[[=pP Mechanical equilibrium (4.7)
p® = p? =0 4™ 1=1..C Chemical equilibrium

Each line containsP -1 equations, so that equation (4.7) is a systen{Rf1)(C +2)
equations. Sincel ", p”,and 4 are functions ofS”, V", and N can eliminate one
variable with each equation.

(c+2P-(C+2)(P-1)=(C+2) (4.8)

This only require extensive variable to determime ¢quilibrium state of the total system. As
shown in equation (4.8), this number is independdnthe number of phases. If its now

consider that exactly P extensive variables (&/§J), i =12,...,P) determine the size of the
phases (i.e., the volumes occupied by each), eadsintensive variables.

F=C+2-P (4.9)

The above equation is known as Gibbs™ phase ruls.readily understood with the help of
concrete examples. Let us consider the potentiahjalrate formation from methane and

water. Since the components are methane and ((Zate?) and the phases are threg-t-V)
then one intensive varial{llé :l), such as either T or P must be specified in cmlebtain a

unique solution for the formation of hydrates. Aigue solution means that it could
theoretically reach equilibrium if left to itselbrf long times (E.D Sloan, 1998).

Now for our system, with two componen&=2(water and methane or water and carbon
dioxide) and two phases {JuiiorrH) then two intensive variablélé :2), such as temperature

and pressure must be defined to achieve uniquéi@allConsidering the situation in natural
systems like carbon dioxide lake at the sea bottassuming that the ions and/ or
corresponding salt act as inert in the sea watén vaspect to phase transition. But ionic
contents do have impact on the thermodynamic ptiegeof the aqueous phase. The system
is thermodynamically over determined since there three phases and two components
participating in the actual phase transitions. [@egof freedom (F) is equal to 1 but 2
independent variables are defined. For this sitmathe system is not able to establish
complete three phase equilibrium and the combinatb the first and second laws of
thermodynamics will dictate this system to approacétate of minimum free energy. Since
the system is inside the hydrate stability zonis, ithplies that hydrate is more stable form of
water than liquid water or ice, and that the tote¢ energy changes over to hydrate represent
reduction in Gibbs’ free energy (E.D Sloan, 1998).

A system including hydrate will always strive towarthermodynamic equilibrium or lowest

possible Gibbs free energy if equilibrium cannotréached due to Gibb’s phase rule. Than it

is clear that there are three factors, high tentpexalow pressure and lower chemical
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potential of one of the hydrates components indheoundings that can provoke hydrate
dissociation:

In this work temperature and pressure are assusdideal thermodynamic state properties.

Chemical potential differences and correspondinge frenergy differences related to

concentration differences and phase are the drilonges for hydrate dissociation. Hydrate

dissociation involves breaking the bonds in theraia structure, and diffusing the guest
molecules into the bulk liquid. Dissociating hydras an endothermic process, meaning the
system absorbs energy in the form of heat. Thisllteesn heat transfer towards the

dissociating hydrate, and mass transfer away fla@mdissociating hydrate.

4.3 Hydrate thermodynamics

The theory for hydrate thermodynamics built on wBr Waals’ and Platteuw’s approach
relies on the approximation that the water lattex@ains undisturbed by the presence of guest
molecules. While this might be an adequate appration for guest molecules which are
small compared to the cavity they occupy. Moleculdsch are not small compared to the
cavity size, for instance GOn the large cavities of structure | hydrate, di@a the water
vibration movement and thus affects the free enefghe water lattice. For GQOthis effect
may be of the order of 1 kdole at @C and thus significant. In this work, a revised
adsorption theory due to Kvamme et al. (B. Kvanénkeanaka, 1995) is used.

The expression for chemical potential of waterydrate is

e = 3" -ZRTV"{“ZW] (4.10)
i i

This equation is derived from the macro canonicakeenble under the constraints of constant
amount of water, corresponding to an empty latb€e¢he actual structure. Details of the
derivation are given elsewhere (B. Kvamme & Tandle®5) and will not be repeated here.

oH . . . . .
u," is the chemical potential for water in an emptyltaye structure andi, is the cavity

partition function of componeitin cavity typei. The first sum is over cavity types, and the
second sum is over components j going into cayjpet. In this work , only one type of guest
occupying the hydrates in a given simulation, theosd sum will thus be reduced to a single
term. Herev, is the number of typé cavities per water molecule. For hydrate structure

there are 3 large cavities and 1 small per 23 watdecules,v, = 3/23 andv, = 1/23. In the

classical use of equation (4.10), the cavity partitfunctions are integrated under the
assumption that the water molecules are fixed amthally also neglecting interactions with
surrounding guest molecules. This may be adequaterhall guest molecules with weak
interactions. On the other hand, molecules like, @@ large enough to have a significant
impact on the librational modes of the water mdlesun the lattice. An alternative approach
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(B. Kvamme & Tanaka, 1995) is to consider the gussvements from the minimum energy
position in the cavity as a spring, and evaluageftbe energy changes through samplings of
frequencies for different displacements in the avA molecule like methane will, as
expected, not have significant impact on the watevements (B. Kvamme & Tanaka,
1995). CQ on the other hand, will change water chemical a€by roughly 1 kJ/mole at
0°C when compared to the assumption of undistufbesti water molecules. The cavity
partition function may thus be written as:

plutt-ngie)

h =" (4.11)

Where Ag‘j?C now is the effect of the inclusion of the guestienalej in the cavity of typea ,

which as indicated above is the minimum interacteergy plus the free energy of the
oscillatory movements from the minimum position. Bydrate equilibrium the chemical
potential is equal to that of the chemical potdrdfathe guest molecule in its original phase
(chemical potential of dissolved GOr CH, for the case of hydrate formation from aqueous
solution).

Equation (4.11) can be inverted to give the chehpogential for the guest as a function of
the cavity partition function:

Inhy = Blu" -agh)

Wherep = %
1 inc
Inby == " ~Ag] )
u =0gie +RTInh, (4.12)

Equation (4.12) is basically derived from an edpilim consideration but may be used as an
approximation for bridging chemical potential tongmosition dependency. The relation
between the filling fraction, the mole fractiongdahe cavity partition function is

g = Ni hy
i V-(l—XT) 1+Zjhji (4.13)

Here X; is the total mole fraction of all the guests. Bessmof CQ shape and size, it can only

fit into the larger cavities, and unless some otherst molecule is present, the small cavities
will then all be empty. For a system with only a@mponent occupying the large cavities,
the chemical potential of the guest molecule wdnddeduced to
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! =agee + RTIn -2 (4.14)
v 1-6 |

ji

For methane, which can occupy both large and staaities, a more cumbersome approach
is needed. Initially assuming that chemical posntif methane in the two cavities is the
same. This gives a proportional relation betweentio partition functions independent on
composition.

Hms =Dgps + RTInh,
,Uzl = Ag::lc +RTInh,,

RT(Inh,, —Inh, )=Ag"™ - Ag"

ms ml

(inh, ~Inh,)= 29 ~A0n
RT

Agms ~Agnt
RT
e

h |

_ml — =A 4.15

. (4.15)
The mole fraction of methane, is the sum of the mole fraction in each caviy, largex,
and smalk_ .. The mole fractions are expressed in terms ot#wity partition function from
equation (4.13)

Xs Xt = Xy (4.16)

h h

ms ml
+ Vi

1+hms ° 1+hml+hcl

X

= m_ =B
Trx (4.17)

Hereh, ., h, andh, are the cavity partition functions of methanernmadl cavities, methane

in large cavities and carbon dioxide in large dasitrespectively. The denominator in the
second term can be expressed in terms of the maatédn and one of the partition functions
from equation (4.13) and (4.16).

1+h, +h, (4.18)

23



The patrtition function for C@using equations (4.13) needs to be calculated as:

Xc — hcl
VI (1_XT) 1+hm| +th

Rearranging the above equation in termhggives

- Xc(1+ hml)
i (1_ XT)_ Xe

cl

Inserting the value of, in equation (4.18) gives:

1+hm| +th :1+hml + XC(1+ hml)
VI (1_ XT)_ Xc
1+h, +h, = (1+ hiy )(1"'#} (4.19)
Vl(l_ XT)_XCI

The factor right side in the above equation is avkm constant because €0Only go into
large cavities. This gives the constant C:

_ Xl
C=1+—_Xa_
V(L= )= x, (4.20)

Using equations (4.15), (4.19) & (4.20) results:
1+h, +h, =(1+Ah )C (4.21)
Equation (4.17) can be written in terms of singdetition function:

h A
ey Py 2 (4.22)
1+ th (1+ Ath)C

Now the equation (4.22) can be reduce to get seooiet equation:

th(1+ AmS)CVS + Ahﬂs(1+ hms)vl = B(l+ th)(l+ AhﬂS)C

v.CA+Vv,A- BCAh?, +(v.C +v,A- BCA- BC)h,.~ BC =0 4.23
(4.23)

Equation (4.23) can be written in the form of setoanstant:
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a,(h) +a,(h,e) +a, =0 (4.24)

a, = Alv, +v,.C-BC)
a, =v,C+ Ay - BC(1+ A)
a, =-BC

In the presence of only one guest equation (4.4@)oe rewritten in term of one component:

hms V. + hmI — Xm — B
1+h_® 1+h_ | 1+x, (4.25)
Now from equation (4.15) & (4.18)
1+h, =@+Ah,) (4.26)

Equation (4.25) can be reduced to second orderuemg equation (4.26):

th VS + Ahms V| - B
1+h, ° 1+Ah,

(v,A+v,A-BAhZ +(v,+vA-BA-B)h -B=0 (4.27)
Now in terms of second constant:

a,(h) +a,(h,e) +a, =0 (4.28)

a = Alv, +v, - B)
a, =v, + Ay - B(1+ A)
3, =-B

Solving this with respect to the cavity partitiamttionh, ., all partition functions are known

and the chemical potentials in equation (4.10) @hiti4) can be calculated. The free energy
densities for the hydrate as a function of moletfoas are shown in figure (Figure 4-1).
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Figure 4-1: Free energy density (KJ/mole) as a funtion of the mole fractions of CH4 and CQ at 10C and 40 bar (A
Svandal, 2006)

The surface in Figure (Figure 4-1) is restricted thg complete filling of the cavities
X, +X. < 4/27. However CQ only goes into the large cavities so for mole ticats of CH,

less than the filling of small cavities < 1/27, the hydrate can never be fully occupied, as

can be seen from equation (4.13). Still, the theeaklimit of the thermodynamics for full
occupancy can be evaluated. This can be seen asitttodf region to the right in the figure.
Here, the large cavities are fully occupied by tlaebon dioxide and the small cavities are
partly occupied by methane. In this work, in whaoily pure CQ or pure CH hydrate is used
and only the corresponding two-dimensional progatdiof the graph in fig. (Figure 4-1) is
used. Also note that the plot is simplified andyoapproximate if mixtures were to be used
since the intermediate regions in this figure m@y plotted as an ideal mixture of the £0
hydrate and the methane hydrate. As such it willooorectly represent situations where £O
hydrate obtains extra stability through metharmglof the small cavities.

4.4 Aqueous solution

The chemical potential of GGand CH has the general form in the aqueous phase derived
from excess thermodynamics

# =+ RTIn(y ) +v (P-R) (4.29)
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L is the chemical potential of componenin water at infinite dilution,y” is the activity
coefficient of componeni in the aqueous solution in the asymmetric coneentjy”

approaches unity in the limit ok becoming infinitely small). The chemical poterdiadt
infinite dilution as a function of temperature &wend by assuming equilibrium between fluid
and aqueous phaseg (= ). This is done at low pressures where the sotyhigi very

low, using experimental values for the solubilitydaextrapolating the chemical potential
down to a corresponding value for zero concentmatibhe activity coefficient can be
regressed by using the model for equilibrium teefiperimental solubility data. The chemical
potential of water can be written as:

H, = 15+ RTIn((1-x)y,, )+ v, (P-R,) (4.30)

Where uis pure water chemical potential. The activity dicgéfnt in water can be calculated
from the Gibbs-Duhem equation, but it will be cldseunity.

xdIn(y,)+(1-x)dIn(y,)=0 (4.31)

y. is the activity coefficient of C® for the water/C® system and CHin the water/CH
system.x is the mole-fraction of dissolved hydrate form@0; or CHy).

4.5 Fick’s second law of diffusion

When unsteady-state diffusion takes place in adsoli stagnant fluid, the governing
differential equation, called Fick’'s second lawddfusion.

ac d%c
Where,
c,= Concentrationkgmol/ m’
D, = Diffusivity, m*/hr
x=  Distance in direction of diffusiorm

t= Time, hr

The equation (4.32) is used in the formation of gghéield theory and thermodynamics
involved in the hydrate kinetics (McCabe, SmithH&rriott, 2005).
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5 Simulations

This chapter is divided into two sections. Sectighsl) provide information about the
background of simulations and references takenrahe simulations. In section (5.2), setup
of the simulations has discussed.

5.1 Simulations Basis

Unfortunately there is no experimental data avéeldbr naturally existed hydrates and this
may be due to lack of pressurized core sampling@l-@ovell, Rees, & Rochelle, 2009). So
the references taken are not directly comparalie this work but can give an idea about the
fluxes presence around these areas. The thermodyneomditions for the first four
simulations taken from the following Figure 5-1
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Figure 5-1: Thermal gradient at Nyegga site. (Hovlad, et al., 2005)

Chen and Haflidason (Chen, Haflidason, & knies,80fre working on a project in which
they have taken six gravity cores up to 3.5 m livogy the Nyegga region at depths of 639 to
740 m. The place is located on the edge of the Hgian continental slope and the northern
flank of the Storegga Slide, on the border betwben large oil/gas prone sedimentary
basins— the Mgre Basin to the south and the VdBagin to the north (Biinz, Mienert, &
Berndt, 2003). Totally 41 pore waters were obtaiaaed sulfate gradients measured in the

southeast of Nyegga indicate that methane fluxedarto 49 mmol/rzniyr, which are high in
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comparison with other known methane hydrate sit&%s § Borowski, Hoehler, Alperin,
Rodriguez, & Paull, 2000; D'Hondt, et al., 2004heTYifeng work is part of GANS (Gas
Hydrates on the Norway Barents Sea Svalbard Magmgct. The main objective of GANS
project is to determine the gas accumulations enfdrm of hydrates in sediments on the
Norway —Barents Sea — Svalbard (NBS) margin; inolgichn assessment of their dynamics
and impacts on the seabed, and their response ersdtliments and biota, to provide
knowledge vital for a safe exploitation in o0il andgas production
(http://folk.uib.no/nglbh/GANS/index.htndated 06 Sep. 09 at time 14:14).

(Lijuan, Matsubayashi, & Lei, 2006) estimated methdluxes from sulfate gradient at each
site using the method of Boroski et al. (WalteBSrowski, Paull, & Ussler, 1996). Methane
fluxes converted from the sulfate gradient are Vewat ODP sites 1178 and 1176, only 6 or
8 mol / nfkyr respectively. The methane flux values at siRO# (Toki, Gamo, & Yamanaka,
2001) and ODPsite 1174 similar(77 motkyr), being the highest among all these sites. ODP
site 808 has an estimated methane flux of 62 mbkgr*. The methane flux values of 18
mol m?kyr™ for Carolina rise and Black Ridge estimated byd®eski et al. (1996) using the
same method. In contrast, the methane flux valtegeaHP04, ODP Sites 1174 and 808 are
distinctly higher and close to those predicted deling at ODP Site 1043 (70 mol%kyr™)
offshore Costa Rica (Ruppel & Kinoshita, 2000).

Rehder et al (Rehder, et al., 2004) have calcultieeduxes of CQand CH at depth of 1028

m in Monterey Bay located in the subsurface of Mogy Canyon approximately 15 Km off
the coast of central California. In the experimengthane and carbon dioxide hydrates were
formed by using method explained by stern et alfaaA. Stern, Kirby, & Durham, 1996;
L.A Stern, Kirby, Durham, Circone, & Waite, 2000)he sample were transferred to the
pressurized vessel and transported to the deptt0®8 m using ROV (remotely operated
vehicle) Ventana. The pressure and temperatureitcamat this depth were 10.48 Mpa and
3.5 °C respectively. The system is monitored for 27 bousing time-lapse and HDTV
cameras. Video analysis showed that,@§drate samples were completely dissolved after 3
h: 55 min and the dissolution rates observed wed2 &nd 4.67 mmol CQ nfs. Where CH
hydrates dissolved in 26.3 to 27 hrs and the disisol rates were observed 0.34 — 0.4 mmol
CHy / s,

These rates are generated from freshly formed bggli@nd in Nyegga they have found pore
water cores, in both cases the fluxes are not coabje because this thesis is based on
naturally occurring hydrates which existed from Q0@ears. But these fluxes can show the
difference between the pressurized and none preeducore sampling by comparing with
theoretical work done in this thesis.
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5.2 Simulations Setup

Some simulations ran on Linux clusters in IFT bimgdand the rest of the simulation ran on
hexagon operated by Bergen center of computatgsiahces (BCCS). The phase field code
was programmed by Tamasz Puztai and than first bygeldaszl6 Granasy for the hydrate
system in collaboration with Bjgrn Kvamme (B. Kvamnet al., 2003; Nakashiki, 1998).
Then this code is modified with the assistance rofgssor Tatayana to restart it from any
instant time. Also manage to run the simulationepehdently on parallel processors. The
small changes also made in the code to run on lbexdge phase field model consists of a
narrow 2D planar geometry see Figure 5-2. This iggaructure used to dissociate circle of
hydrate placed in the center surrounded by puneidiqvater. Two different sizes of the
system (5000x5000) and (1500x1500) grids were waswt each grid is calculated using
Lagrange Method which is equal to 1.00E-10 m. Tiheetis calculated using Lagrange
method which is equal to stepmax x innerstepmax08HB-15 s. Phase field model written on
C language in which several inputs are changedrndhre simulations like temperature, size
of the hydrate, total size of the system and camagon in liquids and hydrate at time zero.
The model also consists of a thermodynamic parten@d MATLAB by Atle Svandal (A
Svandal, 2006), which generates tables of the reduhermodynamics parameters at given
temperature and pressure. The simulation generesedts for all grid points in the form of
concentrations for all component and structuraépgdat given time step intervals.

Simulation Setup
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Figure 5-2: : Simulation at time zero, showing thénitial picture of hydrate and liquid water with 50 00x5000 grid
points and a hydrate radius of 1500 grid points.
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6 Results and Discussion

To see the effects of dissociation of methanesiimelations were run on different depths and
temperatures. The change in temperature for cased small that kinetics is only influence
by mass transfer. The several other simulationsewan with isothermal conditions at
varying pressures and at constant pressure wighingatemperatures to show that the kinetics
of heat transfer is significantly faster than kiogtrelated to mass transfer. These simulations
were run with different guest molecules to show #ifect of dissociation. In order to
replicate the realistic conditions the size of kiyelrate considered was comparatively much
smaller than the surrounding bulk liquigss amounts of methane present in liquid will
provide large thermodynamic forces throughout the length of simulations.

6.1 Calculations

The dissolution rates were calculated from then&lage rate using the following equation
(Rehder, et al., 2004):

DR = SRx 2 Mq (6.1)
Ms (Mg +(HNx0.018)

Where,
DR = Dissolution rate (mmol/fs)
SR= Radius shrinkage rate (mm/s)

Py = Density of hydrate (kg/fn
Mg = Molar weight of the guest (kg/mol)

HN = Hydrate number

To calculate the radius shrinkage ra®R(, the code is made on MATLAB which used
phase ordering parameter ¢ already calculated by the phase field code. This MATLAB
code is based on the following equation:

(1, -1,)x 100E -10
(t, —t,)x 100E -15

SR= (6.2)
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where |, and |, are the integrals at timés andt, respectively. Hydrate density, , is

calculated using the following formulation by SidanD (E. Dendy Sloan & Koh, 2008)

N
— Ny MW, o +z §=1Zi=l‘9ij VMW,
N eV,

Ava " cell

(6.3)

Where,

g, = fractional occupation of cavityby component J
N,, = number of water molecules per unit cell (Tehl&)

N,.. = Avagadro’s number, 6.023 x Zanolecules/mol

Ava

MW, = molecular weight of componedt

MW, , = molecular weight of water
v.= number of typa cavities per water molecule in unit cell (Tabl8)6.

V,

i = vVolume of unit cell (dimensions in Table 6.3)
N = number of cavity types in unit cell

C = number of components in hydrate phase

The fractional occupatior, depends on pressure and temperature calculatestjigtion
(6.4)
CP

g, =—
iJ 1+CiP (64)

where C, is Langmuir constant an® is the dissociation pressure (E. Dendy Sloan &,Koh

2008). Langmuir constants for individual componendispend on temperature and are
calculated by the following equation (I. U. F. Mgom, 1981)

lgC, = 0.43424A- BT) (6.5)

where A and B are constants, the values of which are shown ibleT&.1 and T is
temperature of the system being used in Kelvib (IF. Makogon, 1981).
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Table 6.1 Value of constarts A and B for structure | (. U. F. Makogon, 1981)

Constants A and B (Structure |
Componen Small Cavities Large Cavities
As Bs Ac BL
CHy4 6.915: 0.0315! 6.096¢ 0.0279:
CO; 14.997¢ 0.0588:¢ 15.207¢ 0.0588t

To calculate the dissociation pressuthe stability curves for methane and carbon dio
were generateasshown inFigure6-1 using computer progralCSMgey made by Sloan E. |
(E. Dendy Sloan & Koh, 200.
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Figure 6-1: Stability curve for methane and carbon dioxide geerated from computer programe(E. Dendy Sloan &
Koh, 2008

The dissociation pressures calculated at requanegbératures as discussed in sec¢(5.1) are
shown ir Table6.2.
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Table 6.2: Dissociation pressure at required tempetares.

Temperature (K) CH, Dissociation pressure| CO; Dissociation Pressure
(bars) (bars)
273.25 25.767 -
273.21 26.50 -
273.17 26.41 -
274.65 30.35 14.95
276.65 36.69 18.71
278.65 44.46 23.64
280.65 54.10 30.26
281.53 58.59 -
282.65 66.10 39.80

These temperatures and pressures used to calthédtactional occupancy for large and
small cavities. The other required values wWéye v, andv,,, were taken from Table 6.3.

cell s

Table 6.3: Geometry of hydrate crystal structure 1.(1) No. of oxygen atoms at the periphery of each ¢ity.(2) Lattice
parameters are a fucnction of temperature, pressurand guest composition. Values given are typical avage values.
The table is modified using data from Sloan E. D (E. &ndy Sloan & Koh, 2008).

Geometry of Cage
Hydrate crystal structure Structure |
Cavity Small Large
Description 512 5%
No. of cavities/unit cell (v) 2 6
No. of water molecules/cavity (W) 20 24
Lattice parameters 12A (@ = =y =90

The hydrate number is calculated by using the ifsaat filling of small and large cavities
(equation (6.6)).
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HN=———
205 + 66,

(6.6)

Simulation ¢ was extrapolated till the depth of M3Q@equation (6.7)) in order to study the
effect of temperature and pressure near the giabilrve (Figure 6-1).

P =P, +pg(z—2z)
oC (6.7)
T=T,+ 0.036Z(z - Z,)

Results from this section are presented in AppeAdix

6.2 Case I: Methane simulations at different depths

Four simulations a, b ,c and d for methane wereorudifferent depths 500, 639, 730 & 740
meters respectively. The temperature and pressumditons taken for the simulations a, b &
d were from Nyegga cold seeps as shown in Figureabe well inside the stability region.

Table 6.4: Simulation run on different depths.

Simulations Name| Mpftsiml1 Mpftsim2 Mpftsim4 Mpftsim3
(a) (b) (€) (d)

Temperature (K) 273.25 273.21 281.53 273.17

Pressure (bar) 50 63.90 72.56 740

The size of the system was taken 5000x5000 gridtpavhich correspond to area 2.5E-13
m?. The total hydrate unit cells in the initial solicere 31.41676E+05 with radius of 1000
grids cells shown in Figure 5-2 which correspormisitcular area 3.1415E-14°mAll the
simulations were run to 16.13E+06 total time stéys corresponds to the time of 16.13 ns.
The ratio between solid and liquid was adjustedoaachieve the stability. In this case the
solid to liquid ratio was taken as 1 : 2.5.
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Table 6.5: The properties used to setup the simulatns.

Grid points for all five simulations 5000x5000
Corresponding area in‘m 2.50E-13
No. of time steps 16.384E+06
Total time in seconds 16.384E-09
Mole fraction of CH in hydrate 0.14

Mole fraction of water in liquid phase 1.0

The CH, concentration initially was adjusted to 0.14 i thydrate (Table 6.5). The mole
fraction in the liquid was adjusted to 1.00e-08e Tloncentration of methane in liquid was set
to get the differences in concentration or moreigedy the corresponding chemical potential
differences which liberate the diffusion from hyirégowards liquid side.

The concentrations have been calculated inside cantside the hydrate at different time
intervals for all the simulations shown in Figur@ & Figure 6-3.

Concentration inside hydrate at different regions
Simulation a Simulation b
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Figure 6-2: Methane concentration inside the hydrat at different points. A, B, C, D & E are points whi& 10.0E-9A,
30.0A, 60. 0A, 80.0A & 1000.0A away from the origa interface respectively.

Initially (t=0) Figure 6-2 & Figure 6-3, the moleattion equals the initial values which show
that CH, has not yet diffused. To get the clear vision dfudion inside the hydrate, the
concentrations have been taken on five points ACBD & E corresponding to values 104,
30A, 60A, 80A and 1000A respectively, showing dist from the original interface. If the

36



concentration of methane drops below the hydrateilgy limit for the given temperature and
pressure, a chemical potential driving force towatissociation will arise as shown in Figure
6-2 lines A, B, C and D. The sudden drop in conediains in all four cases is due the
dissociation pressure reached and hydrate complelislsociated. The maximum mole
fraction decrease observed was 0.004469, 0.0046663219 and 0.004814 in all four cases
respectively, this difference in fractions duehe effect of concentration gradient as moving
away from the original interface.

% 10° Concentration in liquid 40A aways from original int erface

Concentration(Mole Fraction)

L e e

0.8 1.2 1.4 1.6 1.8
Time(sec) -8

Figure 6-3: Methane concentration taken inside théiquid 40.0A away from the original interface. a, h ¢ & d are
simulations name which are at depths of 500, 63930 & 740 meters respectively.

Rapid increase in the concentration observed atefarside of the Figure 6-3 is an initial
relaxation of a system into a physical realisticé¢rface. Concentration gradually increased
following the profile towards stability after thgoint. Simulation d at depth 740 meters has
higher methane concentration due to higher thermawfyc driving force in comparison to
other simulations (a &b). The higher amount of raethreleased in simulation ¢ (Figure 6-2)
from original hydrate phase to bulk liquid phaseyrtends to formation of hydrate due to this
reason less gain in concentration of methane imlaton ¢ have seen (Figure 6-3). Figure
2-1 on the right side of this curve the rate ofcamtration is decreased due to the driving
force decreased is inversely proportional to thereasing concentration of methane in
surrounding liquid.

To observe the movement of methane from solid ptasquid, the velocity on the interface
is determined by tracking th values. The velocity on the interface is calculated using
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equation (6.2). From this velocity the dissolution rate was caltedausing equation (6.1) and
the data from these calculations saved in CD atatlad with this thesis, from which the
Figure 6-4 is generated.
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Figure 6-4: Methane Dissolution rate has been caltated at different depths and time upto 16.13 ns.

The initial value of flux was high due to the iaitirelaxation as mentioned above. To show
the actual dependency of dissociation on drivingds the close look on the curve has shown
in the Figure 6-4. The rate is decreasing gradutgr this relaxed point on the curve. One
reason for this is the decrease in thermodynamigndr force which is proportional to the
increasing chemical potential in the surroundingiesiys solution. The noise seen on
calculated curves that is due to the grid effdttsan be seen that increasing depths leads to
increase in flux. Simulations a, b, ¢ and d atehd of this plot have 1040, 2827, 2929 &
2827 mmol/ms respectively. These results cannot be comparalie the reference
mentioned in sectiofb.1), one reason for such high fluxes that the systdhmst reached at
equilibrium. This can be seen clearly from Figur2 & which the point D in all four
simulations just 80A away from the original intexdastill at its initial stage showing the
slight decrease in concentration and no changéssreed at point E which is 1000A away
from the original interface. To compare the resulith the references an extrapolation has
done using power law.

The interface in this simulation is perfectly falle the power law which is proportional to
square root of time showing a diffusion controlqgass. To compare the values of dissolution
rates (sectioff5.1)), the flux is extrapolated to experimental timalss.
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6.2.1 Extrapolation

The extrapolation has done to 3.1536E+20 nano sisdoom 16.384 nano seconds in all four
simulations which is equal to 49ears (Figure 6-5).

Methane Dissolution Extrapolation
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Figure 6-5: Extrapolation of dissociation rate uptil10000 years.

Due to the length of the time scale the values yw&ted in the figure with 100 years of time
intervals. After 10000 years the dissociation ratese 6.539E-09, 1.441E-08, 1.45E-08 &
1.557E-008 mmol/fis converted to 0.2062, 0.4544, 0.4573 and 0.4910Ifmfyr units for
simulations a, b, ¢c and d respectively.

Chen and Haflidason (Chen, et al., 2008) have tbkxd the fluxes in Nyegga region using
cores from inside of pockmarks. Sulfate gradieneasared in the southeast of Nyegga at
depth 639 to 740 meters indicate that methane $laxe 15 to 49 mmol/yr. The simulation

b and d runs on the same conditions and showstaeviom the experimental results. The
reason for these slight differences might be thek laf pressurized core sampling as
mentioned before. But these confirm that conditionghe south east of Nyegga are suitable
for methane accumulation and gas hydrate formafidrese results might still higher in
comparison to the original condition present im.sitBecause the porosity effects were not
included in this work and the presence of salt ionthe water which will lower the chemical
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potential of the water in the aqueous water phadenall also affect the chemical potential of

the guest molecules in the aqueous phase. Thenitineduce water chemical potential and

such imply a reduction in thermodynamics drivingce This will in turn reduce the rates of

growth and dissociation of hydrate. But the tofée is more complex since it depends on
the chemical potentials of guests in the electeosalution of given ionic content. Another

effect is might be the lack of hydrodynamics whismot included in this system. From the

limited background data on the Nyegga samples hed\tyegga system as such it remains
very uncertain at this point what the observed eslactually reflect. It could be methane

fluxes from dissociating "massive" hydrate below #amples but it can also be fluxes where
hydrate is forming and dissociating dynamicallyanidition to allowing free gas to pass and
migrate upwards due to large size of channels t(fras, faults) which is not able to be

blocked down to very low permeability.

6.3 Case II: Dissolution of methane at 104.8 bars pressure.

The simulations of methane run at 104.8 bars pressudifferent temperature (Table 6.6) to
see the effect of dissolution rate.

Table 6.6: The names and temperatures for all the siatations at 104.8 bars pressure.

Simulations Name| mmpftl mmpft2 mmpft3 mmpft4 mmpft5
(m1) (m2) (m3) (m4) (mb5)
Temperature (K) 274.65 276.65 278.65 280.65 282.65

The model has been used with a 2D narrow geomatrgrsion 15001500 grid resolution
with 150 grid radius which corresponds to 2.25Eh?% system area and 7.068E-16 m
hydrate area respectively. The methane concemntratifusted to 0.14 mole fraction assuming
completely filling of small and large cavities.

The concentration in liquid has taken 1.00E-10 minéction to create the gradient of
concentration between both phases. As mentionemtd#ie concentration of water in liquid
was assumed 1 mole fraction (Table 6.7). The hgdtatliquid ratio adjusted to 1 : 5 to
achieve complete dissociation of hydrate. The saorhs were run to 28.90E+06 total time
steps this corresponds to the time of 28.90 ns.
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Table 6.7: Properties used to setup the simulations.

Grid points for all five simulations 1500%1500
Corresponding area in‘m 2.250E-14
No. of time steps 28.90E+06
Total time in seconds 28.9E-09
Mole fraction of CH in hydrate 0.14

Mole fraction of water in liquid phase 1.0

To see how the simulation behaving with time and length of the system three plot were
plotted for phase ordering parameter ¢ and concentrations.

time=0ns time =1.024 ns time = 4.096 ns
0’7
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time =9.216 ns time =16.384 ns time =28.9 ns Ldoa
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Figure 6-6: The phase ordering parameteip of the dissociating hydrate at 104.8 bars pressuiand 276.65 K

temperature. ®=0 denotes the solid ang=1 corresponds to liquid shown in a color matchindpar on right side of

picture and interface is between these two phaselsasvn with thin color circles around blue hydrate (mmpft2).

Figure 6-6 shows the dissocition of methane hydeaté04.8 bars pressure and 276.65 K
temperature with respect to time. And also exptegrihat how an interface between solid
hydrate and liquid phases developed.
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The Figure 6-7 plotted by making a cross sectiomfi750 grids on x-axis till length of the y-
axis for all the images. Figure 6-7 provide theacleision of methane dissociation which is
proportional to the reduction of well with respéattime. In Figure 6-8 the concentration of
methane has shown that methane after dissociaduced to 0.0044 mole fraction.
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Figure 6-7: The phase ordering parameteip of the dissociating hydrate at 104.8 bars pressuiand 276.65 K
temperature. The well in above graph shows the lenigtof hydrate and solid line between phas® 1 and® 0 values is
interface(mmpft2).

Figure 6-9 shows the fluxes of methane at diffetemperatures. These fluxes calculated
using the same method as mentionefCase |) From original graph, it is difficult to see the

change in flux with temperature rise, so zoom @& ¢naph shown right side of the figure

which clearify the hypothesis that flux is directiyoportional to temperature.
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Figure 6-8: The mole fraction of methane at 750 grisl cross section on x-axis pressure 104.8 bars antb®5 K
temperature. The mole fraction in solid shown is 04. The reduction in well with respect to time showprocess of
dissociation. (mmpft1).
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To see the same effect clearly, the data from leeefigure is ploted in 3-dimensional plot
(Figure 6-10). The fluxes obtained from resultetatomplete dissociation of hydrate are
2.1265e+003, 2.1468e+003, 2.1646e+003, 2.1801ea003 4.3875e+003 mmolfm
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Figure 6-10: Dissociation of methane at differentémperature.

6.3.1 Extrapolation

Figure 6-11 & Figure 6-12 shows that the simulagi@nfectly follows the power law t*?2
showing the diffusion control process. The simolasi were extrapolated to 3.1536E+20 ns
which is equal to 10000 years. After 10000 yeass dissociation rates were 1.867E-009,
1.857E-09, 1.835E-09, 1.235E-08, 1.24E-08 mm/niThese differences in fluxes in
comparison with the fluxes shown ¢ase lare due to the size of the system. The simulation
at pressure 104.8 bar and temperature 276.65 lexteapolated to 9.7200e+013 ns which is
equal to 27 hours. The value after extrapolatioB.G21E-05mmol/i/s. Rehder et al. (2004)
calculated methane fluxes by taking the samplesaihane at the depth of 1028 m using the

44



ROV (remotely operated vehicle) Ventana. The pmessund temperature condition at this
depth were 104.8 bar and 276.65 K respectively. Tigher pressure in the vessel is
maintained to allow the sea water to flow throudfese samples. The methane fluxes
dissolved in 26.3 to 27 hrs and dissolution ratesevobserved 0.34 — 0.4 mmofén

10 Methane Dissolution Extrapolation
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Figure 6-11: Extrapolation of dissociation rate at 04.8 bars pressure and different pressure upto 1000/ears.

This experiment can not in any aspect be compardidet simulations presented here for two
important reasons. The first is that the hydratega was artificially made and not aged like
natural hydrate. By aging it is referred to thecdssion of degrees of freedom and the system
being overdetermined (sectidt?) in terms of Gibbs phase rule. Such a systemngiid long
time to rearrange into compact hydrate since iniyalrate films on gas/water interface may
encapsulate unconverted water as well as uncouvgas

The second reason is that the mole fraction of amethn hydrate may be close to 0.14, which
is orders of magnitude higher than seawater sdtylait these conditions of temperature and
pressure. This may result in some released metbairgy dissolved into seawater on a
molecular level while large portions of the relehssgethane can be distributed in seawater as
bubbles ranging from nano scale up to visible sddy@lrodynamics has not been included in
this first work on estimating dissociation fluxesdais one of the issues proposed for further
work along these lines.

45



Methane Dissolution Extrapolation x 10"
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Figure 6-12: Extrapolation of dissociation rate at 04.8 bars pressure on different temperatures upto000 years.

There are several ways to incorporate hydrodynameéegying from algorithms which makes
an external coupling to solution of Navier-Stokesat more fundamental implicit scheme
derived from the extensive formulation of the fexeergy functional. The reason behind this
huge difference in fluxes might be the pressuraligrd between the naturally existed gas
hydrate and hydrate contained inside the vessd. higher pressure caused higher flow of
water through these samples and thus the rateddshiginer in comparison to the hydrates
that exposed to the sea floor. Another reasonhigri$ the size of the system which might be
effective but again as mentioned before the hydradycs and sea water salinity is not
included in this work due to this reason the ratakulated were assumed that higher in
comparison to the originally existed hydrate. Thkeo simulations have shown the same
behavior (Figure 6-13).

6.4 Case III: Dissolution of CO; at 104.8 bars pressure at different
temperatures.

The geometry of the system adjusted to 1500x15@fs gesolution which corresponds to
total area 2.25E-14 frof the system and the radius of the hydrate sgreadr 150 grids. It
means the area of the hydrate is 7.068 The simulations run for the complete dissociation
of hydrate. To show the comparison between eachlation the same time was used namely
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total dissociation time of mcpft5 (Table 6.8). Tinele fraction of CQin the hydrate is 0.11
and in liquid is 1.00E-10 mole fraction.

Table 6.8: The names and temperatures for all the sintations at 104.8 bars pressure.

Simulations Name| mcpftl mcpft2 mcpft3 mcpft4 mcpfts
(C1) (C2) (C3) (C4) (C5)
Temperature (K) 274.65 276.65 278.65 280.65 282.6%

As mentioned irCase llconcentration of water in the liquid phase také€®Inole fraction
(Table 6.9).

Table 6.9: Properties used to setup the simulations.

Grid points for all five simulations 1500%1500
Corresponding area in‘m 2.250E-14

No. of time steps 10.82E+06
Total time in seconds 10.82E-09

Mole fraction of CQ in hydrate 0.11

Mole fraction of water in liquid phase 1.0

The hydrate to liquid ratio adjusted to 1 : 5 thiage complete dissociation of G@ydrate.

At the end of all the simulations when all the ratdrdissociated, the mole fraction of 0
agueous solution is 0.0036. The initial value okflvas high due to the initial relaxation as
mentioned in previous cases. To show the actuarigncy of dissociation on driving forces
the close look on the plot has shown that the asmein temperature leads to increase in
dissociation of CQ(Figure 6-13).

Figure 6-14 generated to show the clear effectecfehse in dissolution rate. The dissolution
rates calculated at the end of all the simulatiwshen no hydrate left in the system were 2657,
2872, 3112, 3223 and 3379 mmoiénThe dissociation of hydrate is proportionalte £/
indicating diffusion control process (Figure 6-15-&ure 6-16).
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6.4.1 Extrapolation

The extrapolation of the simulation done using pola® as mention in previous sections it is
perfectly follows it. Extrapolated results showtth# the simulation following the same trend
and change in their rates are so small that camneisible from Figure 6-15 . Figure 6-16 is
plotted to provide clear behavior of all the sintigas.

CO_, Dissolution Extrapolation
1010 2

Dissolution Rates (mmol/m 2s)
&

=
o

10-10

Time (years)

Figure 6-15: Extrapolation of dissociation rate at 04.8 bars pressure on different temperatures uptoQ000 years.

The extrapolation done to compare the values wiffeemental scale, the dissolution rates
after 10000 years 3.059E-10, 3.124E-10, 3.387E6143E-10 and 6.936E-10 mmofsn
The simulation with temperature 276.65 K and pressl04.8 bar were extrapolated to
1.41E+13 ns which is equal to the 3 hours and 5bB. riihe rate obtained from this
extrapolation is 1.735e-005. Rehder et al. (20124) done experiment mentioned in previous
case calculated the GUOluxes on the same conditions. The £€8amples completely
dissolved after 235 minutes and dissolution rateserved were 3.62 and 4.67 mmadgm
These results are higher in comparison with thiskwdhe reason might be the same as
mentioned in previous section.

CQO;, fluxes are higher in comparison with the methale better compare the dissociation
rates of CQ and CH hydrate, simulations with similar initial conditie like temperature,
pressure were used (Figure 6-17).
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Figure 6-17: Comparison between C@and CH, from simulation C3 and m3 simulations.
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The simulations C3 and m3 were plotted to showdifference in dissociation rates. Initially
the curves show strange behavior in which the rdéetine rapidly and Cfrate is less than
the CH,. The reason behind this anomaly might be the ligdralution needs time to stabilize
itself from the unnatural initial with a steep centration and phase field front. The system
needs some time to relax into a natural state avitinoper interface between the two phases.
After this point the dissociation rate or interfacdocity steadily decreasing and it has seen
that CQ rates remain higher throughout the simulationsTikimight be the reason that the
CO; is more soluble than methane.

6.5 Case IV: Dissolution of Methane at 276.65 K temperature.

The setup of the system is shown in Table 6.11.siimeailations of methane run at 276.65 K
temperature on different pressures (Table 6.103e® the effect of dissolution rate. The
concentration in liquid has taken 1.00E-10 molectiom to increase the transport rate in
between two phases. As mentioned before the caatiemt of water in liquid was assumed to
1 mole fraction (Table 6.11). The hydrate to liquatio adjusted to 1 : 5 to achieve complete
dissociation of hydrate. The simulations were ron3tL.684E+06 total time steps this
corresponds to the time of 31.684 ns. At the endllathe simulations when all the hydrate
dissociated, the mole fraction of methane in agaewmlution is 0.0048.

Table 6.10: The names and temperatures for all thersulations at 104.8 bars pressure.

Simulation Name Pressure (bars)
mmpftcT1 (m6) 24.8
mmpftcT2 (m7) 44.8
mmpftcT3 (m8) 64.8
mmpftcT4 (m9) 84.8
mmpftcT5 (m10) 104.8
mmpftcT6 (m11) 124.8
mmpftcT (m12) 144.8
mmpftcT (Mm13) 164.8
mmpftcT (m14) 184.8
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The methane concentration adjusted to 0.14 molgidra assuming completely filling of
small and large cavities.

Table 6.11: Properties used to setup the simulations

Grid points for all five simulations 1500%1500
Corresponding area in‘m 2.250E-14
No. of time steps 31.684E+06
Total time in seconds 31.684e-009
Mole fraction of CH in hydrate 0.14

Mole fraction of water in liquid phase 1.0

The flux is calculated using the same method meatidn previous cases. Figure 6-18 shows
slight change in dissolution rate with increasgiassure at constant temperature. The rates
are declining with increase in pressure. The valokslissociation rates from results are
4.099E+03, 4.054 E+03, 4.010E+03, 1.983E+03, 3.902E 1.951E+03, 1.920E+03,
1.890E+03 and 3.685E+03 mmofsn
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Figure 6-18: Dissociation of methane at different gpssures.
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6.5.1 Extrapolation

The dissolution curves do not follow exactly theveo lawa t2 under condition with lower

driving forces the simulation shows deviation frédms but the long time behavior converges
towards the above power law (Figure 6-19). Theeslobtained from the extrapolations are
1.86e-009, 1.59e-008, 1.65e-008, 1.24e-008, 1.P8e-D24e-008, 1.66e-008 and 1.82e-009
mmol/nfs.

Lijuan et al. (2006) estimated fluxes from sulfgtadients at each ODP site of Nankai trauf.
The fluxes converted from the sulfate gradientsveay low at ODP sites 1178 and 1176,
only 6 or 8 mol / fKyr respectively in comparison to other sites I{P04 and ODP 1174
have shown 77 mol/fkyr being the highest among all these sites. OD&s 808 has an
estimated methane flux of 62 mofkgr. To compare the results with these referenhes t
result with higher pressure was converted to tliereaced scale. The simulation m18 with
pressure 184.8 bar and temperature 276.65 k ceavertlux of 57.3955 mmol/fRyr, which

Is close to the values obtained from these ODR.sii¢her simulations with lower pressure
have shown higher dissociation rate, the reasomdehis anomaly might be the factors
mentioned in previous sectioned.
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Figure 6-19: Extrapolation of dissociation rate a76.65 temperature on different pressures upto 1000years.

53



6.6 Case V: Dissolution rate of COz at 276.65 K temperature

The simulations of C@run at 276.65 K temperature on different press(ifrable 6.12) to see
the effect of dissolution rate.

Table 6.12: The names and pressures for all the simatlons at 276.65 K.

Simulation Name Pressure (bars)
mcpftcT1 (m6) 24.8
mcpftcT2 (m7) 44.8
mcpftcT3 (m8) 64.8
mcpftcT4 (m9) 84.8
mcpftcT5 (m10) 104.8
mcpftcT6 (m1l) 124.8
mcpftcT7 (m12) 144.8
mcpftcT8 (m13) 164.8
mcpftcT9 (m14) 184.8

The model has been used with a 2D narrow geometrgrésion 1500x1500 grids resolution
with 150 grids radius which corresponds to the ave®.25E-14 rh and 7.068E-16
hydrate area respectively. The £€bncentration adjusted to 0.11 mole fraction assgm
completely filling of small and large cauvities.

Table 6.13: Properties used to setup the simulations

Grid points for all five simulations 1500%1500
Corresponding area in°m 2.250E-14
No. of time steps 11.025E+06
Total time in seconds 11.025e-009
Mole fraction of CQ in hydrate 0.11

Mole fraction of water in liquid phase 1.0
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Figure 6-20: CO, fluxes at temperature 276.65 K and different presses.
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The concentration in liquid has taken 1.00E-10 minéction to create the gradient of
concentration between both phases. As mentionemtd#ie concentration of water in liquid
was assumed to 1 mole fraction (Table 6.13). Thdrdtg to liquid ratio adjusted 1 : 5 to
achieve complete dissociation of hydrate.

The simulations were run to 11.025E+06 total tineps this corresponds to the time of
11.025 ns. After dissociation of complete hydrdite mole fraction in the liquid is 0.0037.
The dissolution rates calculated at the end otha&lsimulations when no hydrate left in the
system were 7413.20, 7344.88, 7344.88, 7344.884.6089703.74, 9703.74, 9703.74 and
7277.81 mmol/rfs shown in figures (Figure 6-20 & Figure 6-21).

6.6.1 Extrapolation

Figure 6-22 shows that the simulation do not follewactly the power lave t? under

condition with lower driving forces the simulatishows deviation from this but the long time
behavior converges towards the above mentioned mpdew. The simulations were
extrapolated to 3.1536E+20 ns.

The extrapolation done to compare the values wiffeemental scale, the dissolution rates
after 10000 years 1.63e-08, 2.889e-08, 2.925e-0832:-08, 8.140e-08, 2. 996e-08, 3.031e-
08, 2. 960e-08 and 6.91e-08 mmadkm

Brewer et.al (P.G. Brewer, et al., 2002) meastinedrise and dissociation rate of released
CO: droplets by injecting Coat a depth of 800 m and the sea temperature waSa. K. The
initial dissolution rate under these conditions Basumol/cm? s. This value in comparison is
very high, as stated before the release o €&m a rising droplet (Figure 6-21) is more
likely to be dominated by breaking/release/refognarf hydrate film. Factor affecting bubble
hydrodynamics is the fluid properties.

The fluid viscosity, and density, both of which yavith temperature, affects the drag force.
If the dissociation rate is slower than the diftustontrolled dilution in the surrounding water
then there is no bubble formation during the diggamn itself and hydrodynamic impact on
the phase transition process can be ignored.

This work may not be directly applicable to the sfien of disposal of liquid CQat the
bottom of oceans, which requires depths greater 3080 meters where liquid GBecomes
heavier than sea water (P.G. Brewer, et al., 1998)s is one of the planned task which was
not completed due to the thermodynamic tables Umse@hase field model have pressure
limitation up to 250 bars. The coworkers of thisup still working to expand these tables and
due to the time limitations it is impossible to qaete this task.
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Figure 6-22: Extrapolation of dissociation rate a76.65 temperature upto 10000 years using power law
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7 Conclusions

In this work, Phase Field Theory (PFT) has beenieghpo model the dissociation of methane
and carbon dioxide hydrate towards pure water.viEmsion of PFT applied in this work does

not contain hydrodynamics and is as such limitedsyetems where distribution rate of

dissolved methane in surrounding water througtudifin is faster than the dissociation rates.
Or put in other words - appropriate for dissociati@tes that does not involve bubble

formation on any size level (hano to makro).

The concentrations of methane and ,Ci@ liquid were set to get the differences in
concentrations or more precisely the correspondingmical potential differences which
liberate the diffusion from hydrate towards liqside.

The conditions of the model studies have been chtwseeflect some actual situ sites, from
which there exist measured fluxes of methane. Thezevery few data on this and it is very
unclear what the published rates actually refleGise of the systems, Nyegga, is not well
described in the litterature and might not evenve# understood at this point in terms of the
origin of the methane fluxes. These fluxes couldrben deeper dissociating hydrate but also
from free methane gas from below, or combinatidkisother system reported in the open
litterature was created in laboratory and expdseseawater at given depth, which makes
this system questionable in the sense that theedegfr convertion into hydrate in the first
place is unknown. For both of these system the &fimated fluxes are orders of magnitude
lower and the reason might be that the measure@dlare dissolved methane as well as
methane distributed as bubbles (nano scale andrdpwasize).

In addition to the specific conditions related bege sites a limited sensitivity analyses of
dissociating rates have been conducted. The mduelss that at constant pressure the
dissociation of Chl and CQ increases with increasing temperatures, while atstant
temperatures the dissociation rates of these gdwates decreases with increasing pressures.
This is reasonable according the chemical poteofiakater in the hydrate, for which the
strength of the hydrogen bonding increases withedesing temperatures (all temperatures are
above ice freezing temperature). Increasing predswers the chemical potential of water in
hydrate due to the impact of the guest moleculenited potential primarily. It was observed
that CQ rates remain approximately 2 orders of magnitudédr than ChH throughout the
simulation. One reason might be the thermodynamifc€0, in agueous solution, which
results in a substantially higher solubility thaHC

Due to technical problems and limited computer ueses it has not been possible to run the
simulations long enough for them to stabilize. Theerface between the liquid and solid
perfectly follows the power law which is proportanto square root of time showing a
diffusion control process. To compare the valuesddsolution rates, the fluxes are
extrapolated to experimental time scales. Obsefexkes are larger than what can be
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expected from hydrate dissociating and moleculdiffysing into the surrounding water. The
reason for these differences might be the effestbhity, hydrodynamics etc.
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8 Future Work

Phase field theory is computationally very expeass it a lot of time to run the simulations
on computers. It is therefore important that thenarical routines are optimized for the best
performance. Adaptive grid technique is anothefoopto improve the code. Presently the
simulations are done on a equidistant grid, whishnot very efficient since the most
important dynamics are taking place at the interfa&ewer grid points can be obtained by
making the spatial resolution larger in the nealk begions. The present thermodynamic
package for the phase field model has pressureg@angerature limitations with the upper
pressure limit of 250 bars and lower temperaturgt lof 273.15 Kelvin. These limits need to
be expanded. Due to this limitation a planned sathoh set for lake type storage of £(@
pressure of at least 300 bars needed) was notrperto

However, hydrodynamics is an important factor whiekeds to be defined into the code.
Hydrodynamics is the study of fluids in motion. tas affecting hydrodynamics are the fluid
properties such as velocity, pressure, density tamgerature, as functions of space and time.
Proper implementation of hydrodynamics should bke @b account for dissociation with
rapid agglomeration of released methane into bgbatewell as effects of merging bubbles
through bubble collisions. Considering that is segoossible to simulate systems up to
microscale this is expected to be a significantrompment in studies of the types of system
discussed in this thesis. The effect of hydrodymans also expected to play a significant role
in modeling a rising droplet surrounding by £i@ydrate, or the moving ocean water above a
CH, reservoir or CQ@ lake. Therefore, there is a need of inclusion bgignamics in phase
field code. There is a work going on to implemerategies for extensions of the PFT model
to account for gravity, density and natural gashbeldormation in surrounding water. An
example of a phase filed model which includes flfiav is published by Tegze et. at.
(2005).

Similarly, chemical potential of the water and gueslecules in the aqueous phase will be
affected by the presence of salt ions in the watethe presence of ions, thermodynamics
driving force will be reduced due to the reductiorwater chemical potentials. This will have
impact on the growth and dissociation rates of &tgdrThe chemical potentials of guests in
the electrolyte solution of given ionic contentiMirther make the total effect more complex.
This problem can be handled if the properties drafrical potential of water is estimated as
the function of salinity separately and used in piase field simulation. Also, the guest
solubility in electrolyte solution is calculateddathe corresponding chemical potentials for
these guests are estimated as the function of waterontent. On the other hand, since ions
do not participate in the hydrate formation it slkdoalso be possible to include these ions in a
straightforward fashion through extension of theageh field theory to the number of
components needed. This would in principle makabié to study the impact of ion increase
in the surrounding water during hydrate formatiamd éa corresponding dilution during
dissociation towards aqueous phase. PracticallyGR& time would increase more than
proportional to the number of components sinceinbegration over concentration involves
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differential equation of the fourth order in comtrdao phase field which only extends to
second order differential equations.

On the contrary, Implementation into ocean currant turbulence models to further
enlighten us on where the dissolved {fd CQ ends up, and how much eventually reaches
the atmosphere. This implementation requires sfiogtion of results into simple regression
models of rigorous phase field simulations. A fsgtp in this could be to investigate which
proportions of the kinetics that can be explaingd hass transport rate according to
comparisons with solutions of Fick’s law.

Moreover, Hydrates in reservoirs are formed wittha pores. Thermodynamic properties of
the fluids and hydrate molecules at the minerdilaserare therefore an issue of significance
that depends upon the size of the pores and thodfisprineral surfaces. This system size can
be within the reach for the phase field model towdate.

Finally, development of a phase field theory thatluding the possible breaking of the
hydrate film. Currents and turbulence can possibiBak the hydrate film on top of a €O
lake, enabling large quanta of liquid €@ escape. A rising CQOdroplet will constantly
shrink, and this could easily cause the thin hydfifin surrounding it to break up. Molecular
simulations have proven to reproduce experimentalrdie equilibrium and we might
therefore also use molecular simulations to eséartfa mechanical strength of hydrate.
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Nomenclature

AG
AG;

AG,

AS' BS

ALJ BL

kdr kr
dm

dt

ce

Total Gibbs free energy
Surface free energy
Volume free energy
Radius

Interface area

Crystal surface area

Constants for small cavities structure | in

section (6.1)

Constants for large cavities structure | in

section (6.1)

Overall transfer coefficient
Reaction coefficients

Change in mass

Change in time

Local solute concentration
Equilibrium concentration
Mole fraction in Phase Field Theory
Free energy functional

Free energy density

Average molar volume

Free energy scale

Diffusion coefficient

Diffusivity coefficient for liquid

Diffusivity coefficient for solid

(mol/m?s)
(mol/m?s)
(mole)

(s)
(moles/nt)
(moles/nt)

(I/m?)
(m*mol)
(IIm3K)
(m%s)
(ms)

(m?/s)
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Mg, M,

Je

inc

Mobility coefficient (m?/s)

Pressure (Pascal, pa)

Flux (mol/m?s)

Temperature of melting (K)

Gas constant (J/Kmol)

Molecular weights (g/mol)
(IIm3K)
(IIm3K)

Energy field ()

Internal energy J)

No. of particles
No. of cavity type in unit cell isection (6.1)

No. of water molecules igection (6.1)

Entropy (J/K)
Volume (m°)
Helmholtz free energy igection (4.1) @)

No. of components

Degree of freedom igection (4.2)

No. of phases isection (4.2)

No. of type | cavities per water molecule

Cauvity partition function of component j in
cavity type i

Free energy of inclusion J)
Total mole fraction
Dissolution rate (Mmol/m?s)

Radius shrinkage rate (mm/s)
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Mg
HN

VCell

Greek letters

Molecular weight of guest
Hydrate number

Volume of unit cell

Interfacial free energy
Interfacial tension
Structural order parameter
Interface energy

Interface thickness

Model parameter
Chemical potential

Chemical potential of water in an empty
hydrate structure

Chemical potential of water in hydrate
Change

Fractional occupancy of cavityby
componenj

(Kg/mmoles)

(mJ/m?)

(mJ/m?)

(I/m?)

(m)
(moles/KJ)
(J/mK)

(J/moles)
(J/moles)

(J/moles)
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Appendix A

The calculations to calculate the temperature aegsprre near stability were done (Appendix
A 1) using the equation .

Appendix A 1: Extrapolation of depth from 500 meterstill 730 meters.

1 50 5 000 000 0,1 510 500 50,98 | 273,61
2 50 5 000 000 0,1 520 500 51,96 | 273,97
3 50 5 000 000 0,1 530 500 52,94 | 274,33
4 50 5000 000 0,1 540 500 53,92 | 274,69
5 50 5 000 000 0,1 550 500 54,91 | 275,05
6 50 5 000 000 0,1 560 500 55,89| 27541
7 50 5 000 000 0,1 570 500 56,87 | 275,77
8 50 5000 000 0,1 580 500 57,85| 276,13
9 50 5000 000 0,1 590 500 58,83 | 276,49
10 50 5000 000 0,1 600 500 59,81 | 276,85
11 50 5 000 000 0,1 610 500 60,79| 277,21
12 50 5 000 000 0,1 620 500 61,77| 277,57
13 50 5000 000 0,1 630 500 62,75| 277,93
14 50 5000 000 0,1 640 500 63,73 | 278,29
15 50 5000 000 0,1 650 500 64,72 | 278,65
16 50 5 000 000 0,1 660 500 65,70 279,01
17 50 5 000 000 0,1 670 500 66,68 | 279,37
18 50 5000 000 0,1 680 500 67,66 | 279,73
19 50 5000 000 0,1 690 500 68,64 | 280,09
20 50 5 000 000 0,1 700 500 69,62 | 280,45
21 50 5 000 000 0,1 710 500 70,60| 280,81
22 50 5 000 000 0,1 720 500 71,58 | 281,17
24 50 5000 000 0,1 740 500 73,54 | 281,89
25 50 5 000 000 0,1 750 500 74,53 | 282,25
26 50 5 000 000 0,1 760 500 75,51 282,61




Density Calculations

Appendix A 2: Calculation for the Langmuir Constant.

Langmuir Constant

Temperature Eqg-Pressure Eg-Pressure Al Bl A2 B2 A2 B2 CS CL CL
(K) CHy, (bar) CO, (bar) CH,S | CH.S CH4L CH4L CO,L CO,L CH,4 CH,4 CO,
273,17 26,41 6,9153 0,0316 6,0966  0,0279 15,2076  0,0589 0,4773 0,5145 -
273,21 26,5 6,9153 0,0316 6,0966  0,0279 15,2076  0,0589 0,4770 0,5142 -
273,25 25,767 12,81 6,9153 0,0316 6,0966  0,0279 15,2076  0,0589 0,4767 0,5140 0,6836
281,56 58,59 6,9153 0,0316 6,0966  0,0279 15,2076  0,0589 0,4254 0,4647 -
274,65 30,35 14,95 6,9153 0,0316 6,0966  0,0279 15,2076  0,0589 0,4677 0,5053 0,6596
276,65 36,69 18,71 6,9153 0,0316 6,0966  0,0279 15,2076  0,0589 0,4550 0,4932 0,6267
278,65 44,46 23,64 6,9153 0,0316 6,0966 0,0279 15,2076 0,0589 0,4427 0,4814 0,5955
280,65 54,1 30,26 6,9153 0,0316 6,0966  0,0279 15,2076  0,0589 0,4308 0,4699 0,5658
282,65 66,1 39,8 6,9153 0,0316 6,0966  0,0279 15,2076  0,0589 0,4191 0,4586 0,5376




Appendix A 3: Density and hydrate number calculatims.

Density Calculation for Structure | hydrates

Temperature Eqg-Pressure Eg-Pressure 05 0, 0, pCH, HN HN Pure CO,
(K) CH, (bar) CO, (bar) CH, CH, co, Kg/m? CH, co, Kg/m?

273,17 26,41 0,9265 0,9314 910,1147 6,1814
273,21 26,5 0,9267 0,9316 910,1379 6,1802
273,25 25,767 12,81 0,9247 0,9298 0,8975 909,9076 6,1926 8,5422 1 023,3907
281,56 58,59 0,9614 0,9646 914,2450 5,9660
274,65 30,35 14,95 0,9342 0,9388 0,9079 911,0284 6,1324 8,4442 1 026,0330
276,65 36,69 18,71 0,9435 0,9476 0,9214 912,1305 6,0744 8,3205 1 029,4564
278,65 44,46 23,64 0,9517 0,9554 0,9337 913,0947 6,0245 8,2113 1 032,5656
280,65 54,1 30,26 0,9589 0,9622 0,9448 913,9423 5,9813 8,1145 1 035,3922
282,65 66,1 39,8 0,9652 0,9681 0,9553 914,6820 5,9441 8,0250 1 038,0649




Appendix B

Long abstract submitted to seventh Internationalf@ence of Computational Methods in
Science and Engineering {ICCMSE-2009}

Phase Field Theory modeling of methane fluxes from
exposed natural gas hydrate reservoirs

Khuram Baig, Muhammad Qasim, Pilvi-Helina Kivela, Bjgkvamme

University of Bergen, Department of Physics and hetbgy, Allégaten 55, N-5007 Bergen, Norway

Abstract. Fluxes of methane from offshore natural gas hydnatie the oceans vary in intensity from massive
bubble columns of natural gas all the way downldaes which are not visible within human eye reiolu The
driving force for these fluxes is that methane lyelris not stable towards nether minerals nor tdsvamder
saturated water. As such fluxes of methane fronp deddow hydrates zones may diffuse through fluidrotels
separating the hydrates from minerals surfacesraadh the seafloor. Additional hydrate fluxes fréwydrates
dissociating towards under saturated water willehdiferent characteristics depending on the le¥elynamics in
the actual reservoirs. If the kinetic rate of hydrdissociation is smaller than the mass trangpeetof distributing
released gas into the surrounding water throughsiifn then hydrodynamics of bubble formation is @ issue and
Phase Field Theory (PFT) simulations without hygranics is expected to be adequate [1, 2]. In sk we
present simulated results corresponding to thermaayc conditions from a hydrate field offshore Naywand
discuss these results with in situ observationse®led fluxes are larger than what can be expdobed hydrate
dissociating and molecularly diffusing into the reumding water. Strategies for extensions of th& Riodel to
account for gravity and natural gas bubble formrmatiosurrounding water is discussed.

Keywords: Phase Field Theory; Methane Fluxes, Hgdra
PACS: 30

INTRODUCTION

Hydrates, also called clathrates, are crystalliokds which look like ice, and which occur when et
molecules form a cage-like structure around thesgo®lecule, which has to fit exactly into the ¢gviThe
most common guest molecules are methane, ethabparg, butane, carbon dioxide and etc. The most
remarkable property of methane hydrates are thabntpresses the guest molecule into a very dende an
compact arrangement, such as 1 cubic m#ftesolid methane hydrate with 100 percent void percy by
methane will release roughly 164 cubic meter offraeé [3] at standard conditions of temperaturepadsure.
Unstable and dissociated gas hydrates are contripta the global warming of the earth, but the myaioblems
are hydrocarbon transmission in deepwater oil a®l groduction. Much scientific work has focusedtioa
nucleation, growth, and dissociation of gas hydrats well as on the prevention of hydrate fornmalip adding
chemical inhibitors [4]

Hydrates in reservoirs are subject to potentiatacrwith minerals, agueous solution and gas, ddipgron
the state of the system and the fluid fluxes thiotlg hydrate section. From a thermodynamic pdiniew the
first question that arises is whether the system remch equilibrium or not according to Gibbs phade.
Equilibrium requires the equality of temperaturegegsure, and chemical potential in all phaseshéncase of
dissociation, gas hydrate generally becomes urmstaplchanging the P/T conditions in a way thathjdrate
phase is not stable anymore, i.e., that the chématantial of the gas component is lower in threefgas phase
than in the hydrate phase [5]. In a reservoir twall temperature is given by the geothermal gradied the
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pressure is given by the static column above. Biim in this system can only be achieved if theniber of
degrees of freedom is 2. This implies that a hydsatrrounded by mineral (and corresponding adsgobede
on the surface), agueous phase and only methahkenslver determined and can not reach a uniquiitagum
situation. These systems will progress dynamidalyards local and global minimum free energy atiaies.

1
bjorn.kvamme@ift.uib.no

SIMULATIONS

The theoretical aspects of the simulations namdigsp field theory (PFT) and thermodynamics are
presented elsewhere. Look for example [6-7] for BRd [8-9] for thermodynamics of a hydrate system.

Unfortunately there is no experimental data avéldbr naturally existed hydrates and this may be tb
lack of pressurized core sampling [10]. So theresfees taken are not directly comparable with wosk but
can give an idea about the fluxes presence ardwesktareas. Yifeng and Haflidi [12] are workingeoproject
in which they have taken six gravity cores up @ 8. long from the Nyegga region at depths of 63940 m.
Totally 41 pore waters were obtained and sulfatalignts measured in the southeast of Nyegga irmdibait
methane fluxes are 15 to 49 mmol/m2/yr.

The code is described in [5,7, 11]. It was use®anar geometry to dissociate circle of hydrdeegd in
the center surrounded by pure liquid water. Twdedint sizes of the system (5000x5000) and (1500815
grids were used and each grid is calculated usagydnge Method which is equal to 1.00E-10 m. Thee tis
calculated using Lagrange method which is equatdpmax x innerstepmax x 1.00E-15 s.

RESULT AND DISCUSSION

To see the effects of dissociation of methane, ksitimns were run on different depths 500, 639, &3040
meters respectively. The temperature and pressunditions taken for the simulations were from Nyzagold
seeps, are well inside the stability region.

The results are shown here only for 639 m depth ﬂeimpergiture 273.21 Kelvin. The size of the sysiem

taken 5000x5000 grid points which correspond ta &:8E-13 m The total hydrate unit cells in the initial solid

were 31.41676E+05 with radius of 1000 grids whiolresponds to circular area 3.1415E-124 Tihe simulation
was run to 16.13E+06 total time steps this corredpdo the time of 16.13 ns. The ratio betweerdqblydrate)
and liquid was adjusted as to achieve the stabillitythis case the hydrate to system ratio wasntaieel : 2.5.
The concentrations have been calculated insidehyleate at different points 10A, 30A, 60A, 80A & Qb
away from the original interface shown in Figure-1.

Methane Concentration inside Hydrate at differentr  egions
0.16 T T T T T T T T

|
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’
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FIGURE 23: Methane concentration inside the hydrateat different regions. A, B, C, D & E are points whit 10.0A,
30.0A, 60. 0A, 80.0A & 1000.0A away from the origal interface respectively.

To get the clear vision of diffusion inside the rgt#, the concentrations have been taken on fiirep4, B,
C, D & E corresponding to values 10A, 30A, 60A, 8@Ad 1000A respectively, showing distance from the
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original interface. Initially at t=0, the mole fittaan equals the initial values which show that Qt4s not yet
diffused. If the concentration of methane dropstwethe hydrate stability limit for the given temptrre and
pressure, a chemical potential driving force towadissociation will arise as shown in Figure-1 ding B, C
and D. The sudden drop in concentrations in alf frases is due the dissociation pressure reacltetyatate
completely dissociated. The maximum mole fractiesrdase observed was 0.004469, 0.004565, 0.0032i19 a
0.004814 in all four cases respectively, this défece in fractions due to the effect of concerdratiradient as
moving away from the original interface.

To observe the movement of methane from solid pta$iquid, the velocity on the interface is detared
by tracking thed values. From this velocity the dissolution rate was caltedauntil 16.13 ns using the
following equation [12]:

DR = SRx 2 Mg (1)
M; | Mg +(HNx0.018

2
Where DR is Dissolution rate (mmol/ms), SR is Radius shrinkage rate (mm/s,aHyd is Density of

3
hydrate (kg/m), Mg is Molar weight of the guest (kg/mol) atdN is Hydrate number.

The initial value of flux was high due to the initrelaxation of a system into a physical realatioterface.
To show the actual dependency of dissociation aringy forces the close look on the curve has showthe
Figure-2a. The rate is decreasing gradually aftexr telaxed point on the curve. One reason for ithithe
decrease in thermodynamic driving force which ispartional to the increasing chemical potentialttie
surrounding aqueous solution.

The interface in this simulation is perfectly falls the power law which is proportional to squaret rof
time showing a diffusion control process. To conmepidie values of dissolution rates, the flux is &ptlated to
experimental time scales (Fig.2b). The flux rateerafid years is 0.4544 mmolAyr, which comparable to
reference result 15 mmolfyr.
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FIGURE 24: Dissolution rates and extrapolation. (agissolution rate until 16.13 ns. (b) extrapolatioruntil 270000
years.

CONCLUSIONS AND FURTHER WORK

In this work phase field theory used to estimate rttes for dissociation of hydrate exposed tovesizr
containing methane concentration less in sea veateompare to inside of hydrate. This is necedsamaintain
the fluxes of methane. The estimated methane dlimgher than what can be expected from hydrasodiating
and molecularly diffusing into the surrounding wat@his is might be the effect of salinity, which nhot
included in the model.

There is further work done by simulating values fioore temperature, pressure points. To encounéer th
effect of fluid flow, density change and gravityy extended phase field model is formed. This iseasd by

Vi



coupling the phase field model with the Navier-&®IEquations. The phase and concentration fieltis &me
Navier-Stokes equations as described by Conti[13-15]

a—U+(fJ.D)fJ = pg+0.P.
ot
Here 0(X, Y, 1) is the mass density:l(x, y, t) the velocity anda is the gravitational acceleration, While

P=| {—p +gi(%(Dc)2 +cJ?c-0c0 0 Cj+gi(%(ﬂ¢)2 - Og0 quﬂ+ M

is the generalization of stress tensor [1F3}.I'1 represents non-dissipative part ahll represents the
dissipative part of the stress tensdris unit tensor,[] represents the diadic product ar@irepresents the

pressure.
The Navier-Stokes equations couples back intee tievolution partial differential equation via the
convection term,

24 0= M, (T 0%~ WTd(@) - Mo - 9)

oc - _ U, B _ _ 99¢ 99,
E+(U.D)C—D.(EDC(1 C)D((M W) Tdp)+(1- 1) ot W)ED

These four partial differential equations can beesbnumerically. It is believed that the achievesdults will
be more realistic by comparing the observed fluxits expected fluxes.
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