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Nonperturbative treatment of single ionization of H, by fast highly-charged-ion impact
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We present a detailed analysis of the interference effects observed for ionization in collisions of fast highly
charged projectiles with molecular hydrogen. We propose a nonperturbative semiclassical approach to describe
the process under consideration by solving the time-dependent Schrodinger equation fully numerically on a
3D spatial grid. We present results for Kr***-H, collisions at 63 MeV /u impact energy and discuss different
structures observed experimentally in doubly differential cross sections. The presence of Young-type minima
and the absence of high-frequency oscillations are especially addressed. We also report unexpected interference
patterns which can be observed for fixed-in-space molecular targets.
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I. INTRODUCTION

The observation of the coherent emission of electrons by H,
in the collisions with fast highly charged ions have been made
possible through the continued improvements of experimental
techniques which recently allowed for the recording of tiny
variations in the ionization differential cross sections. By
dividing the data obtained for H, with those calculated for the
equivalent atomic target, Stolterfoht and collaborators [1,2]
were able to show a clear interference pattern in the electron
energy domain ranging from a few eV to about 300 eV where
the cross sections drop by more than three orders of magnitude.
The observed oscillation demonstrated the coherent electron
emission from the H, target with the two nuclei acting as slits
in analogy with Young’s famous experiment in optics. In that
context the H, target cannot be considered as two independent
hydrogen atoms, in the way it is often used to evaluate cross
sections for complex molecular targets [3].

Numerous experimental and theoretical investigations have
confirmed and extended the outcomes of the 2001 publication,
for example [4-9], and more recently [10,11]. Among others,
two important features of the energy differential distributions
have been the objects of multiple investigations: (i) the
asymmetry of the cross sections in forward and backward
electron emission which was only recently explained [10] and
(i) the presence of higher-frequency structures in the (Young-
type) interference pattern. These interference structures, which
were exhibited by dividing the cross-section ratio with a
smooth oscillatory fit [6,12], were demonstrated to be weak
(few percentages of the data), independent of the emission
angle and interpreted as multiple scattering of the electronic
outgoing waves. No theoretical model nor calculation has
confirmed and explained such structures. This is a rather
puzzling challenge since the same effect, though applied in an
amplifying medium, is the source of an important experimental
x-ray technique known as extended x-ray absorption fine
structure (EXAFS) which uses multiscattering phenomena in
order to scan the surroundings of the emitting atoms and obtain
detailed structural informations in solids. The EXAFS spectra
can be explained by the superposition of amplitudes and phase

1050-2947/2010/81(2)/022718(7)

022718-1

PACS number(s): 34.50.Gb

shifts related to multiple scattering paths with respect to the
single scattering ones, cf. for example, Ref. [13].

In this article we investigate both topics based on an ab initio
nonperturbative simulation of Kr3**-H, collisions for a single
velocity (v = 50 a.u. or, correspondingly, £ =~ 63 MeV/u
impact energy) which is within the range of most experimental
studies. Our results stem from full 3D solutions of the
time-dependent Schrodinger equation and serve as a direct
extension of the work of Sisourat et al. [10] which focused on
1D and 2D models. Indeed, these models magnify interference
effects at the cost of obvious physical drawbacks which
makes direct comparisons with experimental data impossible.
We present ejected electron energy and angle differential
cross sections, as well as probability densities in momentum
space, for different molecular orientations to illustrate the
challenges raised. In particular we show that within the present
computational accuracy we cannot see clear evidence of the
multiple-scattering phenomena. However, another interference
effect is demonstrated, where the electron is scattered from
the projectile as well as the molecular (or atomic) target. This
effect has been previously demonstrated in similar contexts
for light ion impact at moderate velocities [11,14,15] by
considering the scattering angle of the projectiles. In the
following, atomic units will be used except where otherwise
stated.

II. THEORETICAL MODEL AND NUMERICAL
IMPLEMENTATION

A. Collision system and propagation scheme

To model the collisions between H, and highly charged ions
the semiclassical approach is used, meaning that the projectile
follows a classical trajectory expressed as ﬁ(t) = b+ vt, cf.
Fig. 1. Moreover, the sudden approximation in which the two
target nuclei are kept fixed during the collision is used since
we focus our investigation on the high-impact energy range
and on outgoing electron velocities ranging from about 1 to
6. In this context the time-dependent Schrodinger equation
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FIG. 1. (Color online) Schematic view of the collision geometry,
showing the impact parameter b along the x direction, the projectile
velocity, v along the z direction, the projectile-target internuclear
vector R(?), and the molecular target internuclear vector I_éab = ﬁb —
I_éa, whose orientation is given by Q = (0, ¢). The azimuthal angle ¢
lies in the xy plane. In the analysis section, references will be made to
detection at 0° and 180°, relating to electron detection along positive
and negative z axis respectively, as well as 90°, corresponding to
detection in the xy plane.

(TDSE),
. a - _
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is solved within the single-active-electron approximation, the
electronic Hamiltonian H, being expressed as
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Here Zp is the projectile charge, 130 and 131, are the position
vectors of the two target nuclei, and Zy their charge. In
our implementation we use regularized Coulomb soft-core
potentials to avoid the singularity at the projectile nucleus.
The target nuclei are effectively soften by the finite resolution
of the grid.

A grid based treatment is used to represent the electronic
wave function in which the space spanned by the active
electron is discretized. A uniform 3D Cartesian grid has been
employed. The TDSE is then solved by a split-step method [16]
where the propagation of the initial wave function is performed
by the symmetric Strang splitting scheme [17],

H, =

1 ,A
Wt + Ar)) = Flexp ( - izkzé)]—'exp(—iVAt)
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Here, V is the complete potential including the interaction
between the active electron and the target and projectile
nuclei, cf. Eq. (2). The highly efficient fast Fourier transform
algorithm F 1is used to transform the wave function into
momentum space where the Laplacian operator is diagonal.
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In order to evaluate the (initial) ground state of the
target as well as some of its lowest excited states, we have
implemented the implicitly restarted Arnoldi method IRAM)
[18]. These states have been used to remove the bound part
of the scattering wave function after the collision has taken
place. This procedure was necessary because the plane waves
employed as approximate continuum states are not orthogonal
to the bound states of the system [19].

The wave function consumes a considerable amount of
memory and an efficient parallelization scheme is required
in order to get the results for a single propagation within
a reasonable time scale (hours). As all elements in Eq. (3)
apart from the Fourier transform operate independently on
each grid point, the propagation scheme is well suited for
distributed data parallelization. On the other hand, the data
access pattern required for the Fourier transform is particularly
ill suited for parallelization. We have therefore used the
strategy described in Ref. [20]. It is based on the fact that
a three-dimensional Fourier transform is equivalent to three
one-dimensional Fourier transforms carried out in sequence.
One or two dimensions of the wave function are distributed
among the processors, and the Fourier transform is obtained
by performing a sequence of 1D Fourier transforms on the
processor local dimension, followed by a data redistribution
to localize a different dimension.

All computations were performed using the PYPROP pack-
age [21] on the Cray XT4 system available at the University of
Bergen. With the parallelization scheme and the grid and time
parameters presented in the following we were able to obtain
the results from a single collision in less than three hours using
512 cores.

B. Convergence tests

The results presented in the following are performed using
aspatial gridin g € [—75, 75] discretized with N = 1024 grid
points (with spacing Ag = 0.15) in each Cartesian dimension
(g = x, y, 2). This grid size corresponds to a total of about 10°
points, i.e., 16 GB of memory, and a significant increase of gpax
or decrease of Ag was not possible with the computational
resources at our disposal. We therefore performed thorough
tests on the spacial grid parameters in two dimensions,
concurring also with the results of Ref. [10].

Because of the limited extent of the grid, the parts of
the ionized wave function with the highest momenta reach
the grid boundary before the propagation is completed. We
have therefore applied absorbing conditions so that the wave
function is scaled every time step with the following absorber

1 — cos® (%(1 — Iql/qmax)> . “4)

This has the effect of smoothly scaling the wave function to
Zero at g & gmax and removing the fastest electrons as they
reach the region near the boundaries, without significantly
perturbing the inner part of the wave function.

Due to the memory requirements of the grid used for
propagation, it was necessary to obtain the bound states on
a smaller grid. This is justified by the fact that the spatial
extension of these lowest excited states are far smaller than
what is needed for propagating the collision. The discontinuity
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originating from the use of two different box sizes was tested
in two dimensions and it was found that indeed it introduced
small, very high frequency oscillations (noise) in the results.
These oscillations were smoothed out when convoluting the
results and, more important, the procedure was found not to
alter the significant structures of the results. The eigenstates
are thus described on a grid of dimensions g € [—37.5, 37.5]
with N = 512 grid points, keeping the same resolution as the
propagation grid. The bound states were tested for stability
by propagating them in time on the full grid without any
external potential, which would have revealed any significant
perturbation of the Hamiltonian due to the reduced box size.
In order to separate the excited part of the wave function from
the ionizing part, we have projected out the N;, lowest bound
target states. By inspecting the decay of the population of these
states after the collision, it was found that NV, = 8 is sufficient
for convergent results.

To compare the cross sections for molecular target with
those obtained for atomic target we have also calculated the
hydrogenic eigenstates on the grid. This turned out to be
very difficult due to the large degree of degeneracy, and a
combination of approaches was necessary. We were able to
obtain accurately converged states using the above approach
for the 1s, 2s, and 3s states. These states were combined with
the exact hydrogenic bound states evaluated on the grid in
order to obtain the degenerate p and d states, completing the
shell structure up to n = 3. The reason for not applying exact
hydrogenic s states directly is due to the cusp at the origin
for these states which makes them poorly represented in the
Fourier basis.

Following the procedure described above and with the given
grid resolution, we obtained the H, ground-state energy at
—0.615 for R,, = 1.4 and Zy = 0.636. For comparison we
used an atomic hydrogen target with an ionization energy of
0.49s5.

The time step that we have used in the computation pre-
sented below is At = 0.006 and was checked for convergence
by propagating with considerably smaller time steps. The
propagation time is set up by the initial and final projectile
positions (z; and z; respectively) with respect to the target
center of mass: we used z; = —100 and z; =400 so that
the propagation time was T,; = 10. This allows the slow
electrons to be far enough apart from the target ion so that the
analysis of wave function can be considered accurate for such
electrons.

Note finally that capture is extremely weak for the impact
energy under consideration. The contribution of such processes
is far below the absolute accuracy that we have been able to
reach in our work.

C. Cross sections and collision setup

The last stage of the calculation is the analysis of the propa-
gated wave function. We use the plane wave approximation in
order to calculate emitted electron differential cross sections.
As the bound states are not orthogonal to plane waves they must
be projected out from the final wave function. This process
gives rise to the so-called ionization waveﬁfunctionj//ion(f) and
alternatively to its Fourier transform o, (k). Here, k = (k, )
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with Qi = (6, ¢r) is the outgoing electron momentum, related
to energy € = %kz.

The use of plane waves in the analysis requires long
propagation times to ensure that the outgoing electrons are
far away from the nuclei. Due to the limitations in grid size,
propagation for more than 7 = 10 in time would lead to
significant absorption of the slow electrons at the boundary. To
check that 7 = 10 is sufficient we interpolated the ionization
wave function on a four times larger grid with correspondingly
lower resolution and propagated this wave function for another
AT,y = 20. We found mostly changes for the k < 1 electrons
and no significant change in the results for 1 < k < 6, an upper
bound for our results, arising from the grid resolution and time
steps used in the propagation.

We obtain the ionization wave function in position
and momentum  space, respectively Yion(7; b, ¢p, ) and
Vion(k: b, ¢p, Q), containing all information about the ionized
electron. The parametric dependence includes molecular ori-
entation 2 and impact parameter {b, ¢}, cf. Fig. 1. Assuming
uniform ion beam and randomly oriented molecular target, the
outgoing electron momentum-differential cross section is

doion / (/ doion > .
— = ———bdbd sinfdode, 5
i~ Jo\J; diapag " s
where
doion 1. - ,  dD(k)
- = —— i (k, b, . Q = >—. 6)
dkdbd$: 47T|w10n ¢b )| dk (

Consider the innermost integral in the expression above,

2
/ [Vion(ks b, @i, )1 dpp, (7)
0

and in particular detection in perpendicular and parallel
directions. The first involves detection in a plane perpendicular
to the trajectory of the projectile, and the latter involves
detection along a single angle.

Perpendicular detection (90°). Transforming {k,, k,, 0} to
{k, ¢} and integrating over ¢, we find that the integrations
over ¢, and ¢ are equivalent, where ¢ is the azimuthal
molecular angle defined in Fig. 1. Thus, instead of integrating
over ¢, we may integrate over ¢.

Parallel detection (0° and 180°). For parallel detection, k
lies entirely along k.. There is no integration over ¢, and we
can directly interchange the ¢, integration with integration
over ¢. The integral over ¢ is done by a discrete sum as only
a few molecular orientations are available (see below).

The evaluation of cross sections has been performed by col-
lecting the results from the computations of seven different tra-
jectories, namely b € {0.5, 1, 2, 3, 5, 7, 10}, and four molecu-
lar target orientations, (0, ¢) € {(0,0), (7/2,0), (7/2,7/2),
(/2, w/4)}. The three last orientations are all in a plane
perpendicular to the ion beam, the last one being used to
obtain the results for the symmetric configuration (v /2, 377 /4),
providing a fifth data point. Since the data points are not evenly
distributed over the sphere, some weighting should be given
to the different contributions in computing the integrations
over 2. This has been accomplished using Voronoi surfaces
[22] which partitions the sphere into a set of regions, each
corresponding to a vertex (data point). The regions are such
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that all points in a region are closer to the vertex of that
region than any other vertex. The area associated with each
data point thus gives a cubature for approximating the integral
over the sphere and can be used as a weight of that data
point in the cross section evaluation (the total area being 4r).
After organizing the terms, the integration over molecular
orientations becomes a sum over two terms, with the factor
1.899 for the contribution from the parallel orientation and
1.096 for the perpendicular orientations. Note that there are
several perpendicular orientations, but they all give identical
contribution here due to the integration over ¢ and ¢ above.

The connection to the experimental energy cross section,
d‘gk“;‘e, where d€2; and de refer to the solid angle and the
energy of the outgoing electron, is simply given by the relation
k = +/2¢ so that

doion doion

- ) (8)
kodG kokdk

Note that to compare with experiments and to remove
the high-frequency noise stemming from the use of different
grids for the stationary problem and the propagation, we
have filtered the differential cross section through a low-
pass filter (Gaussian convolution) with a half-width of 0.02,
corresponding approximately to the experimental resolution in
Ref. [2]. The cross sections at forward and backward emission
angles give particularly low statistics. To compensate for this
we have used the integrated probability densities instead of
a single cut of the wave function at k, =k, = 0. Due to
the extremely fast decay of the wave function with electron
momentum, the integration effectively amounts to an average
of data in a narrow cone around the forward and backward
directions. This procedure is in fact in closer resemblance to a
physical detector.

III. RESULTS AND DISCUSSION

In this section we present the results of our calculations
performed on the 63 MeV/u Kr***-H, collision system
compared with the experimental data reported in Ref. [2],
where slightly different parameters (Z, and v) were used.

In Fig. 2 we show this comparison at the level of
the differential ionization cross sections as function of the
outgoing electron energy. Reasonably good correspondence
between experiments and calculations are observed. As no-
ticed in the experimental investigations, the cross sections
decay significantly faster for parallel detection compared with
perpendicular detection, making the analysis of interference
effects more challenging. We also predicted that the cross
sections for backward emission (6; = 180°) are significantly
smaller than the ones for forward emission (6, = 0°), in
agreement with the 1D-2D results in Ref. [10] and the
measurements reported in [23].

To magnify any interference effects, we show in Fig. 3 the
ratio between cross sections for a molecular and an atomic
hydrogen target. The solid line in the lower panel, describing
the forward (6; = 0°) ionization, shows a large valley at about
73 eV, i.e.,, a momentum k & 2.3. This is in good agreement
with previously reported experimental and theoretical data and
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FIG. 2. (Color online) Differential ionization cross sections as
a function of the ejected electron energy for 63 MeV /u collisions
Kr***-H,, obtained at the detection angles 6, = 0° (lower solid line),
90° (upper solid line), and 180° (dashed line). The filled circles show
the experimental results [2] obtained at 90°for Kr*** at 68 MeV /u.

roughly follows the simple interference formula [10]

g
k =

Qn+1),n=0123,... 9)
ab

which was also derived in the context of photoionization by
Fernandez et al. [24].

From this, the position of the minima (destructive inter-
ference) of the cross sections can be obtained. Note that the
present calculations are not converged for fast electrons (not
presented in the figures), to be able to show the successive
minima. Figure 3 displays a clear asymmetry in the ratio
between forward and backward emission which is explained

0 80 160 240 320 400 480
Electron energy (eV)

FIG. 3. (Color online) Ratio of the differential cross sections
(marked as o for simplicity) for H, with those for H as function
of the outgoing electron energy. Upper panel displays perpendicular
detection. Lower panel displays in solid line forward detection
(6y = 0°), and in dashed line backward detection (6, = 180°).
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FIG. 4. (Color online) The probability density corresponding
to the ionization wave function [cf. Eq. (6)] integrated over k,
and k, as a function of the outgoing electron momentum k.. The
molecular target as well as the direction of detection are aligned
parallel to the beam (z axis), k being set positive (negative) for
forward (backward) detection. The seven solid curves correspond
to the impact parameters b = {0.5, 1, 2, 3,5, 7, 10} (¢, = 0). The
uppermost curve corresponds to lowest impact parameter, the overall
probability density decreasing in magnitude with increasing b. The
dashed line corresponds to the probability density for an atomic
hydrogen target with impact parameter b = 0.5.

by a phase shift introduced to take into account the time
delay for the projectile to initiate successive ionization at both
nuclei [10]

i Rgpy_ ;K2 el (x— Raby &2
¢i:(|):n(x’ t) ~ e:tl\k\(x+Tb) iP5t +eil\k\(x zb) i 5[). (10)

The criterion for destructive interference is then given by

k? _ @n+Dn
2v - Rab
with +(—) for forward (backward) detection. This pre-

= . (1)

dicts minima located respectively at k =2.3,7.3,...
(72,725, ... eV) in the forward direction and 2.2,6.3,...
(66, 540, ... eV) in the backward direction. Although this

is a 1D model, we see an impressive agreement with the
current results. However, compared to the 1D calculations [10],
the minima display a much wider spread and are not as
pronounced. This is understood by the integrations over impact
parameters, azimuthal angles, and molecular orientations re-
quired to obtain the differential cross sections. To illustrate this
difference, the dependence on impact parameter is investigated
in the following.

Having the ionization wave function we are able to analyze
each collision event in detail without averaging over the impact
parameters, molecular orientations, and detection angles. In
Fig. 4 we show the ionization probability density as function
of outgoing electron momentum for seven impact parameters
and for a configuration where both detection direction and
molecular orientation are parallel to the projectile velocity.
The Young-type first minima are clearly seen in the backward
and forward directions for the molecular target (solid lines),
while the data decay smoothly for the atomic target (dashed
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line). The uppermost solid curve corresponds to the smallest
impact parameter, i.e., nearly head-on collision. In this case
the forward/backward asymmetry for the first minimum is then
maximum and their positions (—2.2 and 2.3 approximately) are
in close agreement with the 1D model, Eq. (11). However, for
increasing impact parameters the prediction obtained in the
1D model (b = 0) becomes inaccurate. As b > R, the time
difference for ionization to initiate on both nuclei becomes
comparable to the overall interaction time so that the related
phase shift in Eq. (11) is negligible. The asymmetry is indeed
seen to decrease in Fig. 4 and hardly any asymmetry is
observed for the lowest curve (b = 10), both minima being
located at k =~ +2 The dependence on impact parameter
contributes to smear the location of the minima in the
calculated cross sections. However, even in this figure we
cannot detect a pattern originating from a multiscattering
mechanism.

While there are clear first-order interference effects for
the molecular to atomic cross-section ratio at forward and
backward emission angles, the ratio for perpendicular emission
seems void of interference effects (upper panel of Fig. 3). A
closer look at the curve, however, reveals some faint structures
which can be investigated by regarding the results at every
impact parameter. Figure 5 shows the molecular-to-atomic-
target probability density ratio for the impact parameters
b=1{0.5,1,2,3,5,7}. We see clear oscillations characterized
by frequencies increasing with the impact parameter. These
oscillations are indeed quite surprising, as no higher-order
Young-type interferences would display this behavior. It turns
out that these structures can be attributed to a phenomenon
already discussed in low-energy collisions [11,15]. During the
short time of the collision, the highly charged ion projectile
interacts strongly with the active electron of H,, and the ionized
wave function is effectively scattered off both projectile and

3.0

0.5

3 4 5 6
k (a.u.)

FIG. 5. (Color online) The molecular-to-atomic ratio of the
probability densities [Eq. (6) integrated over ¢, and ¢, marked o’ for
simplicity] evaluated at 6, = /2 for six different impact parameters
b=1{0.5,1,2,3,5,7}. For H, target the internuclear axis is aligned
perpendicular to the ion beam 6 = /2. The solid lines follow the
same color code as in Fig. 4. The dashed line correspond to sine fits
commented in the text.
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FIG. 6. (Color online) The probability density corresponding
to the ionization wave function [cf. Eq. (6)] integrated over k,
and k, as function of the electron momentum k,. The densities
are shown for molecular (solid lines) and atomic (dashed lines)
hydrogen target at four impact parameters, b = {0.5, 3, 5,7} and
¢, = 0. As before the uppermost curve corresponds to smallest
impact parameter. The molecular target is aligned perpendicular to
the z axis, 2 = (7/2, w/2).

target, giving rise to interference patterns in the electron
spectrum.

It is possible to predict the b-dependent frequency by
considering a simplified scenario of the ionization process.
Ionization mainly occurs when the projectile is closest to the
target, regardless of the molecular alignment. Consider the
interference effect from two waves scattered at sites x = 0
(target center of mass position) and x = b (projectile position
at the closest approach). The different amplitudes will not give
complete destructive interferences when the waves are added
coherently, but will rather show oscillations whose minima
are separated by 27 /b [cf. Eq. (9)]. In Fig. 5 we have also
plotted the function ay + a; sin(kb/2mw + ) for b =3,5,7.
The correspondence is striking, but naturally this simple
model breaks down for impact parameters smaller than the
internuclear distance. The picture we have presented implies
two important features. First, the effect should be present for
both atomic and molecular targets. Second, the effect should
be dominant in the direction of the impact parameter (the x
direction in Fig. 1). For that reason we show in Fig. 6 the
probability densities in the x direction for the ionized wave
function as a function of outgoing electron momentum. The
molecular results are shown with solid lines for the impact
parameters {0.5,3,5,7} and a molecule aligned along the
y axis. The results for a hydrogenic target are shown with
dashed lines for the same impact parameters. We observe
identical oscillatory pattern for both targets, with decreasing
frequency for smaller b. These structures are hardly detectable
in the relative differential cross sections (Fig. 3) due to the
integration over b. However, they could possibly be observed
experimentally by measurements performed differentially with
respect to the projectile scattering angle and with fixed-in-
space molecular targets.
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Finally, none of our results show higher-order frequency
oscillations. However, our model is nonperturbative and should
therefore includes all necessary mechanisms. Experimental
work do show structures independent of the detection angle,
and the EXAFS spectroscopy is related to such multiscattering
processes which should be at least weakly present in our
specific target conditions. The following gives an explanation
of such absence.

The clear evidence of Young-type interferences do support
the idea of electron emission initiated independently from
small volumes close to both nuclei [25-27]. In this picture the
further scattering of the outgoing electronic waves from one
center by the other one, in the direction of the primary wave,
can be compared to the elastic collisions of slow electrons by
a hydrogen atom. However, this process is strongly selective
in favor of forward scattering, the backward one being at least
two orders of magnitude lower in this range of velocities
[28]. The same, though weaker, selectivity appears for the
primary process of ion-induced ionization. Three features can
be inferred by these characteristics: (i) the signature of the
interference between the direct and re-scattered waves should
be of very small magnitudes, largely less that 1%; (ii) the
magnitude of the oscillations should be different between
forward and backward electron emission (the latter ones
requiring two backscattering events); (iii) the magnitude of
the oscillations should be decreasing for increasing electron
velocities. Therefore the weak signatures of such higher-order
interferences add to the difficulty of observing them in
calculations. The numerical demonstration of their existence
is out of reach at the present time.

IV. CONCLUSION

In conclusion we have presented a nonperturbative treat-
ment to describe the ionization process during fast collisions
between a highly charged projectile and molecular hydrogen
target. Since based on a close-coupling approach, it takes
into account all possible processes and mechanisms in the
dynamical stage, except for electronic correlation and coupling
between electronic and nuclear degrees of freedom which does
not play a significant role in the processes under investigation.
Our calculations show clear oscillatory structures and asym-
metries in differential cross sections which are interpreted
on a basis of only first-order interference effects, as in the
Young’s famous experiment in optics. Further experimental
investigations, including detection of electrons and recoil ions
in coincidence, will be very valuable to support the present
predictions and interpretations.
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