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Preface

This masters thesis provides insight into the concept of prcy. It argues
why privacy is important, and why developers and system owre should
keep privacy in mind when developing and maintaining systesncontaining
personal information. Following this, a strategy for evalating the overall
level of privacy in a system is de ned. The strategy is then ggied to parts
of the cellphone system in an attempt to evaluate the privacgf tra ¢ and
location data in this system.

The thesis was written at the University of Bergen, Departmet of In-
formatics, and was supervised by Professor Kjell J rgen Helat the Selmer

Center.
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Chapter 1

Introduction

\You have zero privacy anyway, get over it."
Scott McNealy, CEO Sun Microsystems, 1999

In 1969, an American research project connected University California,
Los Angeles and Stanford Research International togethend formed the
start of the Advanced Research Projects Agency Network (ARFNET). This
marked the beginning of the Internet as we know it today, andhite academic
network quickly grew in size. In 1991, when the European Orgeaation for
Nuclear Research (CERN) went public with their WorldWideWé project
the Internet started to change from something academics arttie military
were bothered with, to a natural part of our everyday lives. Acording to
the Internet Systems Consortium the number of hosts have gem from just
above one million in 1993, to above staggering 600 000 00D [

With the growth of the Internet, more and more services have dcome
available online. Today people use online services for \@us tasks, anything
from handing in homework, keeping in touch with friends, oitie shopping,
banking, dating, the list just goes on. Additionally, new sevices keep emerg-
ing, for quite a few years Norwegians have been able to detivibeir tax
returns online, the Norwegian government even has a projeoh electronic
voting, where one of the goals is to facilitate remote eleacinic voting [2, 3].
One online technology that has gained a lot of steam lately social network-
ing. Services like Facebook and Myspace let people build atual copy of
their social network. The users are encouraged to connect people they
know from the real world, disclose how they know them, and shadi erent
types of information.

But as more and more services are brought online, the amourus infor-
mation about individuals residing on the Internet increase If someone was
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to fetch information from the di erent online services, thg would probably
be able to tell quite a lot about the individuals registered.

This thesis considers the privacy of such information resith in large in-
formation systems. Alongside the great technological ddepment we have
seen during the last decades, lawmakers have tried to keep oy introduc-
ing new legislation in an e ort to regulate how such informabn should be
protected. But legislation alone does not lead to compliae¢ and when de-
veloping information systems, that perhaps are to be used@vlong periods
of time, it is hard to ensure that the systems keep personalformation safe;
much like building secure systems is hard.

Throughout this thesis the reader will be given an introdugbn to pri-
vacy, and to why privacy is important. After this introducti on, the thesis
attempts to de ne an approach that may be employed in order tevaluate
the overall privacy level of large information systems. Tha&lea is that such
a structured approach will be bene cial both to companies ah their con-
sumers. Companies are able to verify that they are operating accordance
to legal requirements, and identify points in their systemsvhere privacy is
su ering, while consumers are ensured that systems are dgsed with their
privacy in mind.

In addition to the suggested approach, the thesis also coma a privacy
evaluation of personal information residing in the mobileglephone network.
The evaluation is included as an example of how the suggestegthod may
be used to identify and highlight areas where privacy is notrpperly taken
care of. As a part of this review, a program for mobile phonesas written
to exemplify how geolocalisation of mobile devices can berso

Privacy is, as we shall se in ChapteR, a dicult concept to de ne,
and an area where the amount of subjectivity is large. A certia degree of
privacy may be good enough for one person, while appalling &mother. As
a result, | have chosen to write parts of this thesis using tsperson singular.
This is a conscious choice, that is supposed to stress the gabivity of the
elements discussed in the sections where this is the cased #mat some of
the statements made are hypotheses made by the author, andt mecessarily
universal truths.

The intended audience of this thesis is anyone that has an erest in
privacy, but it is specially meant for computer scientists Wwo are develop-
ing systems processing personal information. The hope isaththe method
suggested can be a valuable tool in order to ensure the privaaf those who
will one day use the system. | also think that the method desitred can
be useful for organizations who have systems that are curtBncontaining
personal information, and that applying the method to a livesystem will
make it possible to identify potential problems; or at the vey least give the
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organization a reassurance that they are doing a good job m&ining the
privacy of their customers.

1.1 Structure of the Thesis

The following paragraphs gives an outline of the chapters itne thesis.

Chapter 2

Chapter 2 serves as an introduction to privacy. The chapter starts byrying
to de ne privacy and continues to argue why privacy is neededand why
it is important to factor in privacy while developing systens that contain
information about people. It then tries to explain why the eosion of privacy
continues. Many important terms are also de ned throughouthis chapter,
and it serves as a basis for the rest of the thesis.

Chapter 3

In Chapter 3, the reader is given an introduction to risk management, fel
lowed by a discussion about metrics. The chapter continue® evelop a
method for analyzing the overall privacy in an information gstem, using
risk management as a source of inspiration.

Chapter 4

In this Chapter, | have applied my own process to parts of the abile phone
network, and tried to analyze it with respect to privacy of pesonal informa-
tion contained within the system. The Chapter also containan introduction
to the most important elements in a mobile phone network, asnaunderstand-
ing of it is needed to say something about the level of privady provides.

Chapter 5

Chapter 5 contains a summary of the thesis and some conclusions. Itals
contains a small section with my re ections and suggestiorfsr future work
on this topic.

Appendix A

In Appendix A a sample midlet | wrote to determine the geographic position
of mobile users is included. The midlet is Sony Ericsson speg but the
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strategy used for determining the position of a phone is appable to all
phones where access to network information is granted thrgin API-calls.

Appendix B

Appendix B contains a sample of the information that was giveto me by
the phone company | am currently a customer of. It is includetb illustrate
some of the data your service providers has access to.



Chapter

Privacy

\Everyone has the right to freedom of opinion and expressipthis right
includes freedom to hold opinions without interference artd seek, receive,
and impart information and ideas through any media and regdliess of
frontiers."”
Universal Declaration of Human Rightsx19

In this chapter | introduce the concept of privacy and de ne esme basic
terms that enable us to dig deeper into the area from a computeacience
point of view. Then | argue why we need privacy, despite the ¢a that
it might seem tempting to trade it in for other short term benets. Next, |
explain why it is necessary to measure the level of privacy systems in order
to evaluate it. The Chapter ends with an outline of one apprazh used by
the American government to ensure that privacy is preserveid information
systems.

2.1 What is Privacy

Although privacy is something everyone seems to have an ojn on, and
many have strong feelings about, giving a crisp de nition oprivacy is not a
simple task. It is a task that has puzzled philosophers andtsalars for cen-
turies without yet reaching a consensus. The modern debateoand privacy
surfaced in 1890 after the publication of a famous paper t@tl \The Right to
Privacy" by the two american lawyers Samuel D. Warren and Lads D. Bran-
deis, where they argued about the existence of a right to paey [£]. Back
then, as today, privacy advocates were worried that emergintechnologies
would increase the overall exposure of people's privateds and undermine
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their privacy. Warren and Brandeis argued that a fundamentaright to pri-
vacy existed and that it should be granted protection by theyridical system.

Privacy has di erent meanings in di erent settings, and is nore of an
umbrella term for di erent personal rights. Usually, the tam privacy is used
in two di erent senses. Physical privacy, thought of as a rigt to prevent
intrusion into ones physical space, such as a home, as welklas right to se-
clude oneself from others. The other type of privacy is inforational privacy,
seen as the right to seclude and control data about oneself.

The quote at the beginning of the Chapter is article 19 in thenternational
Human Rights Charter, and it is interpreted to include the rght to privacy as
a human right. Even though considered to be a human right, veffew nations
include privacy as a part of their constitution, Norway is no an exception,
although a recent study initiated by the Norwegian governnrg recommended
that privacy should be given its own constitutional protecion [5, Ch. 19].
Today privacy in many countries is protected through a numbeof laws,
regulations, and juridical precedence. Searching for theegect de nition of
privacy and giving a thorough overview of how it is legally ptected around
the world is far beyond the scope of this thesis, for a good eveew of privacy,
and how privacy is protected by laws and agreements the reads referred
to the human rights organisation Privacy International andtheir overview of
privacy [6].

2.2 Do We Really Need it?

As the quotation at the beginning of Chapterl wrote \You have zero privacy]|
Get over it." This statement from Scott McNeally, former CEO at Sun Mi-
crosystems, was given during a product launch in 1999. Withistouraging
statements like this, from a high-ranking o cial in one of the large multina-
tional corporations within the computer industry, it might seem like privacy
was something that only existed back in the 20th century. Hoswer, in the
next sections | will argue that this is not the case, and at theery least there
are a few systems where everyone can agree that privacy isdeze

In most discussions between privacy advocates and those wivant to
introduce some kind of privacy invasive technology, the augnent \if you
have nothing to hide then what are you afraid of?" is broughtnto play.
The question implies that privacy is about hiding somethinghat is wrong
or illegal. The battle for privacy is rather a battle betweenthe more funda-
mental issue of freedom versus control, and not a battle beden privacy and
security [7]. Consequently, privacy is not about hiding something wram but
about having the freedom to seclude personal information @ameself if one
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desires to.

Most types of crime could probably be prevented or discovetef we
just introduce enough measures of controlling the actiond smdividuals and
groups. Again it breaks down to which type of society we wantot live in.
The famous book \Nineteen Eighty Four" by George Orwell §] portrays a
society controlled by \the party." Everyone is under constat surveillance
and any action deemed wrong, in one way or another, may lead ¢etting
arrested by the \thought police.” A more recent book of ction is \Little
Brother" by Cory Doctrow [9]. The book brings us into the life of a young
boy that takes on the Department of Homeland Security, aftethey react to a
terrorist attack by deploying all sorts of surveillance telaniques, undermining
the rst amendment.

Of course these books are merely works of ction, but for seat years
there have been initiatives for automatic pro ling of airline passengers in
the US through the earlier CAPPS program, and the suggestedAPPS
Il program [1(]. As a side note, most of the techniques deployed by the
Department of Homeland Security in the book by Doctrow, al@dy exist,
and are used in large scale on a day-to-day basis. The di emn between
ction and the real world lies in how the technologies are usk

The British Home O ce has recently released a report which sttes that
automatic pro ling is of limited use, partly due to a large nunber of false
positives [L1].

Following from the events of 9/11, but also from the continuos techno-
logical advances that would have appeared anyway, it is fairsafe to say that
the amount of privacy a person enjoys in the western world t@y has not
increased during the last decade. Numerous CCTV systems kalkieen de-
ployed, border-controls have been intensi ed, electronigassports and other
ID-card schemes have been deployed, and these are just a feangples of
large-scale systems that to some degree facilitate surlaice and under-
mine people's privacy. New emerging technologies may be dise di erent
attempts at creating a safer society, although they might bevery privacy
invasive. For such technologies it can be argued that the indduals right to
privacy outweighs the bene ts that the speci c technology $ able to deliver,
and that society is best of with them not deployed.

Many see privacy as a fundamental requirement for a well futiening
democratic society. The term democracy is interpreted dieently all around
the world, but the foundation is a form of government where th people hold
the power, and everyone is granted fundamental rights andeedoms. Privacy
includes rights to gather information and to decide for one#f, and is thus
necessary for something as basic as a free democratic ebecti

In a talk given at the German Chaos Computer Club Camp in 200he
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philosopher Sandro Gaycken argues that in many of the dis@igns between
privacy advocates and others arguing for more surveillangerivacy advocates
are using arguments with soft values that fail to persuade pele toward
wanting more privacy [LZ]. Claims as \l don't like being watched" becomes
insigni cant in comparison with \This technology has showrto reduce serious
and or violent crimes this much." Gaycken presents argumentadvocating
privacy and place these in three areas, psychological, setonomical, and
technopolitical consequences of surveillance. In the fmNing paragraphs, |
will present some of his arguments of why and how surveillam¢echnologies
can a ect society in di erent ways.

2.2.1 The Good, the Bad, and Me?

In many situations surveillance equipment is used to enfagclaws, and to
prevent certain actions, ranging from preventing vandalm to enforcing speed
limits on roads. Nevertheless, the way these laws are beingf@ced re ects
a set of values that are believed to be important, at least byhbse spending
money on these systems. A known \problem" in science is the sdyver e ect,
by observing something you aect it. In psychology, the e etis referred
to as the Hawthorne e ect. While studying the e ectiveness bworkers it
was realized that productivity was higher when the workersrew they were
under evaluation [L3. Gaycken argues that people who know they are under
surveillance may be in uenced by the surveillance in the sagrway. He further
argues that people will somehow react to surveillance by finyg to behave in
accordance to, or in opposition to, what they think the obseer wants.

A society where surveillance is conspicuously present magsult in a
monoculture of values. Individuality, the ability to judge ethically from own
beliefs and opinions might be replaced with the capabilitya decide whether
or not an action is in accordance with established values. §eken compares
this tendency with studies done on children with overprotdtve mothers.
Such studies have shown that these children get indecisivadavery depen-
dent of their mothers. They have poor ethical competence, drare behaving
either like their mother wants them to, or in de ance with thar mothers'
wishes. Of course this is something that happens in an extrensetting, but
just how much the current level of surveillance a ects us asdividuals is un-
known, and do we really wish for a society where the amount afirseillance
a ects our daily behavior? | personally believe his argumes carry water,
and that they should be the foundation of a discussion aboutrpacy and
surveillance.

Another problem with a surveillance infrastructure, and tle resulting lack
of privacy, that Gaycken brings up is how such an infrastructre facilitates
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Surveillance in a Perfect World

Figure 2.1: How surveillance is used to protect values in a ihect world.

the growth of a new class society based on automatic pro ling

People and organizations wanting to apply some form of suiitance, be
it camera surveillance or large scale logging and proceggof information, of
course never say that they have bad intentions. They want tose technology
to protect what they, and generally most of society, consideo be some kind
of good against some kind ofevil. This is illustrated in Figure 2.1 where
surveillance is used to protecgood from the bad and the ugly.

But who decides what is good and what is not? Generally peopégree
that most forms of crime are bad and should thus be fought; &bugh most
of us also include the notion of proportionality, meaning tht society should
not use any means possible in order to ght any kind of crime. Bthods used
to ght crime has to be proportional to how bad we consider thespeci c act
to be.

A large corporation however does not necessarily care abalt crime,
what is important to them is generally to maximize their pro t, and to avoid
engaging in business with people and organizations that amet pro table to
them. After all that is what the stockholders are expecting.The shift in pri-
orities turns the table a bit in terms of surveillance. If suls an organization is
the owner of a surveillance infrastructure, suddenlgoodin the sense society
sees it, has been substituted byrot, and evil has been substituted with

9



Surveillance and Profit

Figure 2.2: What if the owner seeks to maximize their pro ts?

the poor and the needy Thus turning the use of surveillance away from the
ideal situation illustrated by Figure 2.1, into a less ideal situation depicted
in Figure 2.2 illustrating how the incentives of system owners in uencéow
a certain technology is used.

As more surveillance technologies, and other privacy pes@e systems,
are introduced in the name of \war against terror" or \for the sake of the
children" in the western world, it gets harder to argue agaist the deployment
of surveillance and privacy invasive systems in countriesha@se governments
more resembles dictatorships. How can we argue that it is gkdor us to
deploy such systems, but not for them? In countries ruled byictatorships,
or any other totalitarian form of state, the use of privacy iwvasive systems are
further shifted from the original intentions. Here systemsnay be employed
to protect the elite, or the dictator, against everyone elsas illustrated in
Figure 2.3

Some of the examples Gaycken uses involves taking the arguta¢ion
to the extreme, and exemplify worst case scenarios, but ndheless he has
a lot of good points and for those interested in privacy the Gman Chaos
Computer Club has a video of his talk available atl[Z]. Even if his scenarios
are extreme, | have not been able to nd any research talkingomut how the
current level of surveillance is a ecting us.
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Surveillance and the Dictator

Figure 2.3: What if the system is controlled by a dictator?

2.3 Why Does the Privacy Erosion Continue?

As we saw in the previous Section, there exists solid and waihdamented
reasons to preserve privacy, and some of them seem very intpat. In
particular, privacy is a necessity for a functioning demoarcy, and its absence
can aect our ability to judge ethically. We also saw that the widespread
deployment of privacy invasive systems seems to continue fafl speed. In
this section, | will try to give some insights as to why such stems keep on
emerging.

The English word \surveillance" came from French and literly means
to watch over or care for. Georg Apenes, the director of the Neegian Data
Inspectorate once said that big brother walks hand in hand Wi big mother
[14]; implying that some of the systems undermining privacy ar¢here to
control those under surveillance, while other systems eki® protect people
from known and unknown dangers they may expose themselvesas a caring
mother would do. He argued that big mother represents the desoratic
state, and its overeagerness to care for its citizens, and kiag sure that
they adhere to what the state considers their best interestsSo while some
systems are there as necessary safeguards to prevent pefmm cheating
the state, and to prevent civil servants and the governmentrém cheating
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the people, some systems are there as a result of overeagappetrying to

care for you and me. Systems that need to be in place to secuhe twelfare
state are necessary, but privacy could probably bene t fronsystem design
taking privacy into account. Other systems though are unnessary and
should never have been deployed. One example is the camenaaillance of
public transportation. A lot of research on CCTV and its e ediveness exists,
most of it concludes that there is no signi cant reductionsn violent crime in

areas where CCTV has been deployeds 16]. The arguments used by the
owners when they sought to deploy the surveillance of bussa®d trains, was
that the surveillance was supposed to prevent robbery andolent episodes
targeted at their employees 17]. While they are presenting it to the public
as something they do for the safety of travellers.

According to [1§], 91% of those asked are positive to surveillance of public
areas, 79% states that cameras make them feel safer, butlstil% do not
like the increased amount of cameras. One point in this suryehat was
particularly interesting was the fact that people who genely felt safe where
they travelled daily, felt more safe if they were in areas wit CCTV. People
who answered that they felt unsafe did not report feeling saf in areas with
CCTV. So it seems that cameras make people who already feefesafeel
safer. While people who does not feel safe are una ected whet an area
is under surveillance or not, aligning with research statm that surveillance
does not signi cantly reduce violent crimes.

Another example more related to computers is the recent depyment
of electronic tickets in Oslo, which will be further discus=d in Chapter 3,
where information about every trip made using a personal aaris stored in
a central database to provide end-users with di erent valu@dded services.
But is this really something the end-users want? Some of themight value
such services and are willing to trade in their privacy whil®thers are not.
In this, as in many other cases, the system owner decides whsatbest for
their customers, and deploy an infrastructure in order to Hp them. However
such infrastructures, as is the case with the one deployed @slo, might also
double as surveillance systems.

To conclude, some of the systems eroding privacy are depldyas a result
of a real necessity. However, many of these systems coulddésss impact on
privacy if a more appropriate system design had been used.n$®systems are
deployed from a genuine wish to protect and care for custonseand citizens,
but some of these systems may have a high price in terms of @ty and
society would be better of without them. While others again i@ built by
small organizations or companies in order to protect theirvan assets. This
might not have large consequences when done on a small schlg, when
everyone implements such systems the total impact may be tpilarge.
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2.4 Privacy and Personal Information

Up until now this chapter has been about what privacy is, and rguments
for and against privacy in di erent settings. Hopefully the reader is now
ready to dig deeper into how information is used in computerystems and
how privacy is eroded in many cases. We start by de ning somenportant
terminology and concepts.

2.4.1 Personal Information

Personal information can loosely be de ned as any kind of information about
a person; ranging from his or hers favorite chocolate, to sacsecurity num-
bers and ngerprints. One thing to note is that it is not necesary for a piece
of information to be directly linkable to an individual for it to be consid-
ered personal information. For instance by themselves thellowing pieces of
personal information \24 years," \Computer Science Studd' \from Fusa,
Norway" do not relate to the author of this thesis. But if one kiows that
they are all information about the same person they might idaify the au-
thor uniquely. Information derived from such facts is alsoni many cases
considered to be personal information. Information aboutraindividual's
net income, mortgage, and payment history can be used to debe the per-
son's nancial situation from which one might further dedue whether or not
he or she is to be considered a prompt payer. The European D&eotection
Directive from 1995 uses the term \Personal Data" and gives ihe following
de nition:

\'personal data' shall mean any information relating to andenti ed or
identi able natural person(data subject); an identi ableperson is one who
can be identi ed, directly or indirectly, in particular by reference to an
identi cation number or to one or more factors speci ¢ to hisphysical,
physiological, mental, economic, cultural, or social ideiby."
[19, Article 2.a]

2.4.2 Sensitive Personal Information

In many countries, a subset of personal information is givespecial protec-
tion, because it contains information considered to be satige. In Norway,
as in most other EU countries, information about race, ethuity, religious
views, criminal records, health information, sexual prefences, relations, and
union memberships are granted special protection under thaw [20, x2 Sec.
8] [19).
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However, it is the author's view that sensitive informationshould be
thought of as \information an individual believes should bekept private,”
acknowledging that this is a matter of personal preferenceéccording to the
survey mentioned earlier in the chapter, people's view of \wehthey consider
as personal information does not align with the current legiation [1g]. In
Norway people seem to be more willing to share information abt their po-
litical and religious views and union membership, than theiNational Birth
Number (NBN) and their cellphone number. Neither of these tar numbers
are granted any special protection by law, and the phone nurabis in most
cases available in the phone book, and on numerous of onlimgvices. The
authors of the survey point out that they believe people maydve misinter-
preted the question, and this possibility should be taken to consideration
when trying to interpret the results. Another possible exmnation is that
how people may misuse a phone number or an NBN is simpler to igiae
than how information about ones religion might be exploited

Either way, the reader should now know that sensitive persah infor-
mation exists, and in many countries such information is grdaed special
juridical protection. One does not need to look more than sewmty years
back in time to imagine what consequences a comprehensiat bf people's
religious views would have had. So when developing a digitsystem that
manages personal information, one should check whether atrihe system
will be dealing with sensitive personal information. If thais the case, one
should do a thorough analysis of the privacy in the system dgs.

2.4.3 ldentities and ldenti ers

In di erent settings on the Internet we use di erent identities. On Facebook
you present yourself with your given name, and an email, butnoother sites
people use pseudonyms, e.g. \ladiesman217." On governmsites or in on-
line banks, at least in Norway, the de facto standard to iderfy yourself is
to use your NBN. All these identities contain a subset of an dgividual's per-
sonal information, and as we have demonstrated a person caavh multiple
identities, perhaps even overlapping identities. For inaihce an identity in a
bank contains a lot of nancial data that is mapped to an indivdual using
an NBN, while the census authority has information about whe individuals
live, but also use NBNs to map an address to a unique individua

When discussing identi ers, we see that some identi ers arm a sense
\stronger" that others. A person's NBN is handed out at birth, follows
the individual from cradle to grave, and never changes, exmtein some very
special situations (e.g. sex change operations). In genleem identi er is
strong if it allows a unique mapping to a speci c individual in a popuation.
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Later in the thesis we will look at how broad, or even wrong, @sof strong
identi ers can reduce privacy. An alternative to strong ideti ers is to use
multiple identi ers that in themselves do not allow a uniquemapping, but
when held together provide a mapping with a certain degree obn dence.

2.4.4 Personal Information and Crime

The advent of the information age has undoubtedly made a lotfdhings

easier for everybody, including criminals and fraudsterslhe Internet allows

for people located in one country to carry out certain typesfacrime on the

other side of the world. According to Symantec's annual Inteet threat

rapport, the Internet has facilitated an entire undergroul economy where
one can buy or sell information that can be used to commit di eent types

of online fraud and other types of online crimeZ[1].

One of the rising forms of crime seems to be identity theft. khtity
theft occurs when someone uses another individual's perabmformation to
impersonate him or her 22, p. 96]. Usually, identity theft is carried out with
the intent of gaining access to some form of good, this can beegything from
getting issued a credit card to using someones' store disobuWhen trying
to commit crimes such as identity theft or fraud, having as meh information
as possible about the subject you try to impersonate is veryelpful.

Identity theft combined with a general lack of security arond personal
information enables criminals to harvest vast amounts of formation without
making a lot of e ort. A good example of harvesting is illustated in [23].
We are shown how Norwegian telephone companies made veryrigendly
sign-up procedures where all you needed to start the regiation process was
an NBN, lling the NBN into a form and pressing enter fetched pur name,
address, performed a credit check, and presented it all ngabn-screen.

NBNs are highly structured and therefore it is simple to gemate valid
numbers for any given day44]. So by generating valid NBNs, and inputting
them to the websites in an automated way, one could harvest atlof infor-
mation about Norwegian citizens. Namely the individual's BN, his name,
address, and an indication on whether or not he or she was to bensidered
creditworthy by the telephone company. It is important to nde that one
did not need to have a prior relationship with one of the the aopanies in
order for them to leak your name, address, and NBN because tbempanies
bought services from others who had more or less direct accés the census
database.

A person's NBN was never intended as a way of authenticatinghat
someone is indeed who he or she claims to be, but still many dens used
to grant access to various services based on the knowledgewfNBN. One
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vendor went as far as issuing you a credit card as long as youdha valid
NBN and a working e-mail address. In another recent article’f], a reporter
investigated how much personal information about himself as lying around
on the Internet. He found it to be frightfully much, the list included his
Social Security Number, addresses dating back to 1975, antiaions with
various nonpro t organizations.

It is clear that a lot of information about people is already ifreely avail-
able on the Internet, and much of the information one can nd here is
regarded as public and should not be of any concern. In fact i of the
openness is a requirement for a well-functioning democratsociety. But
accidents keep happening, and from time to time, some compaar govern-
ment branch experience a security breach and a following leae of sensitive
personal information. One can name numerous examples wheersonal in-
formation considered private has been leaked either by adent or foul play.
For instance, the loss of a harddrive in Britain containing prsonal infor-
mation about 100 000 soldiers and 600 000 potential recryitsr the New
Zeelander who bought an mp3 player containing documents altcAmerican
soldiers, camps, and supply plans in Irag. The interestedader might visit
the American nonpro t organization \Privacy Rights Clearinghouse" for a
comprehensive list of American data breache&€].

2.5 State of the Union

Several big organizations have already implemented rougs and business
processes to ensure that old systems do not constitute semsoprivacy risks,
and that new systems under development are as secure and pdy friendly
as possible. The United Stated passed the \E-government Adf 2002"
that was supposed to improve the management of and promotedghuse of
electronic government services. The act also went far in @gnizing that the
growth of new digital techniques and devices might have seeampact on the
privacy of people's personal information. As a result, thech required that
in the future, government agencies must analyze the pos®&btami cations
of privacy whenever designing a new system, or substantialtevising old
ones. Such a review is called a \Privacy Impact AssessmerPld) and is
meant to cover the most important parts of how a system handéepersonal
information.

One of the governmental bodies in the US that provides a lot afnline
material about how to conduct a PIA is the Department of Homelnd Secu-
rity (DHS). Based on their web pages, and a memorandum from ¢hO ce of
Management and Budget, | will give a brief overview of the mosmportant
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parts in a PIA. For more thorough information the reader shold visit the
web pages of the DHSZ/].

The DHS material consists of nine sections where the peopleat are
carrying out the evaluation are asked to answer certain quisns. They are
also given some guidelines as to how detailed the answerswutidbe, and
what they should cover. Each of these sections cover di eresides of how
personal information is managed, starting with questionslaborating on the
management of the information, and ending with questions vehne the writers
are asked to discuss how the subject at hand a ects overallipgacy.

The most important sections in a PIA are those that cover chacteri-
zation and use of the information, retention and sharing. Alo included in
the PIA are sections for covering how those whose informatias registered
in the system are informed about it, and their rights to acces redress, and
correct the information.

As we shall see in the next chapter, the division into these me topics
make very good sense when trying to determine, or documentet level
of privacy in a computer system that processes personal imfieation. In the
next chapter | will introduce a number of controls that we wil use to evaluate
the privacy in a system. The general idea is that by ensuringhat a few of
these controls are in place we are able to say something abdbé overall
level of privacy o ered by a speci c system. The reader willhien see how
subjects included in the DHS PIA falls in under speci ¢ contols.
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Chapter 3

Measuring Privacy in Computer
Systems

Quis custodiet custoder ipsos?|Who watches the Watchers?

The previous chapter gave an introduction to privacy, and loked at how
a few organizations and government bodies are trying to erguthat their in-
formation systems preserve privacy. This chapter starts i an introduction
to risk management in computer systems, how it is done, andree remarks
about what is considered best practises. In risk managemetttere are two
main methods used to quantify risks, namely qualitative anquantitative risk
management, both methods will be introduced and it is outlied how they
are used to measure risks. The risk management introductias followed by
the introduction of privacy controls. | suggest some contts that will aid in
the process of evaluating the overall privacy level o eredyban information
system. These controls will then be used at the end of the chap, as parts
in a proposed formal privacy reviewing process inspired bisk management.

3.1 Risk Management in Computer Systems

Risk management is a process that enables those performinga identify
the risks that they, and other stakeholders are exposed to dmanage these
risks. The goal is to determine which, if any, of the identi @ risks that
are too high, and to devise strategies to remove, or at leashitigate these
risks. The National Institute of Standards de nes risk mangement as'the
process of identifying risk, assessing risk, and taking pteto reduce risk to
an acceptable level2d].
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Risk is de ned di erently depending on the setting. For insance, when
playing the lotteries you can either lose or win. Since playg the lottery
usually involves placing a bet there is a risk involved, thisype of risk is
often referred to as speculative risk. Risk management fess solely on
managing risks that have a negative impact on a business or ystem. This
type of risk is referred to as pure, or non-speculative riskso to us a risk is
simply the possibility of su ering loss or harm.

When developing software it is usually a requirement that ta software is
secure, meaning that it should be able to function correctlyunder malicious
attacks [29. Many di erent methodologies for development of such softare
exist. Common for most of them is the use of a risk managementogess,
that is to help reduce the overall risk level of the applicatin. Most such
development methodologies consider security, but some dfetn focus on
security more than others, amongst these are Microsoft's &ge Development
Lifecycle (SDL) [3(]. However, the di erent methodologies incorporate a lot
of the same \best practices” in order to achieve a high levelf security,
and these are summarized in Figur8.1 In this Figure, a general Software
Development Lifecycle(SDLC) is seen with the di erent bespractices placed
where they generally belong; showing that risk managemenas grown to be
a well established practice in software development, anddhit should be
considered an important contribution to software security

Recslji?:gtgntsmsk Analysis Code Review Pen Testing  Security
Response

Requirements Design mplementation; Verification Maintenance

Static Analysis Release review

Figure 3.1: The SDLC with all best-practise security meases lled in, the
gure is inspired by [31].

In general, a risk management process consists of two stepsk assess-
ment followed by a risk treatment. Figure3.2 gives a high level view of the

process 14].
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Risk Management

Risk Assessment:

Threats I' Vu!gr?er ll
abilities

' Risk Treatment

Mitigation
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]
Transfer |
'
!

___________________________
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Figure 3.2: A high-level view of a risk management process.

3.1.1 Risk Assessment

The desired output from a risk assessment is a set of quantderisks. In

order to achieve this, one starts o by getting a complete sysm overview,

identifying assets, stakeholders, and describing the purpe of the system.
An asset can be everything form a physical hardware device #piece of
software or data. The importance of data that resides on an ganization's
information systems should not be downplayed. In many instees the data
are far more worth than both the hardware and software. Iderflying the

stakeholders of the system is also important, because we glibconsider risks
a ecting other stakeholders than the one carrying out the sk management
process. There are several reasons for considering risk tioen stakeholders.
If shortcomings in your system in icts damage on someone elsdo you have
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to compensate them? Also, incidents not harming you diregtlcan do so
indirectly, for instance from to bad publicity leading to Icss of reputation.

After mapping out the system, the two next stages in the risk ssessment
is threat and vulnerability identi cation. A threat, or a threat agent, is
de ned as an entity that may cause harm to your system by expitng a
vulnerability, either intentionally or unintentionally. Threats can be hackers,
script kiddies, insiders with di erent types of privileges users behaving badly,
and natural disasters such as res and earthquakes. Yulnerability can be
said to be susceptibility to some kind of injury or damage, oa weakness in
your system allowing someone to in ict damage by exercisirttpe weakness.

Having identi ed vulnerabilities and threats, one goes ond combine these
into pairs of threats and vulnerabilities. Afterwards eaclof these pairs are
given a likelihood, indicating how likely it is for the thred to exploit the
vulnerability.

To qualify as a risk there has to exist both a threat and a vulnmability.
If there is no-one around to exploit the vulnerabilities, tlen they do not
constitute risks. Likewise if there are no vulnerabilitieshe number of threat
agents does not matter.

Having paired o threats and vulnerabilities one continuedo sort these
based on how severe an impact they can have on your businessowHhe
ranking of risks should be done will be further discussed ire&ion 3.1.3

3.1.2 Risk Treatment

After identifying and ranking the risks one has to decide howo manage the
individual risks. Some of the risks may be negligible and came ignored.
Ignoring a speci c risk should of course always be a result ocareful consid-
eration and generally a cost/benet analysis is used to makée decision.
The acceptance of a risk can happen when the impact of an ineitt is so
small that just dealing with incidents as they appear consumless resources
than xing the problems. Some of the risks may have a low prolity of
occurrence, thus one can assume that they occur so seldomtth@ey too
would cost more to prevent than to accept. Deciding to not migate risk is
referred to asacceptingthe risk.

Other risks can be so severe that one has to do something rutigate
them. Di erent ways of mitigating severe risks exist. For istance one might
be able totransfer the risk. Transferring a risk is, as the name implies, to take
a risk that you are exposed to and somehow transfer it to othatakeholders.
Risk transfer is typically done every day by car owners, whethey buy an
insurance they transfer most of the risk in the case of an adeint to an
insurance company in exchange for a fee. One can also choasestluce the
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risk by implementing di erent kind of controls and safeguads. In banking,

an example of a safeguard is the requirement of having all trgactions above
a certain value authorized by two clerks. Introducing di eent measures, or
safeguards, in order to reduce or eliminate a risk is callembntrolling the

risk. Another option is to reject the risk, and choose not to o er a specic
functionality in the system because the risk it would introdice is too high.
A simple illustration can be seen in Figure8.2 where the risks identi ed in

the \Risk Assessment"” step are distributed into di erent cdegories.

3.1.3 Quantifying Risk

What risk mitigation strategy to choose depends on the sewvamess of the
particular risk. Thus, how risks are quanti ed is crucial amd should re ect
the world as accurately as possible. Focusing the e ort andtantion where it
is most needed, gives the best return of investments, and rtexs the overall
risk exposure as much as possible, hopefully keeping incitseunder control.
As mentioned at the beginning of the chapter, there are two nira meth-
ods used when quantifying risks. When using@uantitative risk management
approach one assumes that over time the incidents have a sstical distri-
bution, e.g. a normal distribution, and one can do statistial computations
on the probabilities. In such an approach the threat/vulneability pairs are
given estimates of impact, usually in monetary loss, and a @bpability of
occurrence. Then the risk is calculated using the followinigrmula [37]:

Risk = Impact Probability of occurrence (3.1)

With such an approach one is able to calculate the expectedstoof a
risk. If for instance a certain type of incident would cost a@mpany about
1 000 000 NOK but only have a probability of 0.5%, the risk codlbe said
to be 5000 NOK, which is the expected average loss of that specisk. For
another similar incident were the probability is 5%, the rik would be 50 000.
Here, we would start by focusing on the latter risk, as it is th one we expect
to cost us the most.

In some areas the quantitative method might be applicable anproduce
sensible results, while in others it might not yield good resdts. The under-
lying assumption of quantitative risk management is that cosidering proba-
bility of occurrence makes sense, and that by looking at theapt one is able
to predict the future. Even when dealing with systems wherehe assump-
tion is true, one need to have enough data points for these frabilities to
be accurate. As most companies does not want to talk about tinesecurity
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breaches and incidents, compiling a high quality list of dat points might be
very di cult.

And even if one manages to create a perfect estimation of theopabili-
ties, the method is still subjective since the monetary los# incidents is hard
to predict and can vary over time. For instance, downtime in & online bank
might be cheap during the weekend, but what if it happens the eek before
Christmas? For those who are interested in more criticism afuantitative
risk management, or risk management in general see Taleiy]|

The other approach to risk quanti cation is qualitative risk management.
Using a qualitative approach to risk management one decides a set of
discrete levels that are used to classify the likelihood anthe impact of a
risk. A common choice for the levels is \high,” \medium," and\low" for
both impact and probability, and then one combines the two tareate the
nal level for the risk. The risk can then be determined using risk matrix,
as shown in Figure3.3. The qualitative approach also has its weaknesses.
To a certain degree, it underestimates the risk associatedtivhigh impact,
low probability events. As we see from the risk matrix, a higlmpact, low-
probability event ends up classi ed as a medium risk, but sincevents can
be catastrophic for a business. This is one of the major weadgses Taleb
points out in his book [33. In particular, the observation holds true for large
national or international systems of great importance. A dicussion of how
to manage these risks is found ir3f].

Nevertheless, | argue that the qualitative approach is thedst alternative
when securing most computer systems, and the method i&4] only comes
into play in specic cases when talking about large systemd oational or
international importance. Using qualitative risk managerant, enables risk
managers to focus on managing the di erent risks, and lessrte worrying
about whether the values for impact and probability are coect. As the
saying goes \it is better to be approximately right than exatty wrong."

3.2 Privacy Controls

In the previous section, we saw how a qualitative approach valuable in risk
management of computers, and how it is a tool highlighting # most critical
problems of the system under review. Inspired by the qualiti&ze approach to
risk management, we now turn to analyzing privacy in informton systems.
In a system maintaining personal information, the approacbf identifying
vulnerabilities and threats can be a viable approach to deteine the level
of privacy. But risk management is not about creating 100% sare systems,
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Risk Matrix

Probability

Figure 3.3: An example qualititative risk matrix.
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it is about creating systems that one can a ord to live with am planning for
the unexpected. When dealing with people's personal infoation, such a
gamble may not be desirable. Therefore, | believe that a dirent approach
should be used when trying to ensure that a system providesiyacy.

The rest of the Chapter is devoted to de ning nine general aes where
privacy fails in computer systems. For each area, | introdecthe notion of a
control, that should be understood as the ability to manage the privgy issues
related to the speci c area. Using this approach one shoulclable to identify
privacy problems in systems, because one has a clearly dednstandard
that one can measure against. The approach also enables oigations and
individuals to take a structured approach when trying to evlate the privacy
of any given system.

Through the work with my thesis | have found if useful to de netwo dif-
ferent classes of systems providing privacy namely, systerthat o er their
usersanonymity and systems that o er usersprivacy of their personal in-
formation. | will introduce the separate controls for each class of sysns.
The word \anonymity" is derived from a Greek word that originally meant
without a name and in a digital world we should think of a subject as anony-
mous if it is not identi able within a speci ¢ population. Wh ile privacy of
personal information follows the de nitions that were giva in Chapter 2.

3.2.1 Privacy Controls in Systems O ering Anonymity

Many systems do not need their users or data subjects to unigly identify
themselves in order to deliver services. Such systems speonf simple web-
pages that just provide readers with static information to &rge multi-user
systems that process information for various reasons. Tleseems to be a lot
of scepticism towards o ering true anonymous services thgh, largely due
to the potential for misuse. The upside of anonymous servie@owever might
be greater than the downside, and in some cases the ability b@ anonymous
is a life and death issue. For instance many human rights ongaations rely
on anonymity services in order to stay in contact with peoplén countries
where freedom of speech is limited. A negative comment abatie Chinese
government can in some cases be enough to land you in jail, ahttas been
known that Chinese human rights ghters use The Onion RoutefTOR) net-
work to communicate with the outside world. The TOR network &cilitates
anonymous internet access originally developed with the goort of the US
Navy [35].

Recently there has been some outcry in Norway due to a new éteaic
ticket system in Oslo. Users are complaining that the systerns logging
far too much information about them, e.g. when they travel, \Were they
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travel from, and what direction the vehicle they entered israveling. All the
information collected by the system is available to every@nwith access to
the system, and the user's full name, address, and birth-datare stored in
the system B6]. A thorough analyze of how such a system could be built
to o er anonymous traveling is outside the scope of this thés but is it
really necessary for every company in such an electronicket collaboration
to have access to your full travel history? | for one think nat Fare collection
systems for public transportation should be built in accordnce with the right
an individual has to free movement, something that one cangue a thorough
logging of ones movements is not. The wish to store as muchamhation as
possible seems to be somewhat symptomatic for new systemattare being
deployed.

In order to 0 er anonymity, a system needs to have two propeints. One
should not be able to trace an action performed in the systemabk to a
user, and one should not be able to deduce which actions in tlsgstem
are performed by the same user. These two properties will beferred to
as untractability and unlinkability, and will be closer described in the two
following sections. Both properties are de ned as controla systems o ering
anonymity.

Untraceability

It should no be possible to trace actions back to a user.

As stated, a system that aims to o er its users anonymity shdd be
built in such a way that actions performed in the system cannde linked
to a speci c user. Traditional election schemes require that should not be
possible for anyone to determine what a speci ¢ individualoted for, while
you usually have to register yourself in order to place a vatd/oting systems
are thus good examples of systems that contain personal infation, but
still ensure that an action, in this case posting a vote, camt be linked to
the individual who performed it.

On the Internet, the use of pseudonyms is a common way to obtaa
certain degree of anonymity, since a pseudonym generallynst easy link-
able with an individual's real identity. However, when usig the Internet, if
no precautionary steps have been taken, every service onsitgi know the
originating IP address, and thus users are largely traceabl

Generally, in any system, the harder it is to track a specic &sk to a
unique individual the higher the level of anonymity is expeed to be.
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Unlinkability

It should not be possible to link actions performed by a speaiser.

If a speci ¢ user interacts with a system that is to 0 er anonynity multiple
times, it should not be possible for anyone to create a list ntaining the
di erent tasks performed by a single user. One should note #t the ability
to generate such a list does not translate into determining o the user is.
Just that the same user performed all the tasks in a list. Ovetime, a list
can grow quite extensive and it might be possible to use bit$ mformation
from di erent tasks, viewing them together in a wider contex to uniquely
determine the identity of the individual behind the actions

In 2006, an employee at America Online (AOL) published sedr@ueries
for 650 000 AOL users from within a three month period. The datwas
anonymized before they were published by replacing the AOLsername
with a serialnumber. By doing so they thought that researchis could use
the dataset without interfering with the privacy of those wto had done the
searches. AOL was wrong. By looking at the content in the sedr strings it
was possible to deduce the person behind the number. Somathihe New
York Times decided to do with user 4417749. User 4417749 hawhd several
hundred searches in the three month period for which data wgsiblished.
Some of the queries used to track down the person hiding betiithe number
are listed below.

60 single men.

Numb ngers.

Several queries involving people with Arnold as their lastame.

Landscapers in Lillourn, GA.

From these strings one can assume that the person is a femdiing some-
where in Lillourn Georgia, she is probably in her 60s and silgg The re-
porter from the Times did not user very much time to track down62 year
old Thelma Arnold from Lillourn Georgia, a widow with a dog ard an inter-
est in her friends ailments $7]. A good illustration on how di erent pieces
of information, that by themselves do not necessarily ideify an individ-
ual, when linked together can reveal a lot more informationhan what was
originally intended.
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3.2.2 Privacy Controls in Personal Information Sys-
tems

While the two previous controls address key issues relate@ fproviding
anonymity in a general information system, the controls inbduced here
will be of use in systems where the goal is to keep users' pteanformation
con ned within the speci ed boundaries. In real world applcations, the na-
ture of personal information being stored is diverse, and f@ome sensitive
types of information, a privacy breach may cause permanentathage to the
individuals whose information is disclosed. A typical exapie of such data is
health-related information as there are many di erent diagoses in the world,
some with greater stigma than others.

The fact that a system needs sensitive personal informatiamitself should
not disqualify it from being built, but care has to be taken tobuild in privacy
and security from the beginning. As with security, privacy $ generally not
something that can be added to a system once it is up and runmgnit has
to be introduced from the very start of the development procs.

Collection

Any information system should only collect the minimum amaou of personal
information that it needs to ful | its purpose.

By collecting more data than really needed the potential I@sin the event
of a data breach is higher that necessary, something that mdyave unfor-
tunate consequences for your data subjects, whom in many easare your
customers. Doing so may also make the system seem more int@shan it
really is, as the list of information it collects is unnecessy large.

One cause of privacy erosion igunction creep Systems that are built
for one purpose collects, processes, and stores informatio solve a speci c
problem. Over time other problems that might be easily solekusing the
same information arise. Since the information is already bbected, it is easy
to use it in order to solve the new problem. For instance, in Neoay we
have recently had a spike in the number of roads that requireoli, and an
automatic system for tolling named autoPASS has been intraded in major
cities. At the start of 2009, thirteen of the toll- nanced roads in Norway used
autoPASS to do road tolling, including the city centers of Os and Bergen.
In order to carry out the automatic tolling, the autoPASS sysem registers
information every time a car passes through the toll-gategnd stores the
information in a central database. After a couple of years afsing the system,
tax authorities in Norway realized that they could use infomation from it
to determine whether or not people were paying the taxes theshould for
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private use of company issued cars. If the tax authorities wigs to build such
an infrastructure themselves, it would lead to public outey and it would
never happen. But by using registers already available, theublic outcry
may not be large enough to prevent them access to the registéit the time
of writing, it has not yet been decided whether or not the tax athorities
should be granted access to these data.

The purpose of systems that have an impact on the users' priva is
important when deciding whether or not it should be built. Fo some systems,
the advantages may outweigh the disadvantages. Automatiolling systems
is a good example of such a system. On one hand it allows for atbetra c
ow, and is very convenient for all parts. On the other hand tle system
deployed in Norway today have a huge impact on privacy by stmg time,
date, and position for every passing of a toll gate. Most pelgpare willing to
compromise and trade some of their privacy for convenienc8ut for those
that are not, the system should have alternatives, which isat the case today.

Once the system is in place, like with AutoPASS, other ways tase the
information is thought of and implemented. The new uses of ghinformation
may be far more controversial than the initial use, and had ibeen known
beforehand it might have lead to the system's dismissal. Tombat function
creep as much as possible, systems should be designed tcecbls little
information as possible.

Retention

Personal information should be retained for the shortest gsible period.

The shorter the period of retention, the higher one can expethe level
of privacy to be. In a system where personal information is teed after
a short time, there is, naturally, less information availake in the case of a
breach. Short retention periods also increase the level aiyacy by reducing
the historical data available to system owners.

When discussing retention of data, a brief discussion of h@uch historical
data might be used, and or misused, is in place. The last decemm di erent
knowledge discovery techniques have gained a lot of steanmdaespecially
data mining and automatic pro ling. With the advent of the information
society, the amounts of data available have grown to the slde To make
sense of the incredible amounts of information one need wayssorting the
information and nding those pieces of information that areruly interesting.
The aforementioned knowledge discovery techniques attem solve the
problem.

Automatic pro ling is large research topic by itself, but it is basically
about dividing pieces of information into classes, based qmede ned prop-
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erties. Generally, in order to do pro ling one has to have a ppose for the
pro ling, one needs to specify the dierent proles, and apgpy them to a
data set. By doing this one can identify those types of inforation that are
particularly interesting and discard the rest.

Such techniques are used in several areas, for instance irante to dis-
cover fraud by looking for unusual transactions. Another @&a where such
technologies are used is credit rating. As an example, oneghi have a class
for prompt payers, one for those who are slightly more slacknd one for
those who time after time fail to pay bills before they are due

Dependent on how such techniques are applied, and their qiigl such
data mining may have unwanted e ects. How would you like to bevrongly
classi ed as a bad payer, or be placed on a no- ight list becae automated
processing says you are not behaving like \normal." In a recebook about
data mining and pro ling, Brownsword discusses what the caequences of
a society pervaded by pro ling might be Bg. Portraying some of the same
dangers as Gayckenl}], fearing that it may impact peoples ability to make
ethical choices.

As with many other surveillance and privacy invasive techgues and
tools, several governments have been experimenting withtamatic pro I-
ing of passenger data on international ights. Whether the ésts have been
successful or not is unclear, but a recent report indicate$at it was not as
fruitful as hoped for [39).

Secondary Use

Collected personal information should only be used for theesi ¢ purpose it
was originally collected.

As mentioned in the paragraph about collection, function @ep is a large
problem. In many cases only collecting the minimum of inforation needed
might not be enough. The information might still be valuablefor someone
else in order to solve a di erent problem. Again careful degn and imple-
mentation will probably get organizations some way in ensing that the
information may not be used for other purposes than origingl intended.
But steps to prevent secondary use do not need to be of a tecbtali nature.
For instance, having good contracts with users regulatingdw the informa-
tion gathered by the system should be used, can also help.

The new fare collection system in Oslo mentioned earlier sagto store far
more information about a user than what should be necessaryhe reasons
for storing all the information are to avoid disputes about he amount of
money left on the cards, and to be able to re-issue cards in easne is lost.
But if an insider knows your name, he or she is able to get a cofete list of
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your recent travels, something that is not very privacy enhacing.

Distribution

The personal information collected by any system should no¢ made avail-
able to third parties without prior consent from the data sygct.

If a system enforces this control, it assures the data subjecthat their
information will not be shared with third parties, and thus enable people
to have a certain degree of control over who has access to thegcords.
For anyone to claim that their system o ers a high degree of jpracy, it has
to employ measures to prevent the distribution of personahformation. In
Chapter 2, we saw that most de nitions regarding information privacyone
way or another included the ability to selectively disclosenformation about
oneself to others. If an organization collects personal armation about
people and willingly shares it with others, either free or aa paid service,
they rob the data subjects of their right to privacy.

Distortion

Operators of a system should do their best to assure the imiiggof the in-
formation system.

Steps should be taken to ensure that the data is protected agat di erent
forms of distortion, both unintentional changes stemmingrém errors, and
malicious attacks to change the information. At the very lest, such changes
should not be allowed to occur without detection.

An example of how dangerous such distortion can be was illusted dur-
ing a red team exercise in 1998. In computer security, a commavay of
doing penetration testing of systems is to use a red team, lelueam ap-
proach. The blue team is supplied with information about thesystem while
the red team is not, and they are then both tasked with comproising the
system [i(J. During the exercise in 98, the red team was able to compro-
mise a Department Of Defense (DoD) website containing perswel records
and found themselves able to alter the blood type of soldier&lthough the
system they exploited was merely a demonstration system, dlpotential of
distortion in mission-critical systems, whether deliber& or erroneous, should
be clear {1, 47.

Correction

Any individual whom the system stores personal informatioabout should be
able to access and correct data concerning self.
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For any system, a good description of what information the sgem col-
lects should be available, but it should also be possible fasers to see what
information the system has about themselves, and if the infmation is wrong
correct it. So, for systems maintaining personal informatn there should be
routines in place ensuring that such actions are possiblen Norway, compa-
nies that maintain personal information are obliged to prode the following
information upon inquiry [20, x18]:

Name and address of those responsible for storing and mainiag the
information.

Why the information is being gathered.

A description of the information that is used.

Where the information was collected from.

Whether or not the information will be shared and to whom.

If you are registered, you are entitled to know what data is gastered
about you.

Which safeguards are in place, as long as publicizing infoation about
the safeguards does not reduce the security.

In addition, the same law includes a paragraph requiring tree that main-
tain personal information to correct obvious errors, as wehs errors pointed
out by those registered 70, x27]. Care has to be taken as wrongly corrected
information can also have negative consequences.

Noti cation

In the case of a mishap the users whose personal informatioasAeaked and,
perhaps, misused should be informed of the incident.

When a company has experienced a breach in a system, it shoulaotify
the users potentially a ected by the breach. The reason forigng such
noti cation is simply that if someone looses your informabn you should be
aware of it. Being aware that your personal information hasden lost enables
you to prepare for consequences that might follow from suchlaeach. For
instance, if the intruders get hold of information that enakes them to carry
out some kind of identity theft, you can be on the alert and tak some
precautions. Depending on where in the world you live thera@some steps
that can be taken to reduce this risk. In Norway, it is possild to instruct the
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credit rating companies not to give credit-ratings unlesshiey are supplied a
speci ¢ password.

Although giving notice can probably be considered as the hg thing
to do, many companies are reluctant to do so. The main reasoaorfthis
is probably all the bad press that follows from it. Recentlythe American
company Heartland, an electronic payment processing compawent public
with a breach that happened at the end of 2008. At least they we public,
but they choose to do it on the day of president Obama's inaugation,
and one can only speculate whether it was a strategic move teced media
attention.

After 2003, several states in the US have introduced disclog laws that
require businesses to report breaches in a timely manner gngonal informa-
tion has been lost, is expected to have been lost, or acquireg unauthorized
agents. Some states even require that those a ected is to bddxessed in
writing.

3.3 Privacy Management

With inspiration from risk management and the various Privay Impact As-
sessment examples mentioned in Chapt@r the rest of this Chapter will give
the reader an overview of how to use the proposed controls teakiate the
overall informational privacy o ered by a speci c system.

A general privacy review of a system will start by getting a god overview
of the system in order to document how it is intended to work, rohow it
works. It is especially important to get a full description & how data ows
around in the system, mapping out how it is collected, how itsi stored, what
it is used for and so on, describing the full life cycle of peysal information
in the system.

When a complete overview of the system has been acquired, thext
step is to determine which of the controls introduced in Seicn 3.2 are ap-
plicable to the system. One can imagine cases where some @& tontrols
do not come into use, for instance in systems where one has &ef people
accountable for their actions it may not make sense to talk aut the two
controls regarding anonymity. The next step would then be tevalk through
the relevant controls, giving a thorough description of theelevant system
parts for each of them and ending with a summary.

In the following sections we will go through all the steps andive a brief
overview of what they should contain.
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3.4 System Overview

When performing a privacy analysis of a system there are mamyterests and
boundary conditions that have to be considered. So, gettirggood overview
of the system, what is actually does, what it is intended to daand why, are
all important.

Since we are mainly interested in personal information, th@verview of the
system should focus on how such information is treated. | digr mentioned
the information life cycle, and using this as a starting poinis a good idea.
Figure 3.4 an illustration of how one might think of the life of pieces otlata.
This gure shows that the initial data is collected from somesource, then
goes through an initial processing, before it is transferdd storage where it
resides until it is used. In some cases the information in astgm might be
shared internally with other systems within the organizatn, or it might be
shared externally for some reason. Finally, after a certaiamount of time,
the information may be deleted from the system.

Information Life Cycle

Internal
Sharing

. ; Retention/
Datais Immediate )
i acti Deletion
Collected Processing Semtljactlve
se

L | External
Sharing

Figure 3.4: A illustration of how information generally ows through a sys-
tem.

3.4.1 Metrics

The analysis attempts to measure the level of privacy in a sigsn, thus some
kind of metric is needed. Based on the earlier discussion afamtitative and

qualitative risk management, | suggest that such a metric stuld be based
on a one-dimensional High-Medium-Low quanti cation. Riskmanagement
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usually uses a 2-dimensional matrix as described in Secti8rl.3 and illus-
trated in Figure 3.3 this is due to the traditional view of risk as likelihood
times impact. When evaluating privacy in computer systemspne tries to
determine the level of privacy in the system and thus solelyoacentrates on
the level of privacy and not the likelihood that privacy is beached.

It should be noted that the suggested privacy review somewhaverlaps
with a risk management process, but they do not completely edap and
thus neither one should be seen as an replacement for the atheéA risk
management process focuses on preparing for incidents thrafy occur in
the future and takes steps to ensure that the consequencessath incidents
are as small as possible, while a privacy review focuses otedaining how
well privacy is taken care of in a system and highlights areaghere problems
reside. As a result | suggest that the individual controls stuld be given a
High, Medium or Low rating dependent on how good the system giects
privacy. An example of how the di erent levels should be uset given in
Figure 3.5

For the metric to be useful to anyone, care must be taken wherhée
criterion for rating a control High, Medium, or Low are chose. As the
criteria for each level is set by those performing the procgsit is possible to
adjust them to make a system appear more privacy preservingdn it really
is. One way to counter this is to make the criteria public so tat others may
understand the assessments underlying the nal privacy ratgs. Personally,
| believe that the high level should be considered as a neartgpossible goal,
only to be used in cases where the system does a very good joprofecting
people's privacy.

3.5 Analysis of Controls

Having completed the system overview, one should start ayaing the con-
trols. For each of the controls one should start by determing if the control
is applicable for the system in question or not, and if not theeason for this
should be documented. Another special case may arise if teasarrying out
the review do not have enough information about a speci ¢ ctmol. If there
is no information the entire control should be marked as misgy, stating
that very little about it is known and that it should be rated low. If some
information is available, it may be possible to carry out theevaluation, but
the lack of information should be duly noted in the review. Aer completing
the review of a particular control, one should try to determme the level of
privacy o ered from low to high. This involves setting some lear criterions
for the di erent levels. This is needed on a case to case baasevery system
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Control Metrics

Figure 3.5: An illustration of the High, Medium and Low privecy levels.

is di erent, and to determine some generic requirements th@an be used on
every conceivable system is at the very best di cult, not to ay impossible.
Many of the issues addressed in the di erent controls are alssubjected to
legislation in some countries, and it would be bene cial toniclude a discus-
sion of whether or not the system complies with this legislain.

In the end one should have a good system overview and a thorbuexpla-
nation of how personal information and/or anonymity is treaed throughout
the system and an understanding as to what level the di erentontrols are
satis ed. This review should again enable the organizatioto prioritize the

areas where the attention should be focused.
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Chapter

Privacy Management Example

The poorest man may in his cottage bid de ance to all the forcd the
Crown. It may be frail; its roof may shake; the wind blow thragh it; the
storms may enter; the rain may enter | but the King of England @nnot
enter; all his forces dare not cross the threshold of the r@a tenement!
Parliamentarian William Pitt during a speech in 1763

In the previous Chapters we have been given an introductioro tprivacy
and a structured approach to reviewing the privacy of a syste maintaining
personal information was outlined. The purpose of this Chaer is to apply
the method outlined to a real information system, as an exantg of how it
could be done.

In Norway the government is soon to decide whether to implemethe Eu-
ropean Data Retention Directive or not. This directive mandtes prolonged
storage of tra c data, but not content. It is fairly simple to imagine how
content of communication data might be used, or misused. Butow trac
data might be used, and what it actually is, is somewhat moreid@ult to
grasp.

As a result, | have chosen to look closer at the privacy of pensal infor-
mation in Norwegian cellphone systems, and especially oratc data. One
thing that is particularly interesting about such data in the cellphone system,
is that they incorporate the geographic position of the moka station at the
time it receives or sends data.

The Chapter starts with an introduction to the most relevant entities in
a generic cellphone system. It then continues to describevihngeolocalisation
of a cellphone can be carried out. This section of the chaptaiso contains
information about a simple piece of software that | wrote toxemplify how
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geolocalisation can be done. The last section contains thetaal review of
how personal information is handled. Readers should noteahthe review

is largely carried out with information publicly available and is done on a
general level, as opposed to look at one particular provideAlthough, under

some of the controls, examples from di erent providers areign. It should

again be stressed that this review is made with the informain available to

me at the time, and that if | had been given more information tle rating

might have been di erent.

4.1 Cellphone System Overview

The Global System for Mobile communications (GSM) is the domant stan-
dard for cellphone communication in the world today, and thesystem used
in Norway. GSM as a standard was developed during the 1980s)dathe
rst GSM release came in 1991. Since 91 it has undergone marmyisions,
incorporating new functionality and improving old. When rdeased, it was
considered the second generation of cellphone systems, levkill the older
analogue systems were labelled rst generation. After sonyears, with the
growth of the Internet, the need for improved transfer speedof data be-
came clear. In order to increase the transfer rates, the GeakRadio Packet
Service (GPRS) was developed for use with GSM and other sianl2G sys-
tems, as an add-on. The combination of GSM and GPRS was corsidd a
stop-gap e ort on the way to new 3G systems, and was labelled5%.

The 3G system deployed in Norway today is the Universal MolailTelecom-
munications System (UMTS). UMTS was derived from GSM with GRS and
is thus backwards compatible, allowing for a gradual replament of the old
network infrastructure. All these systems are introduced ére because GSM
is the standard that lies at the bottom of most cellphone netarks today,
and with UMTS under deployment in the most pro table areas. kgure 4.1
illustrates the key elements in a phone network, where GSM drUMTS are
deployed alongside each other.

As a general rule, both systems can be divided into three silani sub-
systems, although they have di erent names. For GSM these arthe Net-
work Switching Subsystem (NSS), Base Station Subsystem (Bf and User
Equipment (UE). In UMTS the NSS equivalent is named Core Netark (CN),
UMTS Terrestrial Access Subsystem (UTRAN) is the UMTS versin of the
BSS, while the User Equipment (UE) is the same in both standés.

In the following, | give a brief description of the elementsni these sys-
tems, as an understanding of how the systems work is needecdet@lain how
personal information is generated and how it ows around intte systems.
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Figure 4.1: lllustration of GSM/UMTS architecture.

4.1.1 User Equipment

A UE is a device used by an individual to connect to the networkUsually
this is a cellphone, but it may just as well be a dedicated modeused for
connecting to the Internet via the phone network. Such devis are thought of
as consisting of two parts, the rst one is the handset, or maan, itself called
a Mobile Station (MS) while the other one is a (Umts) Subscriér Identity

Module ((U)SIM) card. USIM for UMTS, and SIM for GSM. The cards are
the property of the network operators and contain the neceas/ information

for subscribers to authenticate themselves to the networkEach card has
a unigue number, called International Mobile Subscriber kehtity (IMSI),

which is 15 digits long. In addition, the card contains an autentication key
that it shares with the authentication center of the owning ompany. They
also contain some other keys and numbers, as well as storagpacity for a
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phonebook and Short Message Service (SMS) messages.

During the last two decades cellphones have evolved from gil@ phones
to mobile computers with built-in phone functionality. Phones with function-
ality that resembles a home computer is referred to as a smphone. In 2008,
smartphones really hit the marked, Apple released their iRine 3G, Google's
mobile phone operating system Android hit the market, and dter cellphone
vendors released new \pro"-models. These phones often comigh chips
supporting a variety of technologies such as Bluetooth, Watess Networking
(WiFi), and the Global Positioning System(GPS).

4.1.2 Base Station Subsystem/UTRAN

In the GSM and UMTS standards, the part of the infrastructureresponsible
for handling signalling and tra c between UE and the telephame network
are given di erent names. But both contain essentially the@ame equipment,
although in di erent versions, and have similar responsibties. In GSM the

radio towers are called Base Transceiver Station (BTS) wiailin UMTS they

are named node B, see Figuré.2 Each tower is connected to a unit that
manages one or more towers simultaneously, in GSM such unaéee named
Base Station Controller (BSC) while in UMTS they are called Rdio Network

Controller (RNC). An illustration of the structure of these can also be found
in Figure 4.2

BTS/ node B

As stated, BTS and node B are basically radio towers with seeds and
receivers, providing the wireless link between the cable@lephone system
and the UE. A tower is equipped with one or more directional @annas,
each responsible for the signalling in one \cell," hence theame. In GSM
the radio band is divided up into channels, and each such chaal can only
carry eight concurrent conversations. So, if an entire citwas to be covered
by just one cell, only eight conversations would be possib& any time. In

order to combat this problem the size of cells are reduced, dthe number
of cells is increased, taking care that no neighboring celise using the same
radio frequencies. Each cell is given an ID that is unique ued the BSC
controlling the tower. This is illustrated in Figure 4.2, where each color
represents a di erent channel, and the cell ID is a four digithexadecimal
number. For simplicity, whenever | consider a radio tower ithe rest of this

thesis | will just write BTS, but it could just as well be a NodeB.
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Figure 4.2: A simpli ed illustration of a BTS/Node B. The cell colors indicate
frequencies and the texts are sample cell IDs.

Base Station Controller (BSC) / Radio Network Controller (R NC)

The BSC, or RNC, is a central unit connected to one or more raalitowers
and is the governing part of the radio networks in both standas. The main
responsibilities are radio channel allocation and managem of handovers
between cells that are under their management. In additionthese units
are responsible for merging multiple connections togethand multiplexing
them onto the channel to the Mobile Switching Center (MSC), siillustrated
in Figure 4.1

4.1.3 Core Network

The core network of a cellphone system is responsible for nmaytra ¢ from
the switched telephone network onto the wireless networknd vice versa. In
order to carry out these tasks, it needs to do a lot of bookkeey, and every
network maintains several registers and centers for booldmng purposes. |
will now introduce two such registers used by the MSC, sincéey will turn
out to be important to the privacy evaluation.
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Home Location Register (HLR)

Every cellphone operator maintains a Home Location RegistéHLR) con-

taining detailed information about every subscriber. The dtabase contains
much of the same information as the customers' (U) SIM-cardsThe most
important use of this information is as part in the authenti@tion process of
subscribers. The HLR also stores the subscribers currentgiton in the net-

work. Every time a cellphone transfers from one cell to ano¢h, a location
update message is sent to the subscribers HLR. Informatiob@ut where the
subscriber is located is used for routing calls and messag#®ghen a call to
a cellphone is placed, it is forwarded to the operator of thabtumber. The
operator then forwards the call to the HLR the call is addressl to, the HLR

checks to see where the phone is located in the network, andWards the call
onto the correct BSC/RNC, which in turn connects it to the corect tower

and the correct cell.

Visitor Location Register (VLR)

In the same way every MSC has a HLR, it also maintains a similatatabase
of cellphones that have roamed into its area from other sepe providers. The
Visitor Location Register (VLR) maintains information about the HLRs of
all visitors, and use their HLRs to get authentication data,and for billing.
As with the HLR, the VLR database is important when routing tra c to
and from the UE.

4.2 Geolocalisation of Mobhile Stations

This section gives the reader a general introduction to dieent methods
available to determine the geographic position of a MS. It ab includes a
brief description of a Midlet | wrote to examplify geolocakation from the
MS using information from the cellphone network.

Simple Cell ID

The simplest way of approximating the position of a MS from th network is
to determine which BTS it is currently connected to. Combimg this with

information about the geographical placement of the BTS, ges a general
idea of which area the phone is currently located in. As eagli described,
each BTS usually serves multiple cells. In most con guratits directional
antennas are used, so that each cell cover a directional cormed not 360
degrees, typically a con guration utilizes three or six seors. If one has
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Cell type and coverage area.

Cell type Antenna location Cell Radius (km)
Large macrocell Above rooftop level 3-30
Small macrocell Above rooftop level 1-3

Microcell Below or about rooftop level 0.1-1

Picocell Below rooftop level 0.01-1

Nanocell Below rooftop level 0.001-0.0.1

Table 4.1: List over di erent cell types and their approximde area of cover-
age. The table was found in4d].

information about which cell the MS is connected to, where #hradio tower
is located, and the direction of the antenna, one can furthedetermine an
approximate position of the MS. A major problem with localiation based on
cell ID alone, is that the area covered by a cell can range fromsmall indoor
area to an area with a 35 km radius. Tablel.2 lists di erent cell types and
their typical size.

The cell ID serving the cellphone is the basis used by Googleohbile
Maps to pinpoint the location of users who does not have a GP3iip in
their phone. As a part of my thesis, | wrote a simple J2ME Midlefor my
cellphone that fetched the information about where my phoneas getting its
service from. The Midlet fetches the Mobile Country Code (MC) indicating
the country | am in, the Mobile Network Code (MNC) giving infamation
about the network operator, Location Are Code (LAC) indicaing the area
you are in, and the cell ID of the current cell. The sample Midit is included
in Appendix A, while a screen shot of the application is seen in Figude3.

The numbers gathered from the phone is worthless without s@mmore
information about where the tower serving the speci ed celt located. When
| started working on my Midlet in the autumn of 2007, | could né nd
any such information, as the exact position of radio towersna which cells
they are serving was considered secret by the Norwegian fHene network
operators. But as Google released Mobile Maps, they obvidyihrad access
to the information. The API they used for determining the appoximate
position of a phone was soon reverse engineered, and reléasethe Internet.
Using a simple php script, also included in Appendid, | was able to use
the Midlet and fetch an approximate latitude and longitude ér the phone.

Timing Advance and Cell ID

Timing Advance (TA) is a GSM and UMTS network variable that isused to
measure the time a signal uses from a BTS, to a cellphone andckagain.
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Figure 4.3: A screenshot of the Midlet fetching network infonation from a
mobile phone.

In theory, TA could be used to calculate the distance betweethe BTS and
a given cellphone. The problem with TA in GSM networks, hower, is that
the time is represented as a value between 0 and 63, with onestof this
value representing roughly 3.69 microseconds. In this time radio signal
travels 1100 meters. Since TA measures round time we have twide 1100
by two, giving TA a resolution of 550 meters. So assuming TA aits at 1,
a TA value of 1 places the cellphone somewhere between 0 an@ Bieters
from the radio tower. A value of 2 places it between 550 and 1d0neters
from the tower etc. Not very accurate when trying to determie where in the
city you are currently located. UMTS employs a di erent radb technology,
and has a better implementation of TA, resulting in a theordtal resolution
of 35 meters, but according to44] the resolution is much worse in practise.

Triangulation techniques

Various methods may be used to triangulate an object that ens a signal
by observing the received signal from di erent places.

One such method is Time Dierence of Arrival (TDOA). When ushg
TDOA, the time of arrival of a speci c signal is measured at derent BTSs,
the di erence in this time between the base stations is usea tdetermine the
position of a MS. By looking at TDOA, the distance from one basto the MS
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can be expressed as an hyperbolic. When several hyperboles @alculated
the intersection between them will reveal the approximate gsition of the
MS.

Another triangulation technique is Angel of Arrival (AOA), a method
where special antennas placed at the BTS are used to determithe angle
of an incoming signal. By calculating multiple such anglesnal knowing the
antennas' positions, the MS is located by \drawing" a line fom each antenna
in the calculated angle and looking at the intersection of #se lines.

In addition, one could also imagine triangulation done withTA from
three or more base stations. Using the TA value we get a radidiom each
BTS, and by drawing circles with these radiuses the MS is prably located
somewhere inside the intersection of these circles.

But neither of these methods are applicable without addingxpensive
equipment to the network, so they are not much used in practc

Global Positioning System

GPS is a positioning system based on satellites orbiting thearth, emitting
radio signals. GPS enabled devices can receive this sigmaihi satellites in
sight and use it do calculate its position. This calculations done by looking
at the intersection of spheres.

As stated several high end phones also include a GPS chip. Gmeajor
drawback of GPS however, is that it does not work well in urbarareas,
because it requires a line of sight to the satellites. In adtbhn GPS can only
be used from the handset, unless the phones come with funcidity that
allows the network to query them for location information.

Wireless Thumbprint

Many phones on the market today come with a WiFi chip, enablig them

to use local WiFi hotspots for internet connections. Each weless network
consists of one or more wireless base stations, and each sbake station
has a unique address that it broadcasts over the air. The raagof such
networks are typically less than a 100 meters, thus knowindné position of
the base station narrows your position down to a relativelyrsall area. An
American company, named Skyhook Wireless, are trying to makbusiness
from the idea by creating a big database with the positions dViFi base
stations. When a user then wants to determine his position h#oes a site
survey, discovering nearby wireless networks, combinesighwith cell ID,

and/or GPS data and sends it o to Skyhook. Skyhook Wirelesshten does a
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lookup in their database and determines your position. For ore information
about this method see45).

4.3 Privacy Management

Having given an introduction to the most important parts of the GSM/UMTS
systems, and an introduction to geolocalisation, | will nowurn to the frame-
work introduced earlier in the thesis. The rest of this Chamr contains a
sample privacy evaluation of GSM and UMTS with respect to tr& data
and location information.

4.3.1 Collection

Any information system should only collect the minimum aman of personal
information that it needs to ful | its purpose.

The voice and data tra ¢ has to make its way through the netwoks of the
cellphone system. Although the tra c is encrypted when trarsmitted over
the air, it travels in the clear through the wired networks. t should also be
noted that the ciphers used to protect GSM have several praveveaknesses
[4€], and that commercially available equipment is capable ofreaking it in
real time [47].

SMS and MMS trac are handled dierently. Whenever the network
receives a message that is to be delivered, it checks the HLRtbe VLR,
depending on where it nds the device. The information fromhese registers
is used to determine the address of the Short Message Ser@anter, or the
equivalent for MMS, associated with the recipient, and theystem forwards
the message there. The service center is then responsibledelivering the
messages at a later time when the user is available.

Whenever an action that the user has to pay for is performed,hether it
is sending a message, placing a call, or generating data trg a Call Detail
Record (CDR) is generated. One thing that might not be as obwus at rst,
is that such records are also generated when a device receitra c. So if
two people are talking to each other using cellphones, a CDRIMpe recorded
and stored for both of them, not just the one that placed the da Each CDR
contains at least the following information:

The number placing the call.
The number of the recipient.

Date and time when the call was placed.
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Duration of the call.

Type of call (Voice, Data, SMS etc. ).

The position of the parties (for those of the parties using aetiphone).

When discussing the phone network, it should also be notedahthere
are several strong identi ers in the system. A phone numbes, necessarily,
a unigue identi er. In Norway, and most other countries, theregistration
process when buying a subscription aims to achieve a high deaof certainty
that the person is who he claims to be. When buying a subscriph one has
to provide an o cially approved ID, and the NBN is used to tie the phone
number to a person. Another strong identi er is the Internatonal Mobile
Equipment ID (IMEI), the IMEI is a unique 14 or 16 digit number, plus
an additional checksum digit, that identi es each handset wer produced.
Amongst other things, the IMEI number is used to block devicefrom the
network in the case of a theft, and this number is broadcastezh the network
by the phone. The third unique identi er used is the Internaional Mobile
Subscriber ID, which resides on the (U)SIM card which is usexs an interna-
tional identi er for GSM and UMTS subscriptions. So there ae two unique
identi ers that are tied to a subscription, and one that is tied to the mobile
station.

To sum everything up, the cellphone networks contain inforation about
you as a subscriber, they carry your voice and data communigan unen-
crypted through their inner networks, SMS and MMS messageseaat some
point available in their respective message centers. In atldn, they cre-
ate and store CDRs every time you use your phone. There are alguite a
few strong identi ers in the system, all of which are strongl connected with
the subscriber through the initial registration process oto a speci ¢ phone
(MS). All of these data points are created and collected in der to make
the system function, and to enable billing of customers. Thieght coupling
between subscribers and phone numbers are in place due toulagons from
the government.

As outlined in italics in the beginning of the section, a systm should not
store more information than it needs to carry out the tasks itwas built for.
The information collected by cellphone systems is in largeeaded in order
to do billing and network planning. However, | have not founda very good
explanation as to why the geographical position of the uses stored in the
CDRs. As a result, | would rate Collection as medium.
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4.3.2 Retention

Personal information should be retained for the shortest ggible period.

The phone companies need to store CDRs in order to do billingpoth
towards their own customers, but also in order to charge othe&eompanies
for roaming visitors. In addition, tra ¢ data may also be used for network-
planning. So the phone companies obviously need to store CBRr some
amount of time in order to get paid. Norwegian law mandates #it compa-
nies are to delete, or anonymize, such tra c data as soon as ¢ly are not
needed for communication or billing purposes, unless othdse speci cally
instructed by law. In any case such information should be deted within
three months if the subscriber is paying monthly, and afterve months if the
subscriber pays every quarter, unless there are speciakcaimstances such as
a dispute or a police investigation, according to the Norwéan Data Inspec-
torate [49)].

For pre-paid subscriptions there is no need to store data fdwilling pur-
poses, data only needs to be stored long enough for the cusesnto place
a complaint. There have been some speculations that the trsition we are
seeing towards di erent prepaid, or \call as much as you watit subscrip-
tions is a part of the reason for the introduction of the EU daa retention
directive. If tra c data is not needed anymore, then phone conpanies may
stop storing it, thus ruining an important source of informaion for law and
intelligence agencies.

For retention | suggest a rating where the criterion for highs as outlined
in italics at the beginning of this section. In order to get a radium rating,
retention times should be slightly longer than strictly neded, but still data
should be deleted on a regular basis. Low should be given insea where
information is retained for a longer, or even, inde nite amont of time.

In theory, and according to legislation in Norway, the retetion time for
meta data about phone activity should be rated as high. The da are only
stored for billing purposes and are to be deleted after thrae ve months,
depending on the individual payment plan. In practice howear the image
seems to be somewhat di erent. As a part of my research, | cadted my
provider, Chess, to request a printout of my tra ¢ information. During the
correspondence | was informed that such data was availabte .50 days back
in time, even though | have a monthly payment plan. Another fkow student
of mine, discovered that he had access to speci ed bills dagj back to 2007
on his cancelled landline account with the Norwegian proveat NextGenTel.
When he contacted customer services inquiring why this infmation had not
been deleted, he got a reply stating that they had no obligain to delete the
information. Puzzled by the reply he contacted the NorwegiaData Inspec-
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torate. They sent us a copy of the concession NextGenTel haat forocessing
this information, which clearly stated that they were obligted to delete
this information. The Data Inspectorate also contacted NexcenTel and in-

structed the company to implement routines for deleting surcinformation,

and to keep the Inspectorate informed about their process.

So even though | have rated retention as high based on laws gmablicly
available information, if | were to do a rating of my providerChess, they
would fall down to medium, while NextGenTel who obviously daot have
routines for deletion at all would end up with a rating of low. If the data
retention directive is implemented in Norway, | would have atted any system
storing tra ¢ data for more than six months as medium or low, cepending
on the storage time; simply because of the dramatic increasamount of
information that would be residing in the system, and the log storage time.
In the worst case, granted that you use your cellphone a fewntes a day, a
complete map of your movements for the last two years would leevailable
to anyone with access to your records.

4.3.3 Secondary Use

Collected personal information should only be used for theesi ¢ purpose it
was originally collected.

According to the Norwegian Law, any use of CDRs that goes beayd
billing requires an active consent from the subscriber. Sefe there are good
juridical restrictions on the use of tra c data protecting subscribers from
function creep.

If I were to de ne the high, medium and low criterions, | wouldphrase
high as the information is strongly protected against secdary use. Medium
would be for systems where protection against secondary usee present,
but not working in an optimal way. While low would be for systens that
either facilitate secondary use, or do not have good polisi®r agreements
with with customers concerning their personal information

From these de nitions, the protection against secondary @sin the Nor-
wegian telephone system should be rated as high.

4.3.4 Distribution

The personal information collected by any system should nm made avail-
able to third parties without prior consent from the data sygct.

As with secondary use, external sharing of information alsfalls under
the laws requiring the consent of those registered in the sgm, but there
are some exceptions for emergency services and police itigatsons. Every

51



call that is made to a Norwegian emergency department (poéc ambulance,
or re department) from a cellphone is automatically positoned and the
approximate location of the caller is displayed on a map indnt of the op-

erator. Revealing the position of a caller in distress is agally one of the
main reasons why the functionality for locating a MS geogrdgically was de-
veloped, and extended the way it has. Before cellphones, gvé&andline was
tied to a speci c address, so the location of the caller washgply a matter of

looking in the phone book. But with the introduction of the céiphone, emer-
gency responders were dependent on the caller to know theication. As

a result governments required the telephone companies toadae geographic
positioning of cellphones.

The police is also granted access to tra ¢ data if they are catucting an
investigation. The only requirement is that they are conduing an investi-
gation and forward a request to the Norwegian Post and Teleamications
Authority describing their needs, no court ruling is neede¢9.

Having built the geolocalisation functionality into the cdlphone network,
providers also want to prot from it. By o ering other companies access to
the location of mobile devices, providers are able to make mey on such
services. Of course, this access is regulated by agreemestéding what is
allowed and what is needed in order to determine the positioof a MS.
While working on the thesis | contacted one company that | kne had such
an agreement and tried to get more information about it. Theysaid that
in order to trace someone the user had to consent to the tragrbefore it is
carried out. Further, | asked whether there were any technét functionality
that enforced this rule or if it was just a contractual thing,they did not reply.
If this is in fact the case it opens for an insider threat, wher anyone with
access to the tracking functionality are able to track somee without prior
consent.

The information about your position can of course also be di®sed by
software running on your cellphone, as explained and exemetl at the
beginning of this Chapter. Applications such as Google MdbiMaps send the
information about where in the network you are connected winepinpointing
your location. Of course the network providers are not to blae for it, but
it should be noted that with the right software installed on he MS it is
possible to track the MS without involving the phone company American
law enforcement used malicious software to turn mobile deds into spying
devices according to a news article on CNET5{]. There is even software
commercially available for turning a cellphone into a compte surveillance
tool, allowing everything from remote listening, controihg the phone, and
determining its position. One example of such a software idexiSpy [51].

In order to rate as high, it should not be possible for anyoneotget hold
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of personal information without prior consent. We have seethat Norwe-

gian legislation in large aligns with this requirement, exapt in the case of
the police, who are free to collect tra ¢ information related to an investi-

gation. Medium should be used for systems where personalamhation is
distributed to other parties on a regular basis, but the digibution is well

documented and based on real needs. A rating of low should been to

systems where prevention, or at least documentation, of mimation distri-

bution is not present.

Following these guidelines, the personal information maiined in the
cellphone system in Norway gets a rating of medium, due to thiact that
the Norwegian Police can access to tra c data without a courtruling, and
the possible leakage of users positions through insider gats in companies
with B2B agreements about access to location information.

4.3.5 Distortion

Operators of an information system should do their best tosage the integrity
of the system.

The personal information in the cellphone system is largelysed for billing
of customers and other telephone companies. As a result, ttempanies
themselves have good incentives to make sure that informaii in the system
cannot be manipulated in any way. It is worth noting that mesages sent in
the phone system does not provide any checking for integritgnd it is easy
to spoof the sender number if one has access to an SMS gateviakewise it
is possible to spoof the caller ID, a hack that was used fortising to Paris
Hilton's voicemail and to steal her phonebook a few years agboing so was
possible because the voicemail did not have any passwordjuist checked the
callers number, if there was a voicemail account for that nuber access was
granted.

In addition, if we agree that tra c data is indeed personal iformation,
paragraph thirteen in the Norwegian law regulating the proessing of per-
sonal information talks about information security. It staes that anyone
who processes personal information are to ensure that thestggm o ers an
adequate level of security with regards to con dentiality,integrity, and avail-
ability through a planed and systematic e ort. Further, it states that the
e ort should be documented, and the documentation should beade avail-
able to the Data Inspectorate. Although the law does not fufter specify
what is considered as an adequate level of security.

In order for a system to get rated as high with respect to disttion, the
system has to incorporate security in its design, and the &y measures in
place to protect personal information must be well documeetl and publicly
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available. Systems should be granted a rating of medium whehe e orts

to ensure integrity are not adequately implemented, or not &l documented.
Low should be given to systems where e orts to ensure the irgaty of per-

sonal information are not present, or left undocumented.

According to these criterions | would give the cellphone si&n a high
rating when speaking of call-details and position only. Ifite integrity of
other types of personal information, such as messages andcemail, were to
be included the rating would probably be lower.

4.3.6 Correction

Any individual about whom the system stores personal infoation should be
able to access and correct data concerning self.

Since the information is collected automatically in the phiee system and
used as the basis for billing, there should be routines in ga that allow
customers to complain if they think that their bill is somehev wrong. In
order to place a call using someone's subscription in a GSM arUMTS
network one essentially needs two numbers that reside on tfig)SIM card.
However, a smart card is built to be a tamper resistant devicéhat goes
a long way to protect the con dentiality of the information that resides on
them. As to my knowledge there have not yet been mounted any gotical
attacks on the current version of these cards that allow an &tcker to extract
this information using methods that does not destroy the SiMard.

But no matter how good the technical protection built into the system,
customers should still be able to access the information amerning them-
selves. If the information is erroneous, routines for plawy a complaint and
correcting it should be in place. Norwegian telephone opéoas will give
you access to the information stored in the system about yowubscription
if they are addressed in writing by the subscriber. As they arobliged to do
so by the law regulating the use of personal information, asedcribed in the
\Correction" Paragraph in Section 3.2.2.

However after addressing a formal letter to my provider at ta time,
which was Chess, asking for information about the security easures, and
a list of tra c data, they replied with a list of incoming tra ¢ and failed
to account for the security measures and to describe what tgp of personal
information they were processing. Drawing any conclusio&sed on just one
incident is impossible, but at least my provider seems to hawsome room for
improvement.

In order for a system to get rated as high there has to be formag¢d rou-
tines for how to access ones personal information, and howdeliver a com-
plaint, or ask for information to be corrected. While | wouldrate a system
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where you are still allowed to do these things, but not in a siple and formal-
ized way, as medium. For systems where access to ones persioamation

is not granted, the control should be given a rating of low. IlNorway any
systems rated below high are, as | see it, in violation with sationed laws,
and should implement processes to accommodate the requients made by
the law.

4.3.7 Noti cation

In the case of a mishap the users whose personal informatioasteaked and,
perhaps, misused should be informed of the incident.

When personal information is lost or stolen, then those a @ed should be
informed so that they may take precautionary steps to protedhemselves. |
have tried to nd information about how noti cation would be given on the
public web pages of telephone providers in Norway. But | haveot found any
information about how they would handle such an event. So | ka chosen
to label this control as missing, since | was not able to nd annoti cation
information, neither did | nd anything in the press where plone companies
have warned about leakages. Whether the lack of such storiggply that they
do no exist or that they are not publicly disclosed would onlype speculation.

In America, most of the states have sanctioned laws requigrthe public
release of information about data breaches. In some statdsetlaw requires
that those a ected by the breach are informed in writing, stdng that a
public disclosure of the breach is not enough. Norway on theéher hand
seems so largely ignore data breaches, the law however dieatates that
personal information should not be shared with anyone. Expetin the case
where information is collected with the purpose of sharing,ifor instance
credit ratings.

4.3.8 Summary

In this Chapter | have done an external review on the privacy fotra c
information in Norwegian cellphone networks. Overall, thenformation is
granted good protection by the Norwegian law, and it seems ah the phone
companies are very much in compliance with regulations whenhcomes to
meta data about communication and location in general. Fige 5 shows us
that in theory the overall privacy of tra ¢ data is well taken care of. How-
ever, as | have explained when evaluating the di erent contls, several of
the companies providing services in Norway would get a loweating if re-
viewed individually; indicating that conducting such a revew could increase
the privacy these companies o er their customers. In the caf NextGeTel,
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a review would have detected that they are currently operatg in clear vio-
lation of Norwegian law by not deleting the speci ed bills tkat they issue to
their customers.

Figure 4.4: A simple illustration summing up the review.
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Chapter

Summary and Conclusions

5.1 Summary

This thesis started by introducing privacy as a concept andrgued why pri-
vacy of personal information is important. We saw that certan types of
personal information was considered sensitive, and gradtspecial protec-
tion by the law. In addition, we have seen that the Norwegianaw places
restrictions on the use and storage of personal informatioso regardless of
whether an organization thinks privacy is important or not,it has to pro-
vide adequate privacy whenever building or maintaining imirmation systems
where personal information is present.

Chapter 3 gave an introduction to risk management. Risk management
was then used as inspiration for a method that could be used &valuate the
overall privacy in an information system, based on nine dieent controls.
After the introduction of this method, an example privacy reiew was carried
out on the cellphone system with focus on trac and location @ta. The
review revealed that the privacy of such data is in theory wkebprotected,
but there is still some room for improvement as two controls e labelled
medium and one as missing. Additionally it was discovered & several
telephone providers did not have good routines for deletiarf personal data.

A sample Java 2 Micro Edition Midlet was developed to demonsite
geolocalisation of a mobile phone. The Midlet includes futionality for
approximating the devices position using information gattred from the net-
work along with services from Google, as well as the possiyilto push
information about its location to a web server. Thus, enahtig a third party
to follow the movements of the device.
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5.2 Subjectivity in Results

It should be noted that the sample evaluation of the cellpha network in
Chapter 4 is based on information freely available and was carried oty
the author alone. If more information had been available, oif others had
joined in on the evaluation, the results may have been di erg, but it is the
authors view that the conclusions drawn in the evaluation & founded on
the material available and the sources referenced.

When evaluating privacy, as with risk assessments, the bestsults will
emerge when carried out by a team of individuals with di erehexperiences
and skills.

5.3 Criticism

The framework suggested for evaluating privacy in this thésis largely based
on work by me and my advisor, and additionally inspired by theAmerican

Privacy Impact Assessments mentioned at the end of Chapt& The pre-

sented framework should be viewed as a rst attempt to bettemeasure pri-
vacy in information systems. While the reader may questiorhe usefulness
of yet another framework, it is my view that privacy will be anincreasingly
important topic in the years to come, and little work is avaiable on how to
actually measure privacy. Hopefully, this will change and s will see a rise
both in techniques developed for preserving privacy in dirent settings and

places, as well as more research on how to preserve the ovegualacy of

systems.

5.4 Conclusions

By using the proposed framework to evaluate parts of the cplione network,
we were able to identify areas where privacy could be imprale When
looking closer at how di erent providers were storing theirtra c data it
was discovered that at least one of them was operating in cted@olation of
their concession, while the other one also seemed to violdlteir concession,
because they stored data for more time than permitted to. So seems that
trying to manage privacy by carrying out a structured analye of a system
would be bene cial both for customers and companies.

When large companies as Chess/NetCom and NetGenTel are fauto
break the law by outsiders analyzing their systems it suggssthe need for
more privacy analyses of Norwegian companies. Hopefully, the future we
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will se even more pressure from the Data Inspectorate and efts to enforce
privacy laws and regulations. After all laws are useless wibut compliance.

5.5 Further Work

More work on the controls would probably be bene cial, sincenly a handful
of individuals have helped in the process of establishing éme ning these.
Perhaps it could be possible to determine some general crigefor high,
medium, and low, for use on all systems.

Additionally, applying the method to multiple large systens would prob-
ably be very useful in future re nements. It would also be intresting to do
reviews of how speci c telephone providers in Norway are hdling tra c
and location data. Research of how much information could bextracted
from two years worth of such records would also be a valuableput to the
debate about the data retention directive.
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Appendix l \

Sample Cell ID Midlet

At the beginning of my work on this thesis | came across an J2MBEppli-
cation Programming Interface (API) from Sony Ericsson thatallowed pro-
grammers to fetch information about where in the network thghone was
connected. Using this information, it would be possible to etermine the
approximate position of the cellphone, granted one had asseto a database
of BTS and Cell ID locations. So to demonstrate how this coultde done, |
wrote a sample Midlet fetching this data from the phone and mhing it to a
central server.

At the time, | did not have access to any databases where | caulook
up the position of the specic cell, and | discovered that the information
was allegedly considered secret by Norwegian providers.sfa few months
later, Google released their Mobile Maps application, inatling a feature to
locate phones without GPS chips. | quickly realized that the were using
positioning based in cell ID. In the following sections, | lioutline the API
provided by Sony Ericsson, how | used Google to look up the ptsn of
cells, and nally the source code for a simple MIDlet is inclded.

As a side note, the open source project \OpenCelllID" aims atreating a
complete database of mobile cells and their geographicabpeément [2].

A.1 Sony Ericsson API calls

Below is a short list of the most interesting properties thathe Sony Ericsson
Java Platform allows users to fetch using the System.getRserty(" " ); call.
All the commands work with version 7.3 of Sony Ericsson Javalgtform,
except for the last two who are only supported in version 8 ankter. In-
formation about these, and other, calls can be found in the 8p Ericsson
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Developer Guidelines for the Java Platform, Micro EditionCLDC - MIDP2
[53.

com.sony Ericsson.net.mcc  Used to fetch the home mobile country code
from the phone. For instance in Norway this would be 242.

com.sony Ericsson.net.mnc  Used to fetch the home mobile network code.
In Norway 01 is allocated to Telenor, 02 is NetCom. The codeusually
two or three digits long.

com.sony Ericsson.net.cmcc  Used to fetch the country code of the net-
work you are currently connected to.

com.sony Ericsson.net.cmnc  Fetches the current mobile network core.
com.sony Ericsson.net.isonhomeplimn Returns true or false.

com.sony Ericsson.net.rat  Used to determine the Radio Access Technol-
ogy (RAT) currently used ( GSM or WCDMA ).

com.sony Ericsson.net.cell ID  Returns the identity of the cell your phone
is currently connected to in hex format. The value is four digs for
GSM networks and eight for WCDMA.

com.sony Ericsson.net.lac  Returns the local area code where your phone
is connecting to the network.

com.sony Ericsson.net.serviceprovider Returns the name of the opera-
tor or service provider.

com.sony Ericsson.net.networkname Returns the name of the network
the phone is connected to.

With these calls | was able to fetch all the information that § needed to
geographically locate a device using the simple Cell Id teulgque described
earlier in this thesis.

A.2 Google Mobile Maps API hack

As stated at he beginning of the Appendix, a database with nessary infor-
mation about cells and their geographical placement was navailable when
| wrote the rst version of this Midlet. But when Google released their Mo-
bile Maps, | found a discussion on a Google forum, where theeus were
attempting to reverse engineer the API used to turn the infanation about
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where the phone was connected to the phone network into geaghical co-
ordinates. After a short period of time, the API call neededd do this was
reverse engineered, and available on the net.

So, using the following php code on a web server i controllddyas able to
input the needed data and having Google return the latitude rad longitude.

$init_pos = strlen ($data);

$data[ $init_pos  38]= pack ("
$data[ $init_pos  37]= pack ("
$data[S$init_pos  36]= pack ("
$data[S$init_pos  35]= pack ("
$data[S$init_pos  34]= pack ("
$data[ $init_pos  33]= pack ("
$data[ $init_pos  32]= pack ("
$data[S$init_pos  31]= pack ("
$data[S$init_pos  24]= pack ("
$data[S$init_pos  23]= pack ("
$data[ $init_pos  22]= pack ("
$data[ $init_pos  21]= pack ("
$data[ $init_pos  20]= pack ("
$data[S$init_pos  19]= pack ("
$data[S$init_pos  18]= pack ("
$data[ $init_pos  17]= pack ("
$data[ $init_pos  16]= pack ("
$data[ $init_pos  15]= pack ("
$data[S$init_pos  14]= pack ("
$data[S$init_pos  13]= pack ("
$data[ $init_pos  12]= pack ("
$data[ $init_pos 11]= pack ("H ", substr ($mcc,2,2));
$data[ $init_pos  10]= pack ("H ", substr ($mcc,4,2));
$data[ $init_pos 9]= pack("H ", substr ($mcc,6,2));

", substr ($mnc,0,2));
", substr ($mnc,2,2));
', substr ($mnc,4,2));
', substr ($mnc,6,2));
', substr ($mcc,0,2));
", substr ($mcc,2,2));
", substr ($mcc,4,2));
', substr ($mcc,6,2));
', substr ($cid ,0,2));
', substr ($cid ,2,2));
", substr ($cid ,4,2));
", substr ($cid ,6,2));
", substr ($lac ,0,2));
', substr ($lac ,2,2));
', substr ($lac ,4,2));
", substr ($lac ,6,2));
", substr ($mnc,0,2));
", substr ($mnc,2,2));
', substr ($mnc,4,2));
', substr ($mnc,6,2));
", substr ($mcc,0,2));

I I T I I I I I I I IITITIIITITIIIITIIT

if ((hexdec ($cid) > Oxffff) & ($_REQUEST["mcc"] !=

") &
($.REQUEST["mnc"] != ")) f
$data[$init_pos 27] = chr (5);

g else f

$data[ $init_pos  24]= chr (0);
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$data[ $init_pos  23]= chr (0);
g

$context = array (
"http' => array (
"'method ' => 'POST',

"header '=
"Content type: application/binary nrnn"
"Content Length: " . strlen (
$data) . "nrnn",
'content' => $data
)

)

$xcontext = stream_context_create ($context);
$str=file _get _contents
("http ://'ww. google .com/glm/mmap", FALSE , $xcontext)
$lat = ((ord ($str[7]) < 24) j (ord ($str[8])
<< 16) j (ord ($str[9]) < 8) j (ord ($str[10])))
/ 1000000;
$lon = ((ord ($str[11]) < 24) j (ord ($str[12])
<< 16) j (ord ($str[13]) < 8) | (ord ($str[14])))
/ 1000000;

A.3 The Midlet

The Midlet | wrote has two basic functionalities. If the userselects "Start
pushing" the cellphone will collect information about whee it is connected
in the network and push this onto a web server along with the IEI of
the cellphone. At this web server the information is storedni a database
and can be used in di erent ways. To illustrate one possiblese, a simple
interface displaying the last recorded positions of a phornveas implemented,
a screenshot of this is seen in Figur.1.

When the user selects "System Info" a screen is displayed #ofew seconds
where he is presented with a summary of the network informatn. If the
user wants to, the phone may also fetch the latitude and longide from the
internet using the GMM API. A sample screen shot of this is seein Figure
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Figure A.1: A screenshot from the simple web page written byhe author,
as one possible use of the data pushed by the cellphones.

A.3

A.3.1 GeolLocalisationMidlet

This is the Class containing the main menu, and contains theumctionality
needed to set up the di erent screens.

import javax.microedition.lcdui.Alert;

import javax.microedition.lcdui.Command;

import javax.microedition.lcdui.CommandListener;

import javax.microedition.lcdui.Display;

import javax.microedition.lcdui.Displayable;

import javax.microedition.lcdui.List;

import javax.microedition.midlet.MiIDlet;

import javax.microedition.midlet.
MIDletStateChangeException ;

The MIDlet class of an application that fetches
information about network

connectivity and uses this to determine the
geographic position of the device.
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(@) The main menu of (b) The applications (c) A screen listing

the Midlet. asks permission  tonetwork information
connect to the Internet. as well at latitude and
longitude.

Figure A.2: Here we see the the di erent steps needed in ord&r view the
network information in the Midlet.

It also supports pushing of the network
information to a remote server,
enabling tracking of the cellphones whereabouts.

@author Vidar Drageide

/
public class GeolocalisationMidlet extends MIDlet
implements CommandListener f

public List menulList ; /I 'Will contain the
main menu

private Command selectCommand ;// Command used to
select items

private Display disp ; /I Hook to the device
display

/
Constructor
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/
public GeolocalisationMidlet() f

/I Fetch the display of the mobile device
disp = Display.getDisplay(this);

/I create the menu for the application

String [] elements =f"Start pushing","System
info", "About", "Exit" g;

menulList = new List("Cell Push", List.IMPLICIT,
elements, null );

/I Add commands

selectCommand =new Command("Open", Command.ITEM
, 1)

menulList.setSelectCommand(selectCommand) ;

menulList.setCommandListenerfhis);

/I Display the menu list on the screen
disp.setCurrent(menulList);

This method is called when the application is
shut down.
/
protected void destroyApp (boolean arg0) throws
MIDletStateChangeException f
notifyDestroyed () ;

g

/
This method is used in the case of a blocking
event from the cellphone
that needs to put the Midlet at pause.
/
protected void pauseApp() f
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This method is called to start the application
after receiving a
blocking call.
/
protected void startApp() throws
MIDletStateChangeException f

This method is called whenever a command is
issued to the midlet

/
public void commandAction(Command argO ,
Displayable argl) f

if (arg0.equals(selectCommand )f)
/I Get the index of the element selected in

the menu
int key = menuList.getSelectedindex () ;
try f
switch (key) f
/10 User selected start push
case 0: startPush () ; break ;
/11 User selected Show system info.
case 1: systeminfo (); break ;
Il 2 Users selects about. Invoke the "
About" screen
case 2: startAbout(); break ;
/I3 User wants to exit the software
case 3: destroyApp (true); break ;
default: System.out.printin("Default");
break;
g
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g
catch (Exception e) f

System . exit(1); // Exit with error

g
g
g

/
Method that is used to set up everything needec
for pushing information
to the web server.
/
private void startPush () f
System . err. println("Starting to push information
to server");
IdPush pusher ;
Thread pushThread ;

pusher = new IdPush(this, disp);

try f
pushThread = new Thread(pusher);
pushThread. start () ;

g

catch (NullPointerException e) f
System .out. printin(e.getMessage());

g
g

/

This method is invoked when the user presses "
System Info"

The method fetches all the information that is
to be displayed and

fetches latitude and longitude from the
Internet.

The screen goes away by itself 10 seconds afte
answering yes

or no to "grant Internet access" dialogue.
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/
private void systeminfo () f

System . err. println("Starting SystemInfo Screen")

Alert alert = new Alert("About MIDP");

alert.setTimeout (Alert .FOREVER) ;

String imei = System.getProperty ("com.sony
Ericsson.imei");

String cell ID = System.getProperty ("com.sony
Ericsson.net.cell ID");

String lac = System.getProperty ("com.sony
Ericsson.net.lac");

String mcc = System.getProperty ("com.sony
Ericsson.net.cmcc");

String mnc = System.getProperty ("com.sony
Ericsson.net.cmnc");

Fetch latitude and longitude using phpcode
on a server
/
GeoFetcher a =new GeoFetcher(this);
.setCID(cell ID);
.setLAC(lac);
.setMCC (mcc) ;
.setMNC("2");
.setAl(alert);
.setDisp (disp);

DYDY DD D

~

Whenever the MIDlet needs access to the
network

the phone opens a dialog querying the user
whether

to allow this or not.

To avoid a deadlock this process should be
separated into

a own thread.




/
Thread sjekkeThread =new Thread(a);
sjekkeThread . start () ;

/I While we are waiting for the position we
display the info we have

alert.setString ("IMEl : " +imei + " nn" + "Cell
ID: "+ cell ID+ " nn"
+ "LAC :" + lac + " nMCC :" + mcc + " nn" + a
.location);
disp.setCurrent(alert);

Method that invokes the "About" screen.
This is just at really simple about screen.
/
private void startAbout() f
/I Create an alert
Alert alert = new Alert("About MIDP");
/I Display it until the user clicks "Done"
alert.setTimeout (Alert .FOREVER) ;
/I Fetch the display
Display display= Display.getDisplay(this);
/I SEt up and display the alert
alert.setString ("CellIDPush nnWritten by: Vidar
Drageide " +
"nnwww. drageide..com " );
display.setCurrent(alert);

A.3.2 IdPush.java

This class implements a simple push functionality. It collets and remembers
the latest cell ID's and the time where the phone was last coroted. When-
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ever the class detects that the phone has roamed into a newldeldoes a
get-request to a web server. This request sends informatiabout the phone
IMEI, current cell ID, and time to the server.

package com.drageide.geolocalisation . CellIDPusher;
(Imports removed)

public class IdPush implements Runnablef
private int CELLMEMORY = 10 ;

/I Parent MIDlet, used for fetching the main menu
if need be

private GeolocalisationMidlet parent ;

/I Hook to the display of the device

private Display disp ;

private Form page ;

/I Array for storing location data.
private Position[] loc ;

/I String used for storing data ;
private String currentCell ;
private String imei ;

/I Exit and back commands.

private final Command EXIT_-CMD
", Command.EXIT, 2);

private final Command BACKCMD
", Command.BACK, 1);

new Command("Exit

new Command("Back

Constructor.

@param d reference to the parent midlet.
@param disp hook to the display of the device
/
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public IdPush(GeolocalisationMidlet d, Display
disp)f
try f
loc = new Position [CELL MEMORY |;
this.parent = d ;
this .disp = disp ;
this .imei = System.getProperty ("com.
sonyericsson.imei");
imei = imei.substring(5);
g
catch (Exception e) f
/I TODO: handle exception
System.out. printin("oo");

g
g
/
As the actions performed here requires Internet
connection, they have to
be separated into a thread in order to avoid
deadlocks.
/
public void run() f
this.currentCell = System.getProperty ("com.
sonyericsson.net.cellid") ;
if (currentCell = null )f
/

this part is included to get the emulator
to work during
development.

/
currentCell = "No Cell Available";

g
newCell(currentCell);

try f
/I get the current cellld from the phone
while(true)f
String newCell =
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System . getProperty ("com.sonyericsson.net.

cellid") ;
if (newCell = null)f
newCell = "Error";
System .out. print("Could not get celllID nn"
)
g
if (newCell.compareTo(currentCell) !'= 0 )f

/I we've moved in to a new cell and need
to update the page and the table
newCell(newCell);
currentCell = newCell ;
g
Thread.sleep (15000);
g

g
catch (Exception e) f

/I TODO: handle exception
e.printStackTrace();

g
g

/
This method is to be invoked every time the
phone moves from one
cell to another. The method refreshes the list
of visited cells,
and informs the webserver about its new
location by calling
sentHttpGet().
@param cell
/
private void newCell(String cell)f
/| move all the other cells one down
for(int i = loc.length 1 ; i >0 ; i )f
loc[i] = loc[i 1];
g
/I Create a new Position object and put it at
index[0]

80




Position now = new Position();
/I put in the new one at index 0 of the Ilist

loc[0] = now ;

/I make a form and place all the text
page = new Form("Cells visited");
for(int i =0 ; i < loc.length ; i++)f
if (loc[i] '= null)
page.append(loc[i].toString());
else
page.append("Not recorded");
g
page .addCommand (BACKCMD) ;
page .addCommand (EXITCMD) ;
page.setCommandListenerfew CommandListener ()f

public void commandAction(Command argO,
Displayable argl) f
if (arg0.equals(EXITCMD)) f
parent. notifyDestroyed () ;
g
else if(arg0.equals(BACKCMD)) f
disp.setCurrent(parent. menulList);

g
g

9);
/I put the form in the displayable area’
disp.setCurrent(page);

/I send a post request to the tracing server

/I prepare request that pushes our position
information onto the server....

String url = "http://fribyte .uib.no/~vidar/
pusher/pushHandle.php?imei="+ imei

+ "&cid=" + now. getCid ()
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+ "&time=" + now.getTime () .getTime ()
+ "&lac=" + now.getLac()

+ "&mcc=" + now.getMcc ()

+ "&mnc=" + now.getMnc() ;

String resultStr ="";
char tmpChar ;
/I Make sure the string is a valid url:
for(int i =0 ; i < url.length() ; i++) f
tmpChar = url.charAt( i1 );
switch( tmpChar ) f

case resultStr+=( "+ );
break;
default : resultStr+=( tmpChar );
break;
g
g
/I send the result to the server using a get
request

sendHttpGet(resultStr);

Method that does an get request to a server.
In effect it pushes information about where the
device is connected
to the network to the server.
/
private void sendHttpGet(String url) f
HttpConnection httpConn = null ;
try f
httpConn = (HttpConnection) Connector.open(url
)
httpConn . setRequestMethod (HttpConnection .GET) ;
httpConn.setRequestProperty ("User Agent",
"Profile/MIDP 1.0 Confirguration/CLDC 1.0");
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int respCode = httpConn.getResponseCode();
/

Check whether the request succeeded or not
and let the
user know by showing an alert.
/
if (respCode = HttpConnection .HTTP _OK) f
Alert alert = new Alert("OK") ;
alert.setTimeout (Alert .FOREVER) ;
alert.setString ("Pushed data");
disp.setCurrent(alert);
g
elsef
Alert alert = new Alert("Error") ;
alert.setTimeout(Alert .FOREVER) ;
alert.setString("error");
disp.setCurrent(alert);
g
httpConn. close ()
g
catch (Exception e) f
Alert alert = new Alert("Error")
alert.setTimeout (Alert .FOREVER) ;
alert.setString("There was an error pushing
data");
disp.setCurrent(alert);
e.printStackTrace () ;
g

g
g

A.3.3 Geofetcher.java

This class is responsible for fetching the information need for the \System
Information™ screen. It basically collects the informatiam from the device us-
ing the API calls earlier described and displays them as aneat. In addition,
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this class has implemented the functionality needed to fdiche latitude and
longitude from my web server using the php script above.

package com.drageide.geolocalisation.CellIDPusher;
(Imports removed)

class GeoFetcher implements Runnablef
/I The address of the webpage recieving and
handling the lookup of lat/lon
String serverAdress = "http://www. fribyte .uib.no/~
vidar/pusher/pushTest.php";

String CID ;

String MN\C ;

String MCC ;

String LAC ;

String location ;

Display disp ;

Alert al ;

private GeolocalisationMidlet parentMidlet;

/
Constructor. Trivial.
/

public GeoFetcher(GeolocalisationMidlet parent)
this . parentMidlet = parent ;

g

/
Getters and setters removed as they contain
nothing special
/

Method that sends a getrequest to a webserver
who uses the parameters
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to determine the apprixomate position of the
mobile device.

@return A string with the result of the query
or throws an exception.

/

private String getFromUrl()f

/I Add the get parameters to the request.

serverAdress = serverAdress +'?cid=" + CID + "&
lac=" + LAC + "&mcc="

+ MCC +'&mnc="+ MNC ;

/I Print the adress for debugging purposes
System . err.println(serverAdress);

/I Set up connections and buffers
StreamConnection sc =null ;
InputStream ios = null;

StringBuffer sBuff = new StringBuffer();

try f
sc = (StreamConnection) Connector.open(
serverAdress);
ios = sc.openlnputStream() ;

int ch ;
while((ch= ios.read()) !'= 1 )f
sBuff.append((char) ch);
g
return sBuff.toString();
g catch (Exception e) f
System. err.println("" +
"Error while fetching data from web server");
return "" ;
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Since this should be run in a seperate thread
we need a run() method.

/

public void run() f
location = getFromUrl();
al.setString(al.getString() + location );
al.setCommandListener(parentMidlet);
disp.setCurrent(al);

try f
Thread.sleep (5000);
g catch (InterruptedException e) f
/I TODO Auto generated catch block
e.printStackTrace();
g
disp.setCurrent(parentMidlet. menulList);
System . err. println(location);

A.3.4 Position.java

This is a simple class for representing the position of a mddidevice.

import java.util.Date;
/
@author Vidar Drageide
This class implements the functionality needed

for representing the
geographic position of a mobile device.
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A position consists of information related to
where the device is

connected to the network.

The class also contains fields that represent
latitude and longitude ,

as well as getters and setters for these fields.

/
public class Position f
/I Network specific information
private String cid ;
private String lac ;
private String mnc ;
private String mcc ;

/I Geographic position holders
double lat ;
double lon ;

private Date time ;

/
Method that fetches information about the
current connection to the
network from the phone.

The APl used here is Sony Ericsson Specific and

uses the
System . getProperty (
/
public Position ()f
try f
/I Fetch Cell ID from the phone
this.cid = System.getProperty ("com.sony
Ericsson.net.cell ID");
/I Fetch Local Area Code (LAC)
this.lac = System.getProperty ("com.sony
Ericsson.net.lac");
/I Fetch Mobile Country Code (MCC)
this .mcc = System.getProperty ("com.sony
Ericsson.net.mcc");

) call.
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/I Fetch Mobile Network Code

this .mnc = System.getProperty ("com.sony
Ericsson.net.mnc");

this .time = new Date() ;g

catch (Exception e) f

/I TODO: handle exception

System. err.println("An error occurred while
fetching network" +

" related data from the mobile devicenn")

Getters and setters, removed as none of them
contain special

functionality .

/

Method for fetching a string containing date
information on the format:

DDVIVIYYYY .

@return String with date in format DDVMYYYY

/

private String getDDMMYYYY () f

long a = time.getTime () ;

a = a%1000 ;

String dateString = time.toString () ;

String year = dateString.substring(dateString.
length () 4);

String month = dateString.substring (4, 7);

String date = dateString.toString().substring

(8,10);

String time = dateString.toString().substring
(11,19);

String parsedDate = year + " " + date + " " +
month + " " + time + ":" + a ;
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return parsedDate ;
g

/
Standard toString method.
@return String formatted: "Cell ID DDMMYYYY"
/

public String toString () f
String ret = "";
ret += cid + " " + this .geDDMMYYYY() + " nn"
return ret ;
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Appendix B

Call Detall Records

| made an inquiry to my cell phone provider and asked them to pride me
with a list containing my phone tra c. This list is included u nder as a gure
for reference and completeness.
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Figure B.1: A scan of the document sent to me by my provider. M of the
originating numbers are blurred out for privacy reasons.
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