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[1] A combined high‐resolution atmospheric downscaling and wave hindcast based on the
ERA‐40 reanalysis covering the Norwegian Sea, the North Sea, and the Barents Sea is
presented. The period covered is from September 1957 to August 2002. The dynamic
atmospheric downscaling is performed as a series of short prognostic runs initialized from a
blend of ERA‐40 and the previous prognostic run to preserve the fine‐scale surface features
from the high‐resolution model while maintaining the large‐scale synoptic field from
ERA‐40. The nestedWAMwave model hindcast consists of a coarse 50 kmmodel covering
the North Atlantic forced with ERA‐40 winds and a nested 10–11 km resolution model
forced with downscaled winds. A comparison against in situ and satellite observations of
wind and sea state reveals significant improvement in mean values and upper percentiles of
wind vectors and the significant wave height over ERA‐40. Improvement is also found in
the mean wave period. ERA‐40 is biased low in wind speed and significant wave height,
a bias which is not reproduced by the downscaling. The atmospheric downscaling also
reproduces polar lows, which cannot be resolved by ERA‐40, but the lows are too weak and
short‐lived as the downscaling is not capable of capturing their full life cycle.
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1. Introduction

[2] Reliable time series of wind and wave conditions are
crucial for establishing climatology, analyzing trends, and
estimating return values. The design of offshore installations
and the planning of offshore operations depend crucially on
reliable statistics of wind andwaves. However, often there are
not sufficient measurements to obtain reliable estimates of the
probability distribution of wind and wave parameters. Simi-
larly, the measured time series are usually too short to make
realistic simulations of offshore operations, e.g., calculate the
long‐term probability of weather windows and threshold
levels of wind and waves. Calculation of long return periods
such as 100‐year return values requires very long stable time
series [see, e.g., Lopatoukhin et al., 2000].
[3] An atmospheric reanalysis is a rerun of the past using

a subset of available observations and a fixed model setup
and data assimilation scheme to minimize the error drift (i.e.,
keep the error statistics as stationary as possible by keeping
the set of observations as stable as possible) over the period
[Bromwich et al., 2007]. The most commonly used global
atmospheric reanalyses today are the European Reanalysis
project (ERA‐40) [see Uppala et al., 2005], the 40‐year

reanalysis of the National Centers for Environmental
Prediction/National Center for Atmospheric Research (NCEP/
NCAR) reanalysis (NRA) [see Kalnay et al., 1996], and the
Japanese Reanalysis (JRA‐25) [see Onogi et al., 2005]. The
resolution of the ERA‐40 and JRA‐25 is approximately
125 km, while the resolution of the NCEP/NCAR reanalysis
is approximately 210 km. Although these reanalyses repre-
sent the best available long‐term global statistics, none of
these resolves mesoscale dynamics nor can they come close
to modeling coastal wind and wave conditions.
[4] Wave hindcast integrations are similar to atmospheric

reanalyses in their attempt to recreate past conditions as
accurately as possible. However, while atmospheric reanal-
yses rely on the assimilation of observations, the general
scarcity of wave observations, especially before the advent of
satellite altimetry, forces wave hindcast integrations to rely on
wind‐forcing without data assimilation. One notable excep-
tion is the ERA‐40 [Uppala et al., 2005], which contains a
wave model coupled to the atmospheric component. These
wave hindcast studies generally involved a one‐way forcing
of the sea state by the 10 m wind fields estimated from wind
and pressure observations and atmospheric analyzes [Haug
and Guddal, 1981; Eide et al., 1985; Reistad and Iden,
1998; Cox et al., 1995; WASA Group, 1998; Günther et al.,
1998; Wang and Swail, 2001, 2002; Reistad et al., 2007].
These methods usually yield good results in open‐ocean
conditions, but the quality of their wind field estimates is
limited by the amount of surface observations and coarse
resolution. Recently, several wave hindcast studies have
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employed the wind fields from full atmospheric reanalyses.
For example, Swail and Cox [2000] and Cox and Swail
[2001] ran hindcast integrations forced with NRA winds.
Similarly, Sterl et al. [1998] performed a global wave
hindcast study based on the 15‐year atmospheric reanalysis
ERA‐15, the precursor to ERA‐40 [Gibson et al., 1996,
1997]. More recently, Caires and Sterl [2005] studied
100‐year return estimates of significant wave height based
on ERA‐40. In Europeanwaters, the 44‐year HIPOCASwind
database, based on a downscaling of NRA over the period
1958–2001, has spawned several regional wave hindcast
studies on roughly 50 km resolution [Garcia‐Sotillo et al.,
2005; Ratsimandresy et al., 2008; Pilar et al., 2008].
Although the quality of wave hindcasts forced with reana-
lyzed winds is certainly higher than earlier studies using
kinematic estimates of surface winds, the spatial resolution
remains poor. Few attempts have been made to date to
produce long‐term wave hindcasts on high resolution with
the notable exception of the Southern North Sea HIPOCAS
(5.5 km) wave hindcast [Weisse et al., 2002; Weisse and
Günther, 2007] which was based on a regional downscaling
of NRA. A further nesting was carried out for a small region
in the German Bight on 400 × 400 m resolution byGaslikova
and Weisse [2006]. For an overview of recent hindcast
studies, see Weisse and von Storch [2010].
[5] Atmospheric reanalyses and wave hindcasts properly

compared against reliable measurements represent power-
ful proxies for observations in regions and periods where
such observations are scarce. But by delivering gap‐free
time series and area‐wide coverage reanalyses and hindcast
archives offer much more than a simple substitute for obser-
vations. The objective of this study is to assess the quality of
the wind and wave statistics of the downscaling/hindcast
against in situ and satellite observations. By dynamically
downscaling ERA‐40 atmospheric reanalyses using a high‐
resolution numerical weather prediction model, we aim to
resolve the interaction of the large‐scale dynamics with
regional physiographic details and thus form realistic meso-
scale features at approximately 10 km grid resolution. A
particular challenge on this scale is the modeling of polar
lows. These mesoscale phenomena are difficult to predict
due to their relatively small scale, complex model physics,
and the general paucity of observations in the Arctic. Condron
et al. [2006] studied the presence of polar mesocyclones in
ERA‐40 using an automated cyclone detection algorithm and
found that 80% of cyclones larger than 500 kmwere captured
by ERA‐40, but the hit rate (the chance of finding an observed
cyclone of a given dimension in the ERA‐40 fields) decreased
approximately linearly to ∼40% for 250 km and to ∼20% for
100 km scale cyclones. This is consistent with the observa-
tion that features in a spectral model must be 2–4 times the
smallest scale to be accurately represented [Pielke, 1991;
Laprise, 1992]. In line with this we do not expect ERA‐40
with its spectral truncation limit of T159 (approximately
125 km) to give an accurate representation of features smaller
than 500 km; hence polar lows will generally not be present
in ERA‐40. We will assess to which extent it is possible to
detect and model polar lows using the present downscaling
approach.
[6] This paper is organized as follows. First, section 2 gives

a general overview of the model setup and the downscaling

technique. In section 3 the results of the atmospheric down-
scaling and the wave model integration are presented and
compared with observations, always with ERA‐40 as a
baseline reference. Finally, a discussion of the results and
to what extent the dynamical downscaling improves on the
results of ERA‐40 is given in section 4 before we summarize
and conclude in section 5.

2. Downscaling and Hindcast Configuration

[7] The 45‐year atmospheric downscaling of ERA‐40
and the wave hindcast are presented separately as there is
no feedback from the wave model to the numerical weather
prediction model.

2.1. Downscaling the ERA‐40 Reanalysis

[8] ERA‐40 is a global coupled atmosphere‐wave reanal-
ysis covering the 45 years from September 1957 to August
2002. ERA‐40 was produced by the European Centre for
Medium‐Range Weather Forecasts (ECMWF) using the
Integrated Forecasting System (IFS) version CY23R4 with a
spectral resolution of T159L60. Analyzed atmospheric fields
are available every 6 h with approximately 1.125° horizontal
resolution. ERA‐40 wavefields were generated with the
Wave prediction model (WAM) [see Hasselmann et al.,
1988], coupled to the atmospheric model and run in deep‐
water mode (no bottom friction or refraction). The horizontal
resolution of the wave model is 1.5°, angular resolution is 30°
(12 directional bins), and the frequency resolution is loga-
rithmic, spanning the range from 0.0420 to 0.4137 Hz.
By keeping the model system and data assimilation system
invariant over the 45‐year integration period, the error
statistics remain quite stationary, although the amount of
observations is not constant over the period [Uppala et al.,
2005]. In particular the amount of satellite data has increased
dramatically during the last 2 decades. The archive is rela-
tively coarse compared with operational high‐resolution data
assimilation systems but gives a good reproduction of most
large‐scale dynamical features [Uppala et al., 2005].
[9] We performed a regional downscaling of the ERA‐40

reanalysis to produce detailed, atmospheric fields using a
hydrostatic numerical weather prediction model, the High
Resolution Limited Area Model (HIRLAM) version 6.4.2
[see Undén et al., 2002], on 10–11 km resolution, hereafter
known as HIRLAM10. The model domain is a rotated
spherical grid with the South Pole positioned at 22°S, 040°W
(see Figure 1). The domain is resolved by 248 × 400 grid
points with 0.1° horizontal grid resolution. HIRLAM employs
a semi‐implicit semi‐Lagrangian two‐time level integra-
tion scheme for the integration of the model equations. The
vertical was resolved by 40 hybrid levels with variable grid
spacing (denser near the surface). The hybrid vertical coor-
dinate transitions gradually from a pressure coordinate at the
top to terrain‐following coordinates near the surface. Further
details on the discretization of the model equations, the
handling of nonlinear terms, diffusion, and boundary relax-
ation can be found in the work of Undén et al. [2002].
[10] The model is forced by ERA‐40 on the boundaries

with temperature, wind, specific humidity, and cloud water
in all 40 model levels plus surface pressure with 6‐hourly
temporal resolution. The fields are blended with the last
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forecast in the beginning of each cycle prior to the fore-
cast integration as described below. Daily fields of sea sur-
face temperature, sea ice fraction, and snow depth are also
retrieved fromERA‐40. The ERA‐40 sea surface temperature
fields and sea ice fraction are extrapolated toward the higher‐
resolution coasts in the HIRLAM10 grid by means of a grid‐
filling routine.
[11] A sequence of 9‐hourly model runs is performed

starting from an initialization where ERA‐40 is blended with
the previous 6‐h forecast field (the background field) in the
interior of the domain. This is done to control the large‐scale
features of the forecasts [Yang, 2005]. The blending is gen-
erated by an incremental digital filter initialization (IDFI)
scheme [Lynch and Huang, 1992; Lynch, 1997] with a Dolph
window filter. This digital filtering procedure is applied
twice, once to the ERA‐40 fields and once to the background
fields. The initialization increment (the difference between
the two filtered states) is then added to the background model
state to obtain the initialized model state. The parameters
adjusted by the incremental digital filter are pressure, wind,
temperature, specific humidity, and cloud water in all model
levels. The incremental digital filtering initialization is meant

to preserve quickly evolving modes in the first guess [Huang
and Yang, 2002].

2.2. The Wave Model Configuration

[12] The wave hindcast was generated using a nested
setup of our modified version of the WAM Cycle 4 model
[Hasselmann et al., 1988; Komen et al., 1994;Günther et al.,
1992] forced by HIRLAM10 winds on the same rotated
spherical grid (hereafter known as WAM10). The model was
nested inside a 50 km resolution WAM model (with iden-
tical numerics) covering most of the North Atlantic to ensure
realistic swell intrusion from the North Atlantic (hereafter
known asWAM50). This coarsemodel is forcedwith ERA‐40
wind fields. The model domains are shown in Figure 1. We
applied a new nesting procedure which allows arbitrary ori-
entation of coarse and nested model domains [Breivik et al.,
2009]. The model is set up with twice as many directional
bins as ERA‐40 (15°, 24 bins) and 25 logarithmically spaced
frequency bins from 0.0420 to 0.4137 Hz. Ice coverage
is updated three times per month from the HIRLAM10 ice
cover. Both model integrations are run in shallow‐water

Figure 1. Model domains (10° graticule). The long‐term WAM10 mean significant wave height (m) for
January 1958–2002 is shown with median ice extent in gray. The HIRLAM10 andWAM10model domains
are identical. The outer box indicates the WAM50 model domain. This domain is found to be sufficiently
large to account for most swell intrusions into theWAM10 domain. Both domains are rotated spherical pro-
jections. The model projection of HIRLAM10/WAM10 has the South Pole positioned at 22°S, 040°Wwith
a 248 × 400 grid on 10–11 km resolution.
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mode, i.e., bottom friction is taken into account using real-
istic bottom topography.

3. Comparison of Modeled Wind and Wavefields
With Observations and ERA‐40

[13] This study has focused on the quality of the wind and
wavefields. The atmospheric downscaling has been com-
pared to 10 m wind speed at coastal and offshore stations and
3 years of QuikSCAT/SeaWinds scatterometer winds (years
1999–2002). The wave hindcast has been compared with in
situ and satellite borne altimeter observations of significant
wave height plus in situ mean wave period observations from
wave buoys. We also compare ERA‐40 against the same
observations to assess to which extent the downscaling/
hindcast represents an improvement.

3.1. Surface Wind

[14] A total of 22 coastal and oceanic weather stations with
continuous and reliable observations over approximately the
whole model period were used to evaluate the long‐term
performance of HIRLAM10 v ERA‐40. In addition, several
shorter records from offshore stations and some land sta-
tions were used for comparison of wind speed distributions,
bringing the total up to 77 stations. Table 1 indicates that
HIRLAM10 has a better overall performance in terms of 10m
wind speed. The mean absolute error (MAE) is 0.41 m s−1

(17% lower than ERA‐40) and the root‐mean square error
(RMSE) is 0.5 m s−1 lower than ERA‐40. ERA‐40 is gen-
erally underestimating the 10 mwind speed with a mean error
of −0.86 m s−1, while HIRLAM10 has negligible bias. Of the
77 coastal, offshore, and land stations, HIRLAM10 has a
lower MAE compared to ERA‐40 for 46 stations and exhibit
a higher correlation with observed wind speed than ERA‐40
at 57 stations. HIRLAM10 has a better 100 percentile (max-
imum value) than ERA‐40 in 49 out of 77 stations.
[15] As a brief assessment of the capability of the

HIRLAM10 downscaling to capture polar lows, we selected

three representative polar lows where the maximum observed
winds were in the range 23–26 m s−1. The lows were iden-
tified manually by the Norwegian Meteorological Institute
based on satellite imagery from the Advanced Very High
Resolution Radiometer (AVHRR), synoptic observations,
and visual reports. Extremes often occur 3 to 9 h later than
registered and the real mean sea level pressure (MSLP) is
assumed to be within +/−3 hPa of the recorded value. The
results are summarized in Table 2. In neither case did
HIRLAM10 capture the full evolution of the polar low, but
wind speeds were higher than those from ERA‐40 by up to
6 m s−1 and a low was present for a while in all cases. We find
in all three cases that HIRLAM10 manages to resolve the
beginning of a polar low (with a diameter of 50–100 km), but
because of the way the model is set up to go through short
(9 h) cycles, the lows almost disappear upon reinitialization
at the beginning of the next model cycle and do not develop
into complete polar lows on a scale of 100–1000 km. ERA40
does not capture the low pressure center at all. This is unsur-
prising as the smallest features represented in a spectral model
have a horizontal scale dictated by the spectral truncation
limit of the model.
3.1.1. Long‐Term (45‐Year) Average Surface Wind
Speed
[16] Figure 2 shows the annual mean 10 m wind speed

(vector‐averaged) over the 45‐year period in HIRLAM10
(Figure 2a) and the vector average of the difference between
HIRLAM10 and ERA‐40 (Figure 2b). For both HIRLAM10
and ERA‐40 the westerlies south of Iceland away from
continental influence are the strongest average winds in the
model domain. HIRLAM10 generally exhibits much more
fine‐scale features in the coastal zone than the relatively
smooth ERA‐40 fields, owing to the more detailed topog-
raphy in the model. The smallest mean differences (0.5 m s−1

stronger winds in HIRLAM10) are found over the ocean
while the largest differences are found at or near the con-
tinents (Figure 2b). The influence of the weaker winds in
ERA‐40 is seen along the open boundary in Figure 2b. This is
consistent with the bias found between ERA‐40 and obser-
vations from both satellite‐borne instruments (scatterometer)
and synoptic observations. This is consistent with the bias
found between ERA‐40 and observations from both satellite‐
borne instruments (scatterometer) and synoptic observations,
presented in the following sections.
[17] Figure 3 shows the time series of monthly values of

mean error (ME), mean absolute error (MAE), and root‐mean
square error (RMSE) of 10 m wind speed at 22 coastal and
offshore wind‐measuring stations. HIRLAM10 shows sub-
stantially better performance compared with ERA‐40 both
in terms of bias (ME) and unsystematic deviations (MAE
and RMSE). There was no trend in errors over the period.

Table 1. HIRLAM10 and ERA‐40 10 m Wind Statisticsa

Wind 10 m (m s−1)

ME MAE RMSE

HIRLAM10 versus observing stations 0.03 1.95 2.46
ERA‐40 versus observing stations −0.86 2.36 2.94
HIRLAM10 versus QuikSCAT −0.02 1.50 2.08
ERA‐40 versus QuikSCAT −0.77 1.63 2.32

aTop two rows show the comparison with observing stations (September
1957 to August 2002). Bottom two rows show the comparison with the
QuikSCAT scatterometer (July 1999 to August 2002). Number of observa-
tions is 29,128,036.

Table 2. A Summary of Three Polar Low Cases and Their Representation in HIRLAM10 and ERA‐40a

Case

Measured HIRLAM10 ERA‐40

MSLP (hPa) U10 (m s−1) MSLP (hPa) U10 (m s−1) MSLP (hPa) U10 (m s−1)

19 Dec 1999, 1330 UTC, 72°N, 018°E 989 23 992 17 994 14
31 Jan 2000, 0610 UTC, 65°N, 004°E 978 26 985 20 988 14
1 Nov 2001, 0200 UTC, 71°N, 019°E 992 26 998 15 1000 12

aThe downscaling only captured the first stages of the evolution of the lows and underestimates the wind speed and the depth of the lows. ERA‐40 is
generally unable to model polar lows whose typical dimension is below the spectral resolution of the model (T159).
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Figure 2. Mean 10 m wind vector‐averaged over the period September 1957 to August 2002 for
(a) HIRLAM10 and (b) their mean vector difference (HIRLAM10‐ERA40). HIRLAM10 is consistently
0.5 m s−1 higher in the open ocean except along the open boundary where the model is heavily influenced
by ERA‐40. The difference increases toward the coasts with a maximum of 3 m s−1 near Stad at 62.5°N on
the coast of Norway, a region known for its funneling effect due to the sharp bend of the coastline.
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ERA‐40 underestimated the 10 m wind speed (negative ME)
while the RMSE andMAEwere higher than for HIRLAM10.
There is a clear annual cycle with the highest errors occurring
in the winter in both data sets.
3.1.2. Wind Speed Distribution
[18] The frequency distribution and associated quantile‐

quantile (qq) plot for HIRLAM10 and ERA‐40 at Fruholmen
lighthouse is shown in Figure 4 (Fruholmen is shown in
Figure 5). HIRLAM10 has a wind speed distribution curve
that compares well with observations, while ERA‐40 slightly
overestimates the lowest winds and underestimates the highest
winds, as is also evident from inspection of the quantile dis-
tribution. HIRLAM10 also underestimates the highest wind
speed values but to a smaller extent. These results are com-
parable to the findings at other coastal stations. This partic-
ular station, Fruholmen lighthouse, was chosen to highlight
the influence of the coastline on the wind speed distribu-
tion (wind enhancement) in HIRLAM10 compared with the
much coarser topography in ERA‐40. The improvement over
ERA‐40 is much more pronounced here compared with off-
shore stations (not shown).

3.1.3. Colocation of QuikSCAT/SeaWinds
With HIRLAM10 and ERA‐40
[19] The SeaWinds scatterometer onboard the polar‐

orbiting QuikSCAT satellite is a real‐aperture microwave
radar. The empirical relationship used to infer 10 m wind
vectors from the radar backscatter is based on a neutrally
stratified atmosphere, which can usually be assumed over the
ocean, except in situations of cold air outbreaks [Portabella
and Stoffelen, 2001]. We have performed a colocation of
the QuikSCAT/SeaWinds Level 2B Ocean Wind Vectors
25 km swath data obtained from the Physical Oceanography
Distributed Active Archive Center (PO.DAAC) at the NASA
Jet Propulsion Laboratory using a nearest‐neighbor selec-
tion from the HIRLAM10 and the ERA‐40 model grids to
investigate the performance of the 10 m wind speed of the
HIRLAM10 downscaling in open ocean conditions over the
period June 1999 to August 2002. All measurements flagged
with ice were removed but no rain flag was used as the
impact‐based multidimensional histogram (IMUDH) is found
to overpredict the rain contamination, especially at high wind
speed [Portabella and Stoffelen, 2002].We found a significant

Figure 3. Time series (September 1957 to August 2002) of mean error, mean absolute error, and root mean
square error of 10 m wind speed. HIRLAM10 is shown in red and ERA‐40 is shown in blue.
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Figure 4. (top) The distribution plot of 10 mwind speed for Fruholmen light house (HIRLAM10 is shown
in red, ERA‐40 is shown in blue, and observations as histogram). (bottom)HIRLAM10 (crosses) and ERA‐40
(dotted) quantiles versus observed quantiles.
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improvement in bias from the ERA‐40 mean error of
−0.77 m s−1 to −0.02 m s−1 for HIRLAM10. Similarly,
the RMS error went down from 2.32 m s−1 for ERA‐40 to
2.08 m s−1 for HIRLAM10 (see summary of wind statistics
in Table 1). It is known that QuikSCAT wind measurements
are biased high for very high wind speeds (above 19 m s−1)
[see Ebuchi et al., 2002; Moore et al., 2008]. When used
in assimilation the QuikSCAT winds are reduced overall
by 4% while winds above 19 m s−1 are reduced according to
the formula V ′ = v − 0.2(v − 19), where v is the uncorrected
wind speed and V ′ is the corrected wind speed (ECMWF,
IFS documentation CY25R1, 2002, available at http://www.
ecmwf.int/research/ifsdocs/CY25r1/index.html). Figure 6
compares QuikSCAT and HIRLAM10 wind speed over the
range 0–20m s−1, where QuikSCAT can be used uncorrected.
Strong correlation (r = 0.88) is found between the downscaled
wind fields and QuikSCAT with the bulk of the observations
exhibiting near 1:1 correspondence (very low bias). Over
this wind speed range the quantiles appear relatively similar

although we note a slight deviation in the quantiles above
15 m s−1. Figure 6 also includes the qq plot of QuikSCAT v
ERA‐40. Although ERA‐40 wind fields also correlate well
(r = 0.86) there is an underestimation of about 10% for winds
higher than 3 m s−1 (see also Table 1). To further investigate
the geographical differences of the downscaling, we looked
at the winter months December, January, and February
(DJF), when the differences are largest. The RMSE between
QuikSCAT and HIRLAM10 shown in Figure 7 reveals that
the largest deviations occur south and east of Svalbard in the
winter months, most probably in connection with the ice
edge. The elevated RMSE in this region may result from a
combination of few observations, poor resolution of the true
ice edge in the model configuration, and ice in the field of
view of the scatterometer (erroneous observations may occa-
sionally slip through the ice flag algorithm), i.e., errors are
expected to be higher both in the modeled fields and the
satellite observations in the marginal ice zone. The mean
difference is shown in Figure 8. There is generally good

Figure 5. Coastal and offshore observing stations. In situ wave measurements covering the northeast
Atlantic Ocean averaged over 4 hours on the synoptic times (0000, 0600, 1200, and 1800 UTC), quality‐
assured and prepared by ECMWF [Saetra and Bidlot, 2004] are shown in red. The measurements cover
the period 1991–2002. Offshore and coastal stations only measuring wind are shown in green. Stations
measuring both wind and waves from the Norwegian sector are shown in blue (partially overlapping with
the quality‐assured data from ECMWF). Themeasurements cover the period 1980–2002. Note thatWeather
ship M (66°N, 002°E) is marked as both “Mike” and LDWR.
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Figure 6. Joint probability density function (contoured scatter density) and quantiles versus quantiles of
colocated HIRLAM10 and QuikSCAT wind speed (upper curve), July 1999 to August 2002. The quantiles
of ERA‐40 versus QuikSCAT are shown for reference (lower curve).

Figure 7. The 10 m wind speed RMS difference between colocated HIRLAM10 and QuikSCAT,
December to February 1999–2002.
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agreement between the HIRLAM10 downscaled wind fields
and the satellite measurements, but the influence from the
ERA‐40 (biased low) manifests itself in a zone of weaker
winds near the open boundaries (consistent with the differ-
ences found in Figure 2b). There are four regions where
HIRLAM10 predicts higher wind in the mean than observed
by QuikSCAT: the southern North Sea, northeast of Iceland,
in the Greenland Sea, and near Bjørnøya.

3.2. Wavefield

3.2.1. Significant Wave Height
[20] Two in situ data sets were used for the assessment of

the significant wave height, one consisting of six offshore
stations in the Norwegian sector quality‐checked and archived
by the Norwegian Meteorological Institute and another data
set comprising 40 wave observing buoys, coastal, and
offshore stations (Figure 5) collected via the Global Tele-
communications System (GTS) and quality‐checked and
archived by ECMWF [Saetra and Bidlot, 2004]. We treat
the two data sets separately as they have been subjected
to different methods of quality assurance and temporal
averaging. In addition, a 2‐year colocation of satellite‐borne
altimeter measurements of significant wave height against
ERA‐40 and WAM10 has been carried out.
[21] Table 3 and Table 4 compare the observed and mod-

eled significant wave height at the six Norwegian offshore
stations from Ekofisk at 56.5°N, 003.2°E in the central North
Sea to Ami at 71.5°N, 019.0°E off the coast of northern
Norway over the whole observational period. Of these,
Ekofisk has the longest and most reliable time series, starting
in 1980. The WAM10 wavefields correlate very well with
Ekofisk observations (0.95), show a low RMS error (0.42 m)
and no bias (see Table 3). In general WAM10 appears to
overestimate the 99 percentile (P99) by 0.1 to 0.6 m (average
of 0.3 m). ERA‐40 wavefields (Table 4) also match the
observed time series well in all six stations, with correlations

only slightly weaker thanWAM10. However, the mean wave
height is consistently underestimated, ranging from 10 to
34 cm. Furthermore, the RMS error is higher than forWAM10.
The disagreement with observed values becomes increas-
ingly worse for the higher percentiles. ERA‐40 is under-
estimating P99 by 0.6 to 1.3 m (Draugen).
[22] We have also comparedWAM10 and ERA‐40 against

a collection of 40 in situ wave observing stations from the
northeast Atlantic Ocean (see Figure 9 and Table 5) during
the period August 1991 to August 2002. The individual time
series vary in length from half a year to slightly more than
9 years. All observations are quality‐controlled 4‐hourly
means (±2 h) centered on synoptic times, i.e., 0000, 0600,
1200, and 1800 UTC [Saetra and Bidlot, 2004]. Most mea-
surements are permanently fixed to one location, but some
buoys exhibit rather large deviations from their average
position. Here we used only data within an area of ±0.2° of
the median latitude and ±0.4° of the median longitude of
the individual time series. Figure 9 compares observed and
modeled significant wave height (Hs) from WAM10 and
ERA‐40, showing a one to one correspondence between
WAM10 and observations. ERA‐40 overestimates the lower
percentiles while underestimating the upper percentiles,
yielding a rather weak regression slope of 0.84. This
deficiency is masked when looking at the mean error (bias
−0.01 m versus 0.08 m for WAM10), but the RMS error
is substantially higher than for WAM10 (0.55 versus 0.47).
The scatter index (SI), defined as the RMS error normal-
ized by the mean of the observations drops from 24.7% for
ERA‐40 to 20.3% forWAM10. Figure 10 compares observed
and modeled 95 and 99 percentiles from ERA‐40 and
WAM10 at all 40 observing stations. As Figure 1 testifies, the
wave climate differs significantly between these observing
stations with the January mean ranging from 1.5 m for sta-
tions close to the Dutch coast to more than 4.5 m south of
Iceland. It is therefore relevant to investigate how the upper

Figure 8. The 10 m wind speed vector mean difference between colocated HIRLAM10 and QuikSCAT,
December to February 1999–2002.
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Table 4. Significant Wave Height Observed Versus ERA‐40 at the Norwegian Offshore Stations Ekofisk, Sleipner, Gullfaks, Draugen,
Heidrun, and the Weather Ship Amia

Hs N Mean Standard Deviation Mean Absolute Difference RMS Difference Correlation Coefficient P90 P95 P99

Ekofisk 1980–2002
Observed 29044 2.08 1.29 – – – 3.8 4.5 6.3
ERA‐40 29044 1.88 1.11 0.36 0.56 0.91 3.4 4.1 5.5

Sleipner 1995–2002
Observed 8889 2.29 1.38 – – – 4.2 4.9 6.4
ERA‐40 8889 2.19 1.16 0.45 0.62 0.90 3.8 4.5 5.8

Gullfaks 1990–2002
Observed 15230 2.69 1.55 4.9 5.7 7.4
ERA‐40 15230 2.60 1.35 0.46 0.65 0.91 4.5 5.3 6.8

Draugen 1995–2002
Observed 9497 2.62 1.67 – – – 5.0 6.0 7.9
ERA‐40 9497 2.35 1.27 0.50 0.70 0.94 4.1 4.9 6.6

Heidrun 1996–2002
Observed 8043 2.67 1.48 – – – 4.7 5.5 7.5
ERA‐40 8043 2.43 1.30 0.45 0.62 0.92 4.2 5.1 6.7

Ami 1993–1998
Observed 3730 2.41 1.45 – – – 4.3 5.3 7.4
ERA‐40 3730 2.07 1.17 0.44 0.65 0.93 3.5 4.3 6.6

aNote that as ERA‐40 is only available on 6 hourly resolution the number of data points,N, is roughly half of what is found in the previous table comparing
WAM10 to the same observational data set.

Table 3. Significant Wave Height Observed Versus WAM10 at the Norwegian Offshore Stations Ekofisk, Sleipner, Gullfaks, Draugen,
Heidrun, and the Weather Ship Amia

Hs N Mean Standard Deviation Mean Absolute Difference RMS Difference Correlation Coefficient P90 P95 P99

Ekofisk 1980–2002
Observed 58072 2.08 1.28 – – – 3.8 4.5 6.2
WAM10 58072 2.08 1.31 0.28 0.42 0.95 3.9 4.6 6.3

Sleipner 1995–2002
Observed 17688 2.29 1.38 – – – 4.2 5.0 6.5
WAM10 17688 2.44 1.38 0.42 0.57 0.92 4.4 5.1 6.7

Gullfaks 1990–2002
Observed 30502 2.68 1.54 – – – 4.9 5.7 7.3
WAM10 30502 2.77 1.55 0.36 0.51 0.95 5.0 5.9 7.7

Draugen 1995–2002
Observed 18980 2.62 1.67 – – – 5.0 6.0 7.9
WAM10 18980 2.67 1.64 0.42 0.58 0.94 4.9 6.0 8.2

Heidrun 1996–2002
Observed 16136 2.67 1.49 – – – 4.7 5.6 7.5
WAM10 16136 2.73 1.63 0.48 0.65 0.92 5.0 6.1 8.1

Ami 1993–1998
Observed 7462 2.41 1.45 – – – 4.3 5.3 7.5
WAM10 7462 2.42 1.49 0.36 0.52 0.94 4.3 5.4 8.0

aWAM10 is stored on 3‐hourly resolution. Only observations near the model time have been selected.
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Figure 9. Scatter diagrams and qq plots of significant wave height at 40 quality controlled buoy stations
(locations shown in Figure 5), for the period 1991–2002, showing, (top) observations versus WAM10 and
(bottom) observations versus ERA‐40.
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Figure 10. Modeled versus observed percentiles of significant wave height at 40 quality controlled buoy
stations (locations shown in Figure 5), for the period 1991–2002:WAM10 (a) 95% and (b) 99% and ERA‐40
(c) 95% and (d) 99%.

Table 5. Significant Wave Height Observed Versus WAM10 and ERA‐40 at the 40 Coastal and Offshore Stationsa

Hs N obs
ME
(m)

RMSE
(m)

MAE
(m)

SI
(%) Corr

M
Station

P95 NME
(%)

P95 SI
(%)

P95
Corr

P99 NME
(%)

P99 SI
(%)

P99
Corr

WAM10 235,368 0.07 0.47 0.33 20.8 0.95 40 5.0 8.9 0.96 4.7 9.0 0.95
ERA‐40 235,368 −0.01 0.55 0.40 24.2 0.93 40 −5.0 11.8 0.91 −5.7 13.0 0.88

aA total of 235,368 observations were recorded and quality controlled. The observations were averaged over 4 h. The right part of the table compares the
normalized mean error (NME) and the scatter index (SI) of the 95 and 99 percentiles for M = 40 stations [Saetra and Bidlot, 2004].
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Figure 11. Joint probability density function (log‐spaced contoured scatter density) and quantiles versus
quantiles (upper curve) of colocated ERS‐2, TOPEX, and GFO altimeter Hs and WAM10, years 2000–
2001. The quantiles of ERA‐40 versus altimeter are included for reference (lower curve).
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percentiles of the WAM10 hindcast compare with obser-
vations from such a diverse range of locations. It is evident
from Figure 10 that the upper percentiles of WAM10 match
observations better than ERA‐40 in nearly all 40 observing
stations with better correlation for P99 (0.95 versus 0.88) and
a regression slope closer to unity. It appears that low‐wave
locations are overestimated and high‐wave locations are
underestimated by ERA‐40, somewhat analogously to the
overall pattern found in Figure 9. This is consistent with
the findings for the Norwegian offshore stations (Table 3 and
Table 4). Overall, WAM10 is again found to be biased a little
high for the upper percentiles (a normalized mean error of
5% for P95), while ERA‐40 is biased a little low (−5% for
P95), as summarized in Table 5.
[23] WAM10 was also colocated with significant wave

height from altimeters on board ERS‐2, Topex, and Geosat
Follow‐On (GFO) for the years 2000–2001. The temporal
resolution of the gridded fields is 3 h; hence the maximum
time difference between satellite observations and modeled
significant wave height is 1.5 h and the maximum spatial
separation is approximately 7 km. As can be seen from
Figure 11, the overall agreement is very good with a corre-
lation of 0.95 (Table 6) and very low bias. A similar colo-
cation was performed for ERA‐40 (the lower quantile curve,
shown in Figure 11 for comparison with the quantiles of
WAM10, upper curve). ERA‐40 correlates strongly with
altimeter wave height (0.94) but underestimates the highest
waves somewhat as is evident from the qq plot. Figure 11
shows that while the quantiles of WAM10 (black line) are
almost unbiased up to 9 m, ERA‐40 underestimates waves
higher than 2.5 m while overestimating waves below 2.5 m.
This is consistent with the comparison against in situ obser-
vations (Tables 3–5). Note that while WAM10 slightly
overestimates the upper percentiles compared with buoy
observations (Figure 9), an underestimation is found when
comparing with altimeter data (Figure 11).
3.2.2. Mean Wave Period
[24] A comparison of the measured mean period (both zero

upcrossing, Tz, and Tm02 based on observed wave spectra
are used) and the modeled Tm02 calculated from the two‐
dimensional spectrum was carried out for a subset of the
stations listed in Figure 5 where reliable wave period esti-
mates could be made. The greatest deviations between
modeled and observed periods appear in the upper tail
(Figure 12), but ERA‐40 also exhibits large deviations in
cases with relatively short observed wave periods. This may
indicate that there are certain swell cases that are not well
captured by the models but also that low‐wind cases are
clearly better represented by WAM10. Overall, the mean

period was rather well represented by WAM10 with a corre-
lation of 0.92. ERA‐40 showed a weaker correlation (0.84).

4. Discussion

[25] The downscaling of ERA‐40 using HIRLAM10
with 10–11 km horizontal resolution shows a significant
improvement in 10 m wind. Although the improvement
is particularly pronounced at coastal stations, we also found
that the negative wind speed bias of ERA‐40 disappeared
throughout the open ocean in the HIRLAM10 downscaling.
Improvement through dynamical downscaling in coastal

Figure 12. Observed versus modeled ((top) WAM10 and
(bottom) ERA‐40) mean period, Tm (s), for the period
1991–2002. Only data from a subset of quality‐controlled
stations found in Figure 5 were used.

Table 6. WAM10 and ERA‐40 Comparison With Colocated
Significant Wave Height From Altimeters on Board ERS2, TOPEX,
and GFOa

Hs

ME
(m)

MAE
(m)

RMSE
(m)

a
(m)

b
(m) Corr

WAM10 v altimeters 0.05 0.35 0.48 0.95 0.16 0.95
ERA‐40 v altimeters −0.08 0.36 0.52 0.82 0.36 0.94

aYears are 2000–2001. Number of observations is approximately
3,000,000. Here a and b are regression coefficients (slope and offset).
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areas and areas with complex topography has been shown in
many studies before; for example by Winterfeldt [2008] and
Winterfeldt et al. [2010]. However, the improvement found
at offshore stations and from the QuikSCAT colocation in
the open ocean is not usually expected in a dynamical
downscaling, although similar results have been found by
Feser [2006]. Some of the regional differences between
HIRLAM10 and QuikSCAT found in Figure 7 and Figure 8,
such as the wind minimum in the Greenland Sea, were
also noted by Kolstad [2008] when comparing QuikSCAT
to NCEP/NCAR reanalysis data. The differences are in part
due to the assumption of neutral stratification when estimat-
ing the scatterometer wind speed from regions with non-
neutral near‐surface stratification [Chelton and Freilich,
2005; Accadia et al., 2007; Furevik et al., 2010].
[26] Though we can identify polar lows in HIRLAM10

which are unresolved by ERA‐40, the downscaling is not
modeling the full evolution of such small‐scale cyclones.
Owing to the nature of the HIRLAM10 downscaling, per-
formed as a sequence of short (6‐hour) forecasts strongly
influenced by the ERA‐40 boundary conditions and the
digital filter initialization procedure, a good representation of
polar lows is not likely. Improved modeling of polar lows
would probably require even higher horizontal and vertical
resolution and nonhydrostatic modeling. A more sophisti-
cated spatial filter such as the spectral nudging technique
employed by Zahn et al. [2008] in a limited area model of
0.44° resolution might be capable of capturing and resolving
polar lows not present in the coarse boundary conditions and
initial conditions. Scale‐selective bias correction as explored
by Kanamaru and Kanamitsu [2007] in a regional down-
scaling of NRA is another promising technique, but as no
observations are assimilated into our dynamical downscaling
it is difficult to assess whether this technique would have
fared better than our method with frequent reinitializations
and the use of a digital filter. It is not expected that estimates
of wind speed extremes will be seriously affected by this
inability to correctly capture and model polar lows as their
associated wind speed will generally not be in the upper tail
of the wind speed distribution in the Barents Sea and
the northern Norwegian Sea. Around Svalbard the perfor-
mance of both data sets is lower than in the rest of the area.
HIRLAM10 shows however somewhat lower wintertime
MAE and RMSE than ERA‐40, but both HIRLAM10 and
ERA‐40 overestimate 10 m wind speed in this area with-
out properly capturing the extreme events. This is probably
due to imprecise ice cover representation.
[27] The significant wave height of the WAM10 hindcast

has a smaller mean error than ERA‐40 which was found to be
biased low both for the mean and for the upper percentiles
(though partly compensated by a positive bias for the lower
wave heights, see Figure 9). Overall, ERA‐40 seems to
underestimate the upper percentiles of the significant wave
height by approximately 10% while WAM10 overestimates
the highest percentiles by about 6% in comparison with buoys
and offshore stations (Figure 10 and Table 3 and Table 4).
However, the comparison with altimeter wave height reveals
that WAM10 remains unbiased up to 9 m while ERA‐40
underestimates waves higher than 2.5 m by about 10%
(Figure 11). These findings are broadly similar to what
Sterl and Caires [2005] found for ERA‐40. WAM10 shows

significant improvement over ERA‐40 in terms of both
correlation and regression slope. There is also a clear
improvement in the modeled mean period compared with
ERA‐40 (Figure 12, bottom). The results are similar to the
findings of Caires et al. [2005] who performed a global
comparison of ERA‐40 Tm with estimates based on TOPEX
altimeter observations and buoy data. Owing to limitations
in the altimeter measurements their main focus was on non‐
swell‐dominated cases, i.e. HSwell /HS < 0.9, but the results
still appear comparable. It is interesting to note that WAM10
outperforms ERA‐40 even for the long‐periodic observations
in the North Atlantic where it might be expected that intrusion
of swell from the South Atlantic could influence the results
(the WAM50 model domain extends only into the North
Atlantic, see Figure 1).
[28] As WAM10 was nested in a coarser model, WAM50,

that differed somewhat from the ERA‐40 wave model, we
investigated the possible impact this has had by comparing
WAM50 and ERA‐40 in terms of significant wave height in a
representative range of buoy locations in the North Atlantic
and the North Sea (not shown). We found very close corre-
spondence between WAM50 and ERA‐40 at buoy locations
62108, 64045 in the North Atlantic and at Ekofisk in the
central North Sea (see Figure 5) and infer that the improve-
ment found in WAM10 stems primarily from better wind
fields and a more detailed topography. This also means
that doubling the directional resolution (WAM50 has 24
directional bins) and employing bottom friction (ignored by
ERA‐40) makes little impact on wave model integrations on
the spatial resolution of ERA‐40. However, both directional
resolution and bottom friction become important nearshore
in a high‐resolution model domain. WAM10 outperforms
ERA‐40 throughout the model domain, but although we have
few wave observations in the coastal zone and in shallow
areas, we expect the improvement to be higher here due to the
demonstrably better nearshore wind fields and the improved
coastline representation.

5. Conclusion

[29] This study has shown that major improvement of
coastal and open‐ocean wind fields can be achieved through a
relatively straightforward dynamical downscaling of the
ERA‐40 reanalysis. The method does not rely on additional
assimilation but still reduces the mean error and the RMS
error at coastal stations dramatically (up to 3 m s−1 reduction
in mean error near Stad on the coast of Norway). The
improvement near the coast was expected from the enhanced
resolution alone, but the improvement in the open ocean was
more surprising as there is no additional source of observa-
tions to correct the downscaled wind fields. The overall
impression of the open ocean wind field of the HIRLAM10
downscaling is a marked improvement compared with
ERA‐40. This can only be explained by better mesoscale
representation of the weather systems in HIRLAM10. Further
work is still needed to properly address the downscaling
of mesoscale phenomena such as polar lows, and for this a
scale‐selective approach to downscaling may be required.
However, the main concern from the point of view of
dynamically downscaling the ERA‐40 reanalysis is to recon-
struct the wind field as truthfully as possible without gener-
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ating small‐scale nonexistent disturbances. This is a difficult
tradeoff, but one where a digital filter does a good job, albeit
at the expense of modeling the full evolution of polar lows.
[30] The wave model integration has benefited from the

improved wind fields both in terms of significant wave height
and in the representation of the mean wave period. The study
shows that although the coarse model does not cover the
South Atlantic, WAM10 exhibits more correct wave periods
even in the exposed parts of the northern North Atlantic when
compared against ERA‐40. As for the wind fields, marked
improvement is found both in the distribution of the upper
percentiles of the significant wave height as well as the
overall frequency distribution.
[31] This study has yielded a new high‐resolution wave and

wind archive of markedly improved quality through a rela-
tively straightforward dynamical downscaling of the ERA‐40
reanalysis for an important region of the world oceans. The
wind and wavefields are virtually unbiased in coastal regions
where ERA‐40 alone is not usable and also improved in the
open ocean. Although some of the shortcomings of ERA‐40
have already been addressed by the ERA Interim reanalysis
from 1989 to present [Simmons et al., 2010], the period
covered is still too short to replace the ERA‐40 reanalysis,
and the resolution is still too coarse to adequately resolve
coastal features and mesoscale phenomena such as polar
lows. Although we emphasize the need for better global
reanalyses, we conclude that ERA‐40 represents a good
starting point for dynamical regional downscaling of wind
and wavefields which yields genuine new information about
nearshore features as well as somewhat improved mesoscale
activity and a better representation of mean conditions, even
in the open ocean. The significant improvement found in the
upper tail of the wind andwave height distribution alsomakes
the downscaled fields more reliable for extreme value sta-
tistics than the original ERA‐40 reanalysis.
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