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1 Motivation  

With the United Nations predicting a rapid increase in population and an increasing 

standard of living in developing countries led by China and India, energy demand is 

bound to grow rapidly. According to the International Energy Outlook 2013, the world 

energy consumption will increase from 534000 trillion BTU to 820000 trillion BTU 

by 2040 (E.I.A, 2013). As the world’s carbon emission is expected to have the highest 

increase within the next two decades, adopting non-carbonized energies could 

minimize emissions to zero by the end of this century thereby restricting the global 

temperature rise to less than 2 degrees Celsius (Buffett & Zatsepina, 2000). 

While there is a huge focus on renewable energy sources, it will take decades before 

they can replace high carbon concentrated fossil fuels to fulfill energy demands and 

carbon reduction requirements. According to energy outlook 2014, a major share of 

energy will be produced from carbon based sources like gas, oil, and coal at least till 

the mid of this century (ExxonMobil, 2014). Amongst the three sources, natural gas 

(NG) is the least poisoning and therefore, most suitable to replace coal as a primary 

source of energy thereby reducing CO2 emissions in the foreseeable future (E.I.A, 

2013; IEA, 2015). 

Unconventional sources of NG (tight gas, shale gas, and coal bed CH4) are already 

commercially viable and can strike a balance between supply and demand in the 

energy market. The huge boost in shale gas in the USA has turned the country into a 

net gas exporter rather than a huge importer. Another alternative that has huge 

potential are gas hydrates (GHs). They are present in large quantities in arctic regions 

under the permafrost and in oceanic sediments along the continental margins around 

the world. These reserves are enough to fulfill the future energy demands for a long 

time to come. Some estimates indicate that if just one thousandth part of the entire 

CH4 hydrate reserves is extracted that will be enough for meeting global energy 

demand for one year. (Nakicenovic, 2002).  
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Countries with limited conventional resources but with huge hydrate reserves like 

Japan, which is the second largest consumer of oil has negligible resource of a gas and 

therefore, the import is of the order of 98% of their fossil fuel needs. However, Japan 

is actively exploiting its own new energy resources like solar, wind, and GHs (Okuda, 

2005). BSR results shown the presence of huge amounts of GHs reserves in the 

country (mainly distributed in the southwestern islands trench, Nankai Trough, Boso 

Peninsula East, the Kuril Trench, Japan sea east edge, Tatar Trough, and Okhotsk 

region). The spreading area is about 44,000 km2 and total reserves is 40-63 times the 

national gas consumption (BP p.l.c., 2013; METI, 2001; Okuda, 1993; Satoh, et al., 

1996). Japan Oil, Gas, and Metals National Corporation (“JOGMEC”, Headquarter: 

Minato-ku, Tokyo, President: Hirobumi Kawano) conducted an offshore production 

test in the first phase off the coasts of Atsumi and Shima peninsulas using the 

depressurization method and confirmed production of 120000 cubic meters of CH4 

gas from CH4 hydrate layers. Japan now plans to proceed with the second offshore 

production tests which are scheduled to be undertaken in the first half of 2017 

(JOGMEC, 2013; JAPEX, 2016). Likewise Taiwan, whose average annual NG 

consumption is about 10 billion cubic meters and has 97.75% of its energy supply 

imported from abroad due to shortages of traditional energy resources (Bureau of 

Energy MOEA, 2015) can become self-sufficient  if all (approximately 2.7 trillion 

cubic meters) of the hydrate resources present in Tainan-Pingtung coast is exploited  

(Weng, et al., 2013). These reserves can provide Taiwan with CH4 gas for the next 

270 years, according to the existing reserves along the southwestern Taiwan seas. 

Conventional hydrocarbon is also declining in India and the country is looking for 

ways to exploit its huge hydrate reserves. China is also investing heavily in research 

targeted towards the exploitation of natural gas hydrates (NGHs) in land and marine 

areas. The country has an estimated amount of 107.7 trillion cubic meters of gas 

reserves in the form of hydrates and provided that these reserves are completely 

exploited, can provide NG for 749 years (Lu, 2015). Several other countries which are 

in a similar situation also have substantial offshore CH4 resources trapped in hydrates. 

An interesting option for use of hydrate as a phase is storage of CO2 in the form of 

hydrate, like for instance in depleted hydrocarbon reservoirs that have proven cap rock 
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sealing and conditions of temperature and pressure that facilitate the CO2 hydrate 

formation. Injection of CO2 into NGHs filled sediments is yet another option. This 

method not only helps to reduce the climate emissions of greenhouse gases but also 

provides an interesting solution to produce CH4 from in situ GHs to fulfill the global 

energy needs. This hydrate production technology offers a win-win situation since 

released CH4 gas may compensate even more than the storage costs since the 

conversion is thermodynamically self-driven. The cost of CO2 injection and 

associated infrastructure (including transport to the actual site) is the only cost. CO2 

forms a more stable hydrate than CH4 hydrate under the same thermodynamic 

conditions over a large range of temperatures and pressures. A mixed hydrate where 

CO2 stabilizes part of the structure (large cavities) and CH4 is filling the other part 

(mainly small cavities), is more stable compared to only CH4 hydrate over all ranges 

of temperature and pressure. The production of methane from GHs through the 

exchange process maintains the mechanical stability of the geologic formation. (Ors 

& Sinayuc, 2014; Chong, et al., 2015). 

Besides storing CO2 in GHs reservoirs, there have been promising developments in 

the geological storage of CO2, which is a feasible alternative for reducing CO2 

emissions into the atmosphere. These efforts also include storing CO2 as hydrate in 

the colder aquifers where temperature and pressure conditions are within the hydrate 

stability regions (e.g. northern parts of the North Sea and Barents Sea). The assessment 

of the potential GHs production requires predictions of their complex behavior. The 

reliability and accuracy of these predictions hinge on the availability of robust 

numerical simulators that describe the dominant processes and phenomena. The 

complexity of processes involved during GHs production like formation, dissociation, 

and reformation in reservoirs are motivating factors for developing a new reservoir 

simulator. This will give the possibility of studying the kinetics of CH4 and CO2 

hydrates. Thermodynamic modeling of hydrate is one of the complex features in 

reservoirs as will be discussed in the coming chapters. Most hydrates that form or 

dissociate in industry or in nature are in situations of non-equilibrium and requires a 

great deal of modelling efforts and computational resources. 
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Through the scientific work documented in this thesis and the associated publications, 

we have developed a new approach for non-equilibrium theory of hydrates and a 

related Phase Field Theory (PFT) for modeling the kinetics of hydrate phase 

transitions. Non-equilibrium thermodynamics is very crucial to imitate the fact that 

hydrates in nature or in industry in most cases cannot reach any state of 

thermodynamic equilibrium. The Phase Field Model (PFM) is further extended to 

contain implicit heat transport and hydrodynamics which makes it possible to examine 

kinetic rates in systems of competing phase transitions of hydrate formation and 

hydrate dissociation. To the best of our knowledge, the current PFM is the most 

advanced theoretical treatment used for Nano to Micro scale studies of hydrate phase 

transition dynamics. 
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2 Introduction 

NGHs are crystalline structures composed of water and gas molecules like CH4, CO2 

and H2S. The water molecules form cage like structures due to hydrogen bonding, 

termed as cavities. Under suitable conditions of temperature and pressure (high 

pressure and low temperature), guest (CH4, CO2, etc.) molecules with favorable 

shapes and sizes can occupy these cavities (Koh, et al., 2011). A brief historical 

background of hydrate discovery, their structure and characteristics are described in 

sections 2.1 and 2.2 respectively.  

Huge deposits of GHs are present at several locations around the world in permafrost 

areas and subsea (section 2.3). In subsea occurrences, the integrity of sealing structures 

of clay or shale traps the hydrate from contact with water that is under saturated with 

CH4. Similar sealing may be present in permafrost, but in these areas, even the thick 

ice layer provides tight sealing. The ice layer by itself is of course not inert with respect 

to the hydrate water and corresponding trapped hydrate formers inside the hydrate 

cavities. But in most cases these systems have developed over geological time scales 

and entered a state of stationary situation.  

The thermodynamic instability of hydrates in contact with under saturated phases 

(water or gas) leads to dissociation of hydrate and corresponding leakages of CH4 into 

the oceans and eventually into the air. This is a huge concern due to the greenhouse 

nature of CH4, which might be roughly 25 times worse than CO2. Some of the climate 

hazards of CH4 are briefly discussed in section 2.3.1. In some cases, the hydrate 

instabilities can lead to disastrous dissociation scenarios causing landslides. A brief 

overview is given in section 2.3.2. Another important aspect of in situ hydrate is it 

being a huge source of trapped energy. NGHs deposits are therefore, an attractive 

unconventional source of fossil fuel for some countries. A brief overview of this aspect 

is given in section 2.3.3.  

Existence of GHs rich in CH4 in abundance is a good motivation for creating safe 

techniques for CH4 flow out of the geological formation. Some most commonly 

proposed and studied techniques are briefly discussed in section 2.4. 



6 

 

The current industry concerns related to NGHs are discussed in section 2.5. Undesired 

formation of hydrates during transport and processing of hydrocarbons containing 

water has been a huge motivation for hydrate research in the past and is still a big 

concern for the oil and gas industry. A brief overview of the most important aspects 

is given in section 2.5.1. But besides the problems with hydrate formation there are 

also attractive possible industrial uses of the GHs. CH4 trapped inside hydrate is very 

dense packing so large volumes of CH4 can be encapsulated in a crystalline form. 

Therefore, storage and transport of CH4 and CO2 in the form of hydrate is one area 

for the utilization of hydrate as a phase. This, as well as some other uses of the GHs 

as a phase for industrial processes, is briefly described in section 2.5.2. 

2.1 History of Hydrates 

Historically, NGHs were discovered by Sir Humphrey Davy in 1810, when he noticed 

that a solid was formed above the ice point from a solution of chlorine gas and water 

known as oxymuriatic gas. It is speculated that before Davy’s experiments, Priestly 

might had unintentionally produced SO2 hydrates. The GHs did not get much fame 

during the era and remained as a part of laboratory experiments, until 1934. (Koh, et 

al., 2011) 

In 1934 an American chemist named E.G. Hammerschmidt discovered GHs in a 

pipeline (above the water freezing point) formed from the left over water after 

construction. Since then, lots of research has been done to predict and prevent hydrate 

formation in equipment and pipelines during processing or transport. Since the mid-

1960s, the discovery of NGHs in deep oceans and permafrost regions has 

revolutionized the research in this field (Sloan & Koh, 2008). 

2.2 Hydrate Structures 

It is important to know that GHs are not chemical compounds since the encaged 

molecules are not bonded to the lattice. Actually, water molecules are held together 

by hydrogen bonds and mainly non-polar attractions to encaged molecules. These gas 
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molecules must fit into the water cavities (cages) in terms of volume. This work 

focuses on the guest molecules CO2 and CH4. Both the molecules form structure-I 

hydrate which is composed of two polyhedral (pentagonal dodecahedron and 

tetrakaidecahedron) formed by hydrogen-bonded water molecules as shown in Figure 

2-1. The pentagonal dodecahedron normally known as 512 (small cavity) has 12 

pentagonal faces with equal edge lengths and equal angles. The tetrakaidecahedron 

has 12 pentagonal and 2 hexagonal faces and hence are known as 51262 (large cavity). 

The two small cages are situated at the center of a unit cell (see Figure 2-1) and have 

one water molecule at each of its 20 vertices. Each large cavity consists of 24 water 

molecules and overall there are 46 water molecules per unit cell with an average length 

of 12.01Å. The length is normally treated as constant over the limited range of 

temperatures relevant for industrial hydrate occurrences. There are 2 small and 6 large 

cavities per unit cell giving a small to large cavity ratio of 1:3. Molecules (guest) 

having a diameter between 4.2 and 6Å such as CH4, CO2, C2H6 and H2S can form 

structure-I hydrates. (Sloan & Koh, 2008) 
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Figure 2-1:The unit cell of hydrate structure-I, and the cavities constituting 
the structure. (adopted from Grimme, et al. (2007) & Maslin, et al. (2010)) 

If we assume that all the cavities are filled with guest molecules, the mole percent of 

water would be 85 %. The repulsive nature of the guest molecules prevents hydrate 

cavities from collapses, either in a large quantity of neighboring cavities or in the 

cavity itself. The guest molecules also have some attraction towards water molecules, 

but it is the repulsion that is more important to maintain cavity expansion. In 

comparison to ice and liquid, hydrates have very different properties (like thermal 

conductivity, thermal expansion, and electrical conductivity). Hydrates can exist at 

temperatures higher than 0oC and high pressures, which is the reason that the presence 

of water in hydrocarbon flows has been a problem in the oil and gas industry.  The 

discussion is now narrowed down to focus only on CO2 and CH4. CO2 cannot 

stabilize into small cavities due to its size and shape compared to the available volume 

in the symmetric small cavity. There are some literatures available which provide 

evidence that CO2 may enter into the small cavities (Circone, et al., 2003) but 

available experimental evidences from different groups are not entirely consistent as 

Dodecahedron (512) 

Tetradecahedron (51262) 

Guest Molecules 

Water Molecules 
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these findings are fairly recent. In this work our focus is on modeling leading to 

simplified kinetic models for hydrates in porous media related to hydrate formation 

using injection of CO2. It is still unverified whether CO2 filling in small cavities will 

really be significant under the dynamic flow conditions during those types of 

scenarios. So, within the scope of this work, CO2 is neglected in small cavities. On 

the other hand, CH4 can enter both small and large cavities, but CO2 out competes 

CH4 in the occupation of the large cavities in terms of mixed hydrate as CO2 has a 

larger stabilization impact on these cavities. 

2.3 Hydrates in Nature 

GHs in nature may occur on land in connotation with permafrost regions and below 

the seafloor in marine sediments. In contrast, GHs in a marine environment are likely 

to occur in continental margin sediments (Kvenvolden & Lorenson, 2001). The GHs 

appear to be filling up spaces between the grains and within the cracks and gaps in 

sediments on deep water continental shelves where the conditions lie within the GHs 

stability region. Such sediments may not have a high average saturation of GHs, this 

can be explained by the very small pore size and low permeability in clay-rich 

sediments hindering the mobility of both water and gas (both these components are 

essential for the formation of hydrates). GHs mostly occur in high concentrations in 

the sand units and are largely absent from the mud sequences (Tsuji, et al., 2009; 

Boswell & Collett, 2011; Boswell, et al., 2009). In the case of permafrost, GHs 

occurrences are identified in sand rich units deposited in onshore and near shore 

environments, typical examples are the occurrences in Alaska and Canada. The 

coexistence of thermogenic and biogenic gases at the Alaska North slope leads to two 

general scenarios for GHs formation 1) pre-existing gas reservoir converted into 

hydrates after favorable changes in temperature and pressure 2) gas migrated upwards 

into the stability zone leading to hydrate formation (Carman & Hardwick, 1983; 

Masterson, et al., 2001; Lorenson, et al., 2008; Dai, et al., 2011). The saturation of 

GHs in Mount Elbert site is around 60 – 75% based on the analyses of well-log data 

(Lee & Collett, 2011) and pore water geochemistry (Torres, et al., 2011). The upward 
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migration of deep thermogenic gases together with shallower biogenic gases gets 

trapped within the current GHs stability zone and changed into GHs bearing sediments 

well before the existence of permafrost. Preexisting free gas and high conductivity 

faults can explain the high hydrate saturations found on the North Slope (Dai, et al., 

2011). Gibbs phase rule together with the consequences from the 1st and 2nd laws of 

thermodynamics explicates that GHs in sediments are thermodynamically in a state of 

non-equilibrium. This fact will be further explained in section 2.3.2.  

2.3.1 Impact on climate 

As mentioned earlier, NGHs are spread around the world containing huge amounts of 

CH4 gas. The GHs reservoirs are metastable and dynamic therefore, formation and 

dissociation of NGHs are continuous phenomena controlled by three factors; 

temperature, pressure, and concentration. 

Hydrates of CH4 and/or CO2 are not thermodynamically stable due to Gibbs Phase 

rule (see section 2.3.2). From a thermodynamic point of view, the reason is simply 

that the water structure on hydrate surfaces are not able to obtain optimal interactions 

with surfaces of calcite, quartz, and other reservoir minerals. The impact of this is that 

hydrates are separated from the mineral surfaces by fluid channels. The sizes of these 

fluid channels are not known, and are basically not even unique in the sense that it 

depends on the local fluxes of all the fluids in addition to the surface thermodynamics. 

Stability of NGHs reservoirs therefore, depends on sealing or trapping mechanisms 

like that in ordinary oil and gas reservoirs. Many hydrate reservoirs are in a dynamic 

state where hydrates are leaking from top through the contact with 

groundwater/seawater which is under saturated with CH4. The seafloor at the sites of 

gas leakage in the Gulf of Mexico (MacDonald, et al., 1994) is a typical example in 

which GHs were breached. Some of the released CH4 from these GHs reserves is 

consumed by biological organisms that in result releases CO2 through biologically 

catalyzed Sulphur reactions. The large portion of the releasing CO2 will dissolve in 

the aqueous phase and may result in precipitation of solid carbonates. The presence of 

carbonates/bicarbonates ion effects the seawater PH which will become vital for the 
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existence of life  (Boetius & Suess, 2004; Luff, et al., 2005). However, some of the 

CH4 remaining as CH4 gas can end up in the environment depending on the water 

depth and CH4 concentration in seawater (Yamamoto, et al., 2009). This is supported 

by field measurements done on the Santa Barbara site in California, where 50% of the 

CH4 emitted from large leakage site at a water depth around 20 to 70 m reaches the 

atmosphere (Kvenvolden & Harbaugh, 1983). According to this evidence, it was 

projected that only two fifths of the CH4 can reach the atmosphere from such a large 

submarine seepage (Kvenvolden, et al., 2001). CH4 is a very effective greenhouse gas 

(GHG). Although it is less abundant in the atmosphere it can be more than 20 times 

lethal in comparison to CO2 (Beget & Addison, 2007). Furthermore, enormous 

amount of CH4 is contained in a relatively small amount of hydrates (1m3 of fully 

saturated CH4 hydrate contains approximately 164m3 of CH4 gas at standard 

condition of pressure and temperature) (Archer, 2007; Sloan & Koh, 2007; Max, et 

al., 2006). And since, CH4 hydrates are so abundant on the earth, dissociation of even 

a small fraction of it can cause catastrophic changes in the climate over even a small-

time scale. Fortunately, most of the hydrates exist at depths where they are unaffected 

from the surface climate changes due to global warming for at least a time period of 

the order of 100 decades or longer (Archer, 2007). 

2.3.2 Geo hazard 

Beside a threat to the climate, GHs are also a submarine geo hazard (Xu & 

Germanovich, 2006; Nixon & Grozic, 2007). Submarine landslides and slope failures 

can be triggered by GHs dissociation (Sultan, et al., 2004; Locat & Lee, 2002). Study 

of GHs suggests its close relationship with the occurrences of landslides on the 

continental slope where GHs commonly form resulting in slope instability (McIver, 

1982). One of the largest submarine landslides is the Storegga slide off the coast of 

Norway. It was probably triggered by a process involving GHs dissociation (Bouriak, 

et al., 2000) about 8000 years ago that covered a total volume of nearly 5000 km3 and 

travelled from the western coast of Norway to the south of Iceland (Harbitz, 1992).  
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GHs cannot be stable in porous sediments due to Gibbs Phase rule, since temperature 

and pressure are always given in all local positions of a hydrate reservoir. Any number 

of degrees of freedom (no. of components - no. of phases + 2) other than two means 

that equilibrium is never possible. This will be the case with all hydrates in sediments. 

So, any deficit in trapping (shale and clay) will lead to hydrate dissociation through 

interactions with under saturated phases. The dissociation of hydrates may cause 

significant weakening of the sediment as shown in the studies on the strength of 

hydrates and hydrate saturated media performed by different researchers (Winters, et 

al., 2001; Cameron, et al., 1990; Parameswaran, et al., 1989) decreasing the resistance 

capability of the slope. GHs binds together with sediment particles and/or fills the 

voids preventing the potential compaction processes in the GHs stability region. 

Therefore, the hydrate dissociation may generate an under consolidated soil with a 

significant weakening of the soil. Another effect of hydrate dissociation on the slope 

failure is due to the release of water and free gas resulting in a significant volume 

expansion (approximately 100% expansion at 1000 meters water depth due to 

dissociation). If there are no channels through which excess water and gas can escape, 

an excess pore pressure will be generated. The excess pore pressure depends on the 

solubility of the dissolved gas (ratio of CH4 to water in the hydrate phase is around 

150 times greater than the solubility of the dissolved gas) (Sultan, et al., 2004).  Hence 

the dissociation of GHs will release a huge amount of CH4, much higher than the 

solubility of the dissolved CH4 gas. The effective stress greatly reduced due to the 

presence of excess pressure may reduce the slope’s ability to resist the driving forces 

acting upon it. (Xinpo & Siming, 2012) 

2.3.3 Gas hydrates as energy source 

Estimated organic carbon bound in GHs vary depending on who is reporting the 

numbers. The estimates from US Geological Survey are frequently referred to. These 

numbers indicate that the carbon contained in worldwide hydrate reservoirs are twice 

the amount of carbon found in all known conventional fossil fuels worldwide (Collet, 

2002; Demirbas, 2010). NGHs reserves around the world contain NG resources up to 
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50 times the conventional petroleum reserves, with as much as 2500 – 20,000 trillion 

cubic meters of CH4  (IEA, 2008). 

NGHs are considered a potential source of energy mainly consisting of CH4 gas and 

they are present in the Arctic regions under the permafrost and in the oceanic 

sediments along the continental margins where suitable thermodynamic conditions 

prevail. GHs can provide energy with a little emission of CO2 into the environment 

(Lu, 2015; Moridis, et al., 2011; Letcher, 2014; Ruppel, 2011; Johnson, 2014). Over 

230 potential reserves have been found globally in permafrost at depths ranging from 

130 to 1100 m, and in offshore below mean sea level at continental margins between 

800 to 4000 m water depth (Lu, 2015). These natural reserves could potentially meet 

global energy needs for the next 1000 years (Demirbas, 2010). This is a huge 

motivation for advanced research in this field. 

2.4 Recovery  Methods 

NG can be produced from NGHs either by thermodynamic destabilization of the 

clathrate structure, yielding liquid water and gaseous CH4, or by exchanging the CH4 

molecule with another guest molecule. The focus of this scientific work is the 

utilization of the novel method of exchanging CH4 with CO2 for the production of 

NG from hydrates. The motivation cannot be fully understood without understanding 

the challenges associated with other methods.  
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Figure 2-2: Schematic diagram of Natural gas hydrate recovery techniques. 

The key production approaches to dissociate clathrate hydrates are 1) thermal 

stimulation: The hydrate temperature is raised above the stability point by using 

continuous energy source (hot brine injection, steam injection, cyclic steam injection, 

fire flooding, and electromagnetic heating) to dissociate, 2) depressurization: This 

technique involves lowering the hydrate pressure below the stability point resulting in 

rapid hydrate dissociation but with an associated drop in the hydrate temperature, and 

3) inhibitor injection: The injection of an organic or inorganic compound (salts & 

alcohols like Ethylene glycol (MEG)) that shifts the hydrate stability point to lower 

temperatures for isobaric conditions. Inhibitor injection could require additional 

inhibitor or a heat source to compensate the decrease in hydrate temperature with 

dissociation. Figure 2-2 shows a schematic illustration of these production methods. 

Based on these approaches, numerous tests were carried out around the world to 

extract the energy stored in GHs. Thermal stimulation tests were conducted in 2002 

by the Japex, JNOC, and GSC (Huenges, et al., u.d.), and depressurization tests to 

produce CH4 from hydrate were conducted in 2008 by JOGMEC and NRCan in the 

Canadian Arctic off the Mackenzie Delta (Smith, u.d.). The extraction of CH4 from 
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hydrates under the seafloor was considered in Japan (MH21 Research Consortium, 

u.d.; Uchida & Tsuji, 2004). The first marine production is being tested by the MH21 

research consortium to confirm the decompression procedure for the recovery of CH4 

gas from GHs from 2012 to 2013 (MH21 Research Consortium, u.d.). Even though 

there are many challenges for practical recovery of CH4 hydrates, several major 

proposals presently being investigated include thermal treatment (Cranganu, 2009), 

depressurization (Liu Y, et al., 2009) and inhibitor addition (Demirbas, 2010). All 

these methods are based on promoting GHs dissociation by external stimulation. They 

are so far not used for commercial production of CH4 due to the related economic and 

potential environmental threats, except for Messoyakha field in Russia (Makogon, 

1997). Production from Messoyakha field was originally set up as a conventional gas 

field and the existence of GHs was first known when they, along a timeline could see 

pressure increase again in contrast to pure conventional fields that would of course 

show a pressure decrease along the timeline (Makogon, 1997). 

The natural occurrence for CO2 clathrate is an indication of the potential for hydrate 

sequestration of CO2. Even though CO2 clathrates are not naturally as plentiful as 

those of CH4, their occurrence forms the basis of an unconventional approach to 

producing gas by exchange of CO2 with CH4 in the hydrate structures. This 

unconventional concept has several potential benefits over the conventional methods: 

1) maintaining mechanical stability of the geologic formation as CO2 hydrate is more 

stable than CH4 hydrate (Figure 2-2), and 2) storing CO2 helps in reducing GHGs 

emissions thereby, contributing to climate stability. 

Water surrounding the hydrate will first be displaced by liquid CO2 during the 

injection process into the pores because of a higher affinity of minerals (compared to 

hydrates) towards water. This also depends on the wetting properties of the minerals. 

As an example, first few water layers adsorbed on hematite may have lower chemical 

potential by 2-4 kJ/mole than that of liquid water (Kvamme, et al., 2012). The free gas 

(if existing) in situ will dissolve to some extent in the injected CO2 if the mineral 

surface is CO2 wetted. In this case, the greater amount of the in situ water will 

surround the hydrate core inside the pores. The diffusion of CO2 into hydrate depends 
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on the diffusion rate of CO2 into porous medium depending on the properties of the 

medium like pore sizes, pore connections and porosity (Mu, et al., 2008). The 

conversion of CO2 into mix hydrate is directed by two mechanisms: The injected CO2 

on contacting with residual liquid water in porous media will form pure CO2 hydrate, 

since hydrate formation is an exothermic process and the heat released (57.98kJ/mole)  

is larger than the heat required CH4 hydrate dissociation (54.49kJ/mole) (Chong, et 

al., 2015; Kvamme, et al., 2014). This heat will contribute to dissociate the 

surrounding CH4 hydrate. When all the residual water is consumed, then the 

conversion process will be governed by a solid state exchange mechanism which is 

substantially slower in comparison to the first mechanism (Kvamme, et al., 2014; 

Baig, et al., 2015). This hydrate exchange process is also possible with injection of 

CO2 and N2 mixture as also demonstrated in a field trial which was completed 

successfully in the Ignik Sikumi GHs field in Alaska North slope in 2012 (NETL, 

2012). 

2.5 Industrial Aspects of Hydrates 

The focus of this thesis is on hydrates in porous media and the aspects of hydrate 

stability and dynamics of importance for CH4 production from hydrate, as well as on 

the storage of CO2 in hydrates. Nevertheless, industrial problems did fund a 

substantial portion of experimental data and theoretical development so a few words 

on industrial aspects is mentioned here. 

2.5.1 Hydrate formation as an industrial problem 

Water will always follow the hydrocarbon streams since the water is always produced 

along with the hydrocarbons. During processing of hydrocarbons, natural 

temperatures may be down to -22 C for dry gas with limited C2+ of value and down 

to -70 C in plants in which the C2+ is significant and/or contains valuable components 

like C2H6 or C3H8 which can be polymerized for manufacture of plastic products. 

Pressure during processing is high. Typical units of hydrate formations in such a plant 

are connecting pipelines, expanders, and separators. Transport of NG or CO2 
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containing water through pipelines is typically at a pressure of 50 to 300 bars. With a 

maximum seafloor temperature in the North Sea around 6 oC the whole transport line 

might be at a risk of plugging due to hydrate formation if the water content of the gas 

is too high. Additional pathway for hydrate formation in the pipeline is the presence 

of rust on the walls which provides water adsorption sites. Formed hydrate can 

partially or completely block pipelines. If the blockage is not removed quickly then 

high pressure can build up inside the pipeline leading to it collapse, thus causing 

serious risk to the safety of operating personnel, equipment, and surrounding 

environment. It costs billions of dollars annually to the petroleum industry to prevent 

and inhibit hydrate formation. Offshore operations additionally cost approximately 

US$1.6 million per kilometer on the insulation of subsea pipelines to prevent hydrates. 

(Jassim & Abdi, 2008) 

2.5.2 Use of hydrate as a phase for industrial processes 

The discovery of GHs have increased interest significantly towards GHs and initiated 

fundamental research. The main focus was two-fold, avoiding the formation of 

hydrates in pipelines and studying the dynamics of in situ naturally occurring GHs. 

Besides, the GHs can also be useful in many ways to industries, like gas separation, 

transportation, and storage of NG.   

2.5.2.1 Gas separation 
Global warming caused by emissions of GHGs into the atmosphere due to 

anthropogenic activities, the most commonly known gas, which plays a major role in 

global warming is CO2.  The most economical technique in comparison to other 

conventional techniques which is used to reduce emissions of CO2 into the 

environment is Carbon Capture & Storage (CCS) technique. According to 

International Energy Agency (IEA) the total cost of proposed target climate changes 

control will increase by up to 70% if CCS is not used by 2050 (IEA, 2008). One of the 

promising CCS process that could be integrated into the existing plants can be 

separation and capture of CO2 from flue gas (usually CO2/CO/N2 mixture emitted by 

steel making plant) streams. This process involves mixing of flue gas with water under 
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hydrate forming temperature and pressure conditions which will form hydrate 

containing CO2 and then this hydrate is separated and dissociated to recover CO2 by 

means of depressurization and/or heating. (Yang, et al., 2013; Herri, et al., 2014)  

As the hydrate formation process involves high pressure and low temperature, the 

process becomes very costly, so main studies done until now (Herri, et al., 2014; Duc, 

et al., 2007) is to find thermodynamic additives to reduce the operating pressure under 

which hydrates can stabilize. The CO2 selectivity is another important factor to be 

considered for gas separation. Since flue gas contains huge amounts of N2 due to 

combustion with air so removal of CO2 from flue gas can be partly done with hydrate 

since the ratio of CO2/N2 in hydrate can be 3:1 with N2 occupying small cavities and 

CO2 the large ones, while the original flue gas CO2/N2 was with ratio 1:8.5 that will 

result in a substantial upconcentration of CO2. A promoter (Tetrahydrofuran, 

Cyclopentane, alkyls ammonium salts, etc.) can enter into the hydrate cavity to 

stabilize the hydrate structure under mild conditions of temperature and pressure and 

increase the selectivity of CO2 into hydrate formation and other gases remains as in 

gas or liquid form (Herri, et al., 2014). 

2.5.2.2 Transportation and storage of natural gas  
NG is a cleaner fuel than other highly consumed fossil fuels and according to 

International Energy Outlook 2016 it accounts for the largest increase in world 

primary energy consumption. But their sources are often located very far away from 

the end user so that it becomes a major concern to develop efficient transport and 

storage technologies for NG. Due to the presence of CH4 as the main component of 

NG whose boiling point is about -162oC under 1 bar pressure, it becomes more 

difficult to store and transport (Sun, et al., 2004). The liquefied natural gas (LNG) and 

compressed natural gas (CNG) are the most frequently used and developed methods 

for the transport and storage of NG. The usage of these methods depends on the scale 

of development and distance from the markets. In general, LNG and CNG processes 

are economically feasible for NG storage with a sizeable volume and long distance 

transportation. However, extreme operating temperature (around -163oC for LNG) 

and high pressure (around 200 bars for CNG) are required, which can make these 
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technologies economically less favorable for small or medium sized fields, storage, 

and transportation. The storage of NG as hydrates can be another alternative technique 

providing volumetric gain as one volume of hydrate can store around 150-180 

volumes of NG (Makogon, 1997; Khokhar, et al., 1998). This will be safer and more 

cost effective in comparison to LNG and CNG.  

Chugoku Electric Power Co., Inc. (CEP) and Mitsui Engineering & Shipbuilding Co. 

Ltd. (MES), constructed a NGHs production plant with a capacity of 5 tons per day in 

the Yanai LNG-based power station located in the west side of Japan, where they have 

demonstrated that they could supply NG in the form of hydrates to power generation 

plant and a housing complex through land transportation in 2009. The storage and 

transportation of NG in the form of hydrate involve 5 major steps, 1) synthesis of 

hydrate formation in the presence of water, 2) dewatering and pelletizing, 3) storing 

in modified vessels after refrigeration and depressurization, 4) transportation and 5) 

regasification of NGHs to supply it to power plants and local market. The first step 

involves a continuous formation of 10% NGHs slurry by stirring a mixture of water 

and gas with gas bubbling in the high pressure vessel at temperature 277K and 5.3 

MPaG of high pressure. Then this slurry is carried off to the de-watering process and 

further converted to NGHs pellets with 75% NGHs. These pellets are refrigerated from 

277K to 253K and de-pressurized from 5.3 MPaG to atmospheric pressure for storage 

in already refrigerated vessels at the same temperature 253K. It is then transported to 

power plants and a housing complex about a hundred kilometers from the production 

plant. On arrival, the NGHs pellets are re-gasified in the same containers and the gas 

is taken out from the top and water from the bottom of the vessel. Furthermore, MES 

has been developing NGHs carrier to establish the total supply chain of NGHs, for 

marine transportation, which enables to spread the use of NG around the world as they 

claimed. (Watanabe, et al., 2008; Nakai & Mitsui Engineering & Shipbuilding Co., 

Ltd., 2012) 
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3 Scientific Method 

Abundance of NG, its easy exploitability compared to shale gas and rapidly declining 

conventional fossil fuels have led many to attempt the modeling of hydrate dynamics 

in sediments. Modelling the complex nature of hydrates in sediments is a challenging 

task. It involves modelling processes like GHs formation, dissociation, and 

reformation which are the important factors for developing new reservoir simulators. 

As mentioned earlier, the hydrates in sediments cannot achieve equilibrium. This can 

be seen from all the independent thermodynamic variables in a system of hydrate 

inside porous media versus conservation laws and conditions of thermodynamic 

equilibrium. Even in the most trivial case of hydrate former in a separate gas phase, 

liquid water and hydrate, Gibbs phase rule implies that only one independent 

thermodynamic variable can be fixed for equilibrium to reach. And since two 

independent variables are locally defined by hydrostatics, hydrodynamics and 

geothermal gradients, the system is over-specified. Mineral surfaces add additional 

phases to the balance since they serve as potential nucleation surfaces for hydrates 

increasing the complexity of the system. The partial charge distribution on atoms in 

the mineral surface is incompatible with partial charges on oxygens and hydrogens in 

hydrate water inhibiting the further hydrate formation. 

It is quite obvious that the inner core of any reservoir model is a multi-scale problem. 

Phase transitions are nano-scale processes controlled by dynamics across a thin 

interface (typically 0.8 to 1.5 nm), coupled to hydrodynamic scales by porous media 

flow (pore-scale, mm) and reservoir flow (Darcy flow) connecting pores throughout 

the reservoir (km scale). Density Functional Theory (DFT) in the classical statistical 

mechanical regime links changes in atomistic structures to phase transition kinetics. 

And since atomistic structures are directly coupled to free energy through the 

canonical ensemble in statistical mechanics then a formulation based on free energies 

is more appealing since it is more directly linked to the transport of mass and energy. 

For this reason, PFT has been chosen as the scientific method in this work.  The theory 

utilized in this work is briefly described in section 3.2 and in more detail in chapter 4. 
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However, since this work is part of a multi-scale modeling approach, a brief overview 

of present generations of hydrate reservoir simulators is given in the next section. 

3.1 Hydrates in Sediments and Modeling Challenges 

One of the numerical models for calculation of GHs distribution and volume in the 

sediments was suggested by Davie & Buffet (2001). This numerical model considers 

CH4 production by conversion of organic material (main source of carbon supply to 

the hydrate stability region) in sediment. Hydrate formation and dissociation are 

controlled by local thermodynamic conditions such that if the dissolved CH4 

concentration increases from equilibrium concentration then hydrate will form and if 

it decreases then some of the formed hydrate will dissociate to maintain the 

equilibrium concentration. It was concluded that the model is more sensitive to 

sedimentation rate, biological productivity, and amount & quality of organic material 

(e.g. low sedimentation rates and very high sedimentation rates both result in small 

hydrate volume due to reduced supply of carbon that is available to bacteria). The 

results were compared against observation data from actual sites and the accuracy of 

their predicted results was shown to be dependent on the available data of 

sedimentation rate and organic content (Davie & Buffett, 2001). 

A new module for the TOUGH2 simulator was proposed by Moridis et al. (2003) 

named EOSHYDR2 which was designed to model hydrate behavior under both 

sediments and laboratory conditions. TOUGH2 is a 3D software for multicomponent 

and multiphase flow simulation for subsurface purposes. EOSHYDR2 can handle up 

to nine components (CH4 GHs, water, CH4 present as native and from hydrate 

dissociation, a 2nd native and dissociated hydrocarbon, water soluble inhibitors, salt, 

and heat as pseudo-component). It can handle up to four phases of gas, liquid, ice, and 

hydrate phase. For hydrate formation and dissociation, EOSHYDRA2 includes both 

equilibrium and kinetic models. They performed four test cases of CH4 production 

while only using equilibrium model due to the lack of enough suitable data necessary 

for the parameters of the kinetic model. They concluded that both thermal stimulation 

and depressurization can produce substantial quantity of gas from CH4 hydrate and 
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further suggested that a combination of the two can be the most desirable approach. 

(Moridis, 2003) 

Kowalsky & Moridis (2007) used the same model to compare the kinetic and 

equilibrium approaches. It was concluded that the kinetic model is useful for the 

simulation of short-term and core scale systems based on the accuracy related to the 

kinetic model as mentioned earlier while equilibrium model can also be used for larger 

scale simulations. Sun & Mohanty (2006) studied the formation and dissociation of 

hydrates in permeable media and developed a 3D simulator to accomplish the study 

using Kim & Bishnoi1 (1987) kinetic model. The model also accounted for the 

equilibrium phase transitions using five phases (salt precipitate, hydrate phase, an 

aqueous phase, ice, and gas phase) and four components (i.e. CH4, water, salt, and 

hydrate), and also considered ice melting and water freezing. Furthermore, the mass 

transport, molecular diffusion and heat transport were implicitly solved. Later on, the 

simulator was upgraded by Phirani et al. (2010) through the inclusion of CO2 as a new 

component and CO2 hydrate as a new phase. Another study was conducted on CH4 

production by Ahmadi et al. (2004) where a 1D model was developed based on the 

depressurization approach for the dissociation of GHs while neglecting the Joule-

Thomson effect and the water flow in the reservoir. The equilibrium conditions were 

used at the dissociation front and heat of dissociation, convection, and conduction in 

the gas phase as well as in the hydrate phase was included (Ahmadi, et al., 2004). Liu 

et al. (2009) also used a similar approach to study hydrate decomposition process in 

porous media and developed a 1D model considering heat and mass transfer in both 

gas and hydrate phase while using moving front to separate the two phases. Stationary 

water phase was assumed and it was concluded that the model under-predicts gas 

production in wells and over-predicts dissociation front locations. Another conclusion 

was that the production rate is significantly affected by well-pressure and reservoir 

permeability. (Liu Y, et al., 2009) 

Uddin et al. (2008) introduced a new kinetic model to study the production of CH4 

gas while injecting CO2 into the CH4 hydrate reservoir for storage of CO2. To 

accomplish this conversion study, the model was coupled to CMG STARS (Steam 
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Thermal and Advanced Processes Reservoir Simulator) simulator. The simulator was 

developed by the Computer Modeling Group (CMG) Limited (CMG Ltd., 2007) to 

utilize it for modeling three phase flow, multicomponent fluids, and in situ combustion 

process. Uddin et al. (2008) studied the dynamics of hydrate formation and 

dissociation and concluded that the kinetic rate is constant and permeability has a 

significant effect on the dissociation. 

Another hydrate simulator provided by National Energy Technology Laboratories 

(NETL) is known as HydrateResSim (HRS) which is the only open-source simulator 

available for public use. This code is written in FORTRAN and can only simulate 

equilibrium and kinetic models of CH4 hydrate formation and dissociation. The 

software accounts for CH4, water, hydrate, and inhibitors components as well as 

liquid, gas, ice, and hydrate phases. This software can perform hydrate dissociation by 

using depressurization, thermal stimulation, inhibitor injection and combination of the 

first two techniques (∆P & ∆T). This simulator was further improved by Garapati et 

al. (2013) to account for CO2 and N2 components and the implementation of 

equilibrium surface, the equilibrium pressure and hydrate number which is a function 

of temperature and pressure. This software named as Mix3HydrateResSim because it 

can handle the ternary mixture (CH4 + CO2 + N2) and allows modelling of Ignik 

Sikumi No. 1 field test trial during which CO2+N2 mixture was injected to produce 

CH4 gas while storing CO2 into the hydrate (Garapati, et al., 2013). A 1D simulation 

was used to exchange CH4 hydrate with CO2+N2 mixture followed by 

depressurization technique using a single well. It was concluded that the released CH4 

gas from the hydrate during depressurization process reforms CH4 hydrate. A 

comparison with Ignik Sikumi field test showed that a huge amount of water and gas 

was produced due to the solid hydrate production which is not stable. Therefore, 

simultaneous injection of CO2+N2 mixture and removal of CH4 gas was suggested 

and found that the amount of N2 produced was higher in the field trial data than from 

Mix3HydrateResSim model. Gamwo & Liu (2010) also used HydrateResSim model 

for 3 components (CH4, water and hydrate) and 4 phases (Gas, aqueous, ice and 

hydrate). The TOUGH-HYDRATE simulator was used to validate the studied model 

and concluded that the code was suitable for simulating CH4 hydrate behavior and 
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kinetic approach usually under-predicts hydrate dissociation compared to the 

equilibrium approach. (Gamwo & Liu, 2010) 

One of the most important concepts that is missing in almost all these efforts is the 

fact that hydrates in nature which form or dissociate are not capable of reaching true 

equilibrium due to Gibbs phase rule when temperature and pressure are locally defined 

at a given depth. In such situations, a system will strive towards lowest free energy 

possible under the constraints of heat and mass transport. Such situation requires lot 

of resources and efforts in the modeling and simulation (Moridis, et al., 2013). 

Further, hydrate phase transitions are nano-scale processes happening across a thin (in 

order of 1.2 nm) interface between the hydrate core and the surrounding fluids. It is 

therefore extremely important to understand the coupled dynamics from nano-scale to 

micro-scale (diffusion to hydrodynamics) and all the way up to macro-scale. All the 

theories and models presented above fails to address the challenge. The current work 

proposes appropriate models for thermodynamics and phase transitions at nano-scale 

coupled with hydrodynamics, briefly discussed in the next section. This will lay the 

basis for the kinetic quantification at pore scale that is necessary for the 

implementation into reservoir modeling tools. 

3.2 Kinetic and Thermodynamics Models 

PFT is the only appropriate theory to model the phase field transition kinetics as well 

as capable of providing a detailed insight into the interface dynamics of any two co-

existing phases. PFT is basically derived from Density Functional Theory (DFT) 

which is also limited in geometry as the kinetics of the phase transition is proportional 

to the changes in molecular structures through the interface from the old to the new 

phase and furthermore, the free energy is directly related to the molecular structures 

which is the main reason for the development of PFT. In PFT the molecular structures 

are replaced with free energies limited only by the scale of the thermodynamic 

description and conversely, the phase transition will be proportional to the thermal 
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fluctuations of the interface and capillary waves which are linked to at least some nano 

scale processes. (Evans & Sluckin, 1980; Tarazona & Evans, 1984) 

Another complication arises when the release rate is faster than the capacity of the 

surroundings to dilute the dissociated molecules. In such a situation bubbles or 

droplets will form affecting the phase transition rate and necessitating the inclusion of 

gravity forces in the model. To incorporate these effects, it was necessary to add 

hydrodynamics to the model. For this purpose, Navier Stokes equations were coupled 

with the PFT (details will follow in the papers attached). During the hydrate formation 

and dissociation heat transport is very fast compared to mass transport at the interface 

of hydrate and surrounding fluids dominated by liquid. If the dissociation rate is very 

fast, the escaping paths of the releasing gas are hindered by the surrounding obstacles 

like hydrate, clay or a gas layer may act as a thermal insulator limiting the heat 

transport. 

During such situations heat transport dynamics can have a significant affect on the 

kinetics of hydrate dissociation. Hence a heat transport model is implemented into the 

PFT. Furthermore, the existing thermodynamic model is improved to account for non-

equilibrium thermodynamics. Detailed descriptions of fluid and aqueous phases are 

applied and the improved thermodynamic model is implemented into the PFT. This is 

the main contribution of this PhD Thesis. The next two chapters are explicitly 

dedicated to explain the proposed kinetic theory and residual thermodynamics 

implicitly coupled with hydrodynamic and heat transport. 
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4 Phase Field Theory 

PFT is a kinetic theory derived from free energy minimization under the constraints 

of mass and heat transport dynamics and molecular structures which are connected to 

free energies through statistical mechanics (Elder, et al., 2007). The hydrodynamics is 

implicitly implemented into the three components PFT which is important in 

situations where the dissociation rate of hydrate is faster than the solubility of CH4 

into the surrounding water hence free CH4 gas form bubbles and affect the phase 

transition kinetics. The implicit heat transport is also implemented in three 

components PFT for the situation where heat from new hydrate formation will 

contribute to the dissociation of CH4 hydrate. During the dissociation process, heat 

transport is about 2 to 3 orders of magnitude faster than mass transport in liquid water 

and hydrate system, but it will be slow through gas layers or gas bubbles. The two 

sections 4.1 and 4.2 explain two and three components PFT collected from PhD work 

(Svandal, 2006) and Kvamme et al. (2009) as well other publications referred to during 

the sections of this chapter.   

4.1 Two Component Phase Field Theory 

The PFT in this section deals with one guest and water. The scalar phase field ߶ሺݔ,  ሻݐ

represents the solidification of hydrate and the local solute concentration of the guest 

represented by ܿሺݔ,  ሻ. The field parameter ߶  is varied continuously in the range fromݐ

0 to 1. Here ߶ value 0 represent solid, 1 is used for liquid phase and intermediate 

values correspond to the interface between the two phases. The starting point of the 

field model is a free energy functional. For a system of two components undergoing a 

phase transition the functional is given by: 

ܨ  ൌ න ݀ଷݎ ቌߝథଶ ܶ2 ଶ|߶׏| ൅ ݂ሺ߶, ܿሻቍ (4.1) 

This is an integration of free energy density ݂ሺ߶, ܿሻ and the gradient term (ensures the 

correction in free energy density due to the fluctuations in phases at the interface) over 
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the system volume. There is a more general expression for the total free energy 

functional to include the changes in temperature due to the fluctuations in 

concentration at the interface and is given as: 

ܨ  ൌ න ݀ଷݎ ቌߝథଶ ܶ2 ଶ|߶׏| ൅ ௖ଶ2ܶߝ ଶ|ܿ׏| ൅ ݂ሺ߶, ܿሻቍ (4.2) 

The free energy density function is given as 

 ݂ሺ߶, ܿሻ ൌ ܹܶ݃ሺ߶ሻ ൅ ൫1 െ ሺ߶ሻ൯݃௅݌ ൅  ሺ߶ሻ݃ௌ (4.3)݌

Where ݌ሺ߶ሻ ൌ ߶ଷሺ10 െ 15߶ ൅ 6߶ଶሻ and obviously ݌ሺ0ሻ ൌ 0 and  ݌ሺ1ሻ ൌ 1. 

Therefore, this function switches on and off the liquid ݃௅ and solid ݃ௌ free energy 

densities contribution respectively in the overall free energy density. The double well 

form of  ݂ሺ߶, ܿሻ is included with free energy scale  ܹ ൌ ሺ1 െ ܿሻ ஺ܹ ൅ ܿ ஻ܹ. Where 

subscript A is used here for water and B is used for some guest molecule. The function ݃ሺ߶ሻ ൌ ߶ଶሺ1 െ ߶ሻଶ/4 decides the ratio of contribution depending on the value of  ߶. 

The concentration ܿ is the mole fraction of guest component and formulated as the 

fraction of the guest component to total with the assumption that the molar volume is 

constant where mole fraction concentration and the volume concentration are related 

by ܿ௠ ൌ ܿ௩ݒ௠, where ݒ௠is the average molar volume. 

It is assumed that the system evolves in time so that its total free energy decreases to 

derive the kinetic model. This assumption is consistent with the following model. The 

simplest form of the evolution that ensures the minimization of the free energy can be 

derived as follows provided the phase field is not conserved: 

 ߶ሶ ൌ థܯ ൜ߘ ൬ ൰߶߂߲݂߲ െ ߲݂߲߶ൠ (4.4) 

Where ܯథ is the phase field mobility and ܯథ ൐ 0 and the expression ܯథ ൌሺ1 െ ܿሻܯ஺ ൅ ஺ܯ థ on composition, whileܯ ஻ will allow dependency ofܯܿ ൌ൫1 െ ௦௢௟௜ௗ஺ܯሺ߶ሻ൯݌ ൅ ௙௟௨௜ௗ஺ܯሺ߶ሻ݌  and  ܯ஻ ൌ ൫1 െ ௦௢௟௜ௗ஻ܯሺ߶ሻ൯݌ ൅ ௙௟௨௜ௗ஻ܯሺ߶ሻ݌ . For 
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the conserved quantity, the flux may be associated to the concentration. Using the 

classical linear irreversible thermodynamics, it is assumed that near equilibrium the 

flow is linearly proportional to the force that drives it and we write it as 

 ሶܿ ൌ ߘ ൜ܯߘ௖ ൤߲݂߲ܿ െ ߘ ൬  ൰൨ൠ (4.5)ܿ߂߲݂߲

 థ is the associated concentration field mobility and to recreate the Fick’s Law in theܯ

bulk phase, ܯ௖ is related to diffusivity by the expression ܯ௖ ൌ ܿሺ1 െ ܿሻ ௩೘ோ்  ܦ with ܦ

is the diffusion coefficient that in order to allow for coefficient diffusivities in the solid 

and liquid can be expressed as ܦ ൌ ௌܦ  ൅ ௅ܦሺ߶ሻሺ݌ െ  ,థߝ  ௌሻ. The model parametersܦ

஺ܹ, ஻ܹ, ܯ஺ and  ܯ஻ can be provided by measurable quantities. It is possible to relate 

the phase field mobility to diffusivity but is expected to be more complex and also 

reflect dynamic characteristics of the water rearrangement. Molecular dynamics 

simulations can be one method for obtaining more insight into this and might even be 

able to provide a tool for estimating values for the mobility. 

4.2 Three Component Phase Field Theory 

The extension from two components to three components is necessary to deal with the 

mix hydrate formation and dissociation processes. The extension to more than two 

components and two phases is straightforward, but as per requirement only the 

extension to three components will be discussed here. The equation (4.2) can then be 

extended as: 

ܨ  ൌ න ݎ݀ ቐߝథଶ ܶ2 ଶ|߶׏| ൅ ෍ ௜,௝ܶ4ଷߝ
௜,௝ୀଵ ሺܿ௜׏ ௝ܿ െ ௝ܿܿ׏௜ሻଶ

൅ ௕݂௨௟௞ሺ߶, ܿଵ, ܿଶ, ܿଷሻቑ 

(4.6) 

This is integrated over the system volume and the subscripts ݅ and ݆ run over three 

components. The bulk free energy density is described as, 
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 ௕݂௨௟௞ ൌ ܹܶ݃ሺ߶ሻ ൅ ൫1 െ ,ሺ߶ሻ൯݃ௌሺܿଵ݌ ܿଶ, ܿଷሻ൅ ,ሺ߶ሻ݃௅ሺܿଵ݌ ܿଶ, ܿଷሻ 
(4.7) 

With ݃ௌ and ݃௅, the free energies of solid and liquid in a similar way as for equation 

(4.2). The equations of motion are defined the same way as for the two components, 

but one needs to be careful in measuring the phase field mobility since it now depends 

on the source of the components crossing the interface during the phase transition. For 

example, the mobility of CO2 is different into hydrate from supersaturated aqueous 

phase and CO2/CH4 phase. This can be taken care by letting the mobility be a function 

of the concentrations. 
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5 Thermodynamics and Kinetic of Phase 
Transition 

This chapter treats the development of the precise and consistent thermodynamic 

model needed for the PFT modeling. This chapter will initially explain the equilibrium 

thermodynamics in section 5.1. The description of thermodynamic properties of 

fluids, aqueous and hydrate phases are described in sections 5.2, 5.3 and 5.4 

respectively. The last section 5.5 explains the formation and dissociation kinetics 

related to GHs. 

5.1 Equilibrium Thermodynamics 

The theory for equilibrium thermodynamics is based on revised adsorption theory 

due to (Kvamme & Tanaka, 1995) and (van der Waals & Platteeuw, 1959). The 

expression of the chemical potential of water in hydrate is:  

௪ுߤ ൌ ௪ை,ுߤ െ ෍ ௜ݒܴܶ ln ቌ1 ൅ ෍ ݄௜௝௝ ቍ௜  (5.1)

This equation is derived from the macro canonical ensemble under the constraints 

of a constant amount of water, corresponding to an empty lattice of the actual 

structure. Details of the derivation are given elsewhere (Kvamme & Tanaka, 1995) 

and will not be repeated here. ߤ௪ை,ு is the chemical potential for water in an empty 

hydrate structure and ݄௜௝ is the cavity partition function of component j in cavity 

type ݅. The first sum is over cavity types, and the second sum is over components 

j going into cavity type i. Here ݒ௜ is the number of types i cavities per water 

molecule. For hydrate structure-I, there are 3 large cavities and 1 small per 23 water 

molecules, ݒ௟ ൌ 3 23⁄  and ݒ௦ ൌ 1 23⁄ . In the classical use of equation (5.1), the 

cavity partition functions are integrated under the assumption that the water 
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molecules are fixed and normally also neglecting interactions with surrounding 

guest molecules. This may be adequate for small guest molecules with weak 

interactions. On the other hand, molecules like CO2 are large enough to have a 

significant impact on the librational modes of the water molecules in the lattice. 

An alternative approach (Kvamme & Tanaka, 1995) is to consider the guest 

movements from the minimum energy position in the cavity as a spring, and 

evaluate the free energy changes through samplings of frequencies for different 

displacements in the cavity. A molecule like CH4 will, as expected, not have a 

significant impact on the water movements (Kvamme & Tanaka, 1995; Qasim, 

2013). CO2 on the other hand, will change water chemical potential by roughly 1 

kJ/mole at 0°C when compared to the assumption of undisturbed fixed water 

molecules. The cavity partition function may thus be written as: 

݄௜௝ ൌ ݁ఉቀఓೕಹି∆௚ೕ೔೔೙೎ቁ (5.2) 

Where ∆݃௝௜௜௡௖ now is the effect of the inclusion of the guest molecule j in the cavity 

of type i, which as indicated above is the minimum interaction energy plus the free 

energy of the oscillatory movements from the minimum position. At hydrate 

equilibrium the chemical potential is equal to that of the chemical potential of the 

guest molecule in its original phase (chemical potential of dissolved CO2 or CH4 

for the case of hydrate formation from aqueous solution). Equation (5.2) can be 

inverted to give the chemical potential for the guest as a function of the cavity 

partition function: ߤ௝ு ൌ ∆݃௝௜௜௡௖ ൅ ܴܶ ln ݄௜௝ (5.3) 

Equation (5.3) is basically derived from an equilibrium consideration but may be 
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used as an approximation for bridging chemical potential to composition 

dependency. The relation between the filling fraction, the mole fractions, and the 

cavity partition function is: 

௝௜ߠ ൌ ௜ሺ1ݒ௝௜ݔ െ ሻ்ݔ ൌ ௝݄௜1 ൅ ∑ ௝݄௜௝  (5.4) 

Here ்ݔ is the total mole fraction of all the guests. It is assumed that CO2 can only 

fit into the larger cavities, and unless some other guest molecule is present, the 

small cavities will then all be empty.  For more detail follow paper 6 attached to this 

thesis. 

5.2  Fluid Thermodynamics 

The free energy of the fluid phase is assumed to have: 

௅ி௟௨௜ௗܩ ൌ ෍ ௥ி௟௨௜ௗ௥ୀ௖,௠,௪ߤ௥ݔ  (5.5) 

where ߤ௥ி௟௨௜ௗ is the chemical potential of the fluid phase. The lower concentration 

of water in the fluid phase and its corresponding minor importance for the 

thermodynamics results in the following form of water chemical potential with 

some approximation of fugacity and activity coefficient: 

௪ி௟௨௜ௗߤ ൌ ,௪௜ௗ௘௔௟ ௚௔௦ሺܶߤ ܲሻ ൅ ܴܶ lnሺݕ௪ሻ (5.6) 

Where ߤ௪௜ௗ௘௔  ௚௔௦ሺܶ, ܲሻ chemical potential of water in ideal gas and ݕ௪ is the mole 

fraction of water in the fluid phase and can be calculated as: 

௪ݕ ൌ ,௪ሺܶߛ௪ݔ ܲ, ሻݔ̅ ௪ܲ௦௔௧ሺܶሻ߮௪ሺܶ, ܲ, തሻݕ  (5.7) 
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The vapour pressure can be calculated using many available correlations but  better 

of the simplest formulations is given by Van der Waals & Platteeuw (1959) as a fit 

to the simple equation: 

lnሺܲሻ ൌ ஺ܸ െ ஻ܸܶ ൅ ஼ܸ (5.8) 

The temperature of the system is obviously available and ஺ܸ ൌ 52.703, ஻ܸ ൌെ3146.64 and ஼ܸ ൌ 5.572. Further, the fugacity and the activity coefficient are 

approximated to unity merely because of the very low water content in fluid phase 

and its corresponding minor importance for the thermodynamics of the system. 

Hydrate formation directly from water in gas is not considered as significant within 

the systems discussed in this work. A separate study reveals that hydrate formation 

from water dissolved in CO2 may be feasible from a thermodynamic point of view 

(Kvamme, et al., 2013) but more questionable in terms of mass transport in 

competition with other hydrate phase transitions. The water phase is close to unity 

in water mole fraction. Raoult’s law is therefore accurate enough for our purpose. 

The chemical potential for the mixed fluid states considered as: 

௜ி௟௨௜ௗߤ ൌ ௜௜ௗ.௚௔௦,௣௨௥௘ߤ ൅ ܴܶ lnሺݕ௜ሻ ൅ ܴܶ ln ߮௜ሺܶ, ܲ,  തሻ (5.9)ݕ

Where ݅ represents CH4 or CO2. The fugacity coefficients of component ݅ in the 

mixture is calculated using the Soave Redlich Kwong (SRK) equation of state 

(EOS) (Soave, 1972). Detail description is given in Paper 4 attached to this thesis. 

5.3 Aqueous Thermodynamics 

The free energy of the aqueous phase can be written as: 

௅௔௤௨௘௢௨௦ܩ ൌ ෍ ௥௔௤௨௘௢௨௦௥ୀ௖,௠,௪ߤ௥ݔ  (5.10) 

The chemical potential ߤ௥௔௤௨௘௢௨௦ for components c (CO2) and m (CH4) dissolved 

into the aqueous phase is described by nonsymmetric excess thermodynamics: 



௜ߤ 35  ൌ ௜ஶሺܶሻߤ ൅ ܴܶ lnሺݔ௜ߛ௜ஶሻ ൅ ௜ஶሺܲݒ െ ௢ܲሻ (5.11) ߤ௜ஶ is the chemical potential of component i in water at infinite dilution, ߛ௜ஶ is the 

activity coefficient of component ݅ in the aqueous solution and ݒ௜ஶ is the partial 

molar volume of the component ݅ at infinite dilution. The chemical potentials at 

infinite dilution as a function of temperature are found by assuming equilibrium 

between fluid and aqueous phases ߤ௜ி௟௨௜ௗ ൌ  ௜௔௤௨௘௢௨௦. This is done at varying lowߤ

pressures where the solubility is very low and the gas phase is close to ideal gas 

using experimental values for the solubility and extrapolating the chemical 

potential down to a corresponding value for zero concentration. The chemical 

potential of water can be written as: 

௪ߤ ൌ ௪௣௨௥௘ ௟௜௤௨௜ௗሺܶሻߤ ൅ ܴܶ lnሺ1 െ ௪ߛሻݔ ൅ ௪ሺܲݒ െ ௢ܲሻ (5.12) 

where ߤ௪௣௨௥௘ ௟௜௤௨௜ௗ  is pure water chemical potential and ݒ௪ is the molar volume of 

water. The strategy for calculating activity coefficient is given by Svandal et al. 

(2006b). A more accurate description for calculating the activity coefficients is given 

in paper 4 attached to this thesis. 

5.4 Non-equilibrium Thermodynamics 

The PFT model presented in this work has dynamically varying local densities, 

temperatures, concentrations and the constraints on the system is the pressure. 

Unlike our earlier PFT models (van der Waals & Platteeuw, 1959; Svandal, et al., 

2006b), which were isothermal, non-equilibrium thermodynamics (Kvamme, et al., 

2013) are implemented implicitly into the PFT model. This accounts for the 

changes (due to changes in local conditions and possibly competing phase 

transitions) in free energies of all co-existing phases. Case examples based on the 

conversion of CH4 hydrate into CO2 hydrate or mixed CO2-CH4 hydrate are 

presented. The conversions have two primary mechanisms. In the first mechanism, 

CO2 creates a new hydrate from free water in the porous media and the released 

heat dissociates the in situ CH4 hydrate. This mechanism is primarily dominated 
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by mass transport rates through fluid phases. The second mechanism, which is a 

much slower solid state phase transition, is a direct conversion of the in situ CH4 

hydrate with the CO2. The first mechanism implies heat release as well as heat 

consumption and complex coupled behavior of mass and heat transport around the 

hydrate core. Also note that the fluid thermodynamics and aqueous 

thermodynamics outside of equilibrium is trivial in contrast to hydrate, for which 

the thermodynamic model is derived from statistical mechanics based on the 

equilibrium between hydrate and fluid phases. For this reason we expand the 

thermodynamic properties of hydrate by a first order Taylor-expansion. This is 

considered accurate enough since the rate limiting kinetic contributions are 

expected to be in the mass transport according to earlier studies (Svandal, 2006; 

Kvamme, et al., 2009; Kavanaugh & Trussell, 1980). First of all note that the mass 

is conserved in the PFT. The thermodynamics has to be developed in terms of 

gradients in all directions (P, T, mole-fractions) without conservation of mole-

fractions in order to obtain the appropriate relative local driving forces and also 

avoid double conservation constraints in the free enrgy minimalization. This 

scientific work is limited to three components, where CH4 is the additional 

component with CO2 and water. This can be directly extended to more components 

through straightforward extensions of the equilibrium and supersaturation 

thermodynamics, and appropriate adjustment of the PFT. As the thermodynamic 

changes are outlined here, the primary additional change in the PFT model is in the 

free energy of the thermal fluctuations (Svandal, 2006; Conti, 1997; Conti, 2000) 

as function of concentrations, which is mathematically trivial. Supersaturations of 

fluid phases is straightforward and not different from Svandal et al. (2006) and 

Kvamme (2003).  

The Gibbs free energy of the hydrate phase is written as a sum of the chemical 

potentials of each component (Svandal, 2006; Kvamme, 2003),  

ுܩ ൌ ෍ ௥ு௥ߤ௥ݔ  (5.13) 
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where ߤ௥ு and ݔ௥ is chemical potential and mole fraction of component r 

respectively. ܩு is the free energy of hydrate. In the earlier work due to Svandal et 

al. (2006) a simple interpolation in mole-fractions was used between pure CH4 

hydrate and pure CO2 hydrate, which was considered as sufficient to theoretically 

illustrate the exchange concept under PFT. This will of course not reproduce the 

absolute minimum in free energy for a mixed hydrate in which CH4 occupies 

portions of the small cavities and increases stability over pure CO2 hydrate. The 

expression for free energy gradients with respect to mole fraction, pressure, and 

temperature is:  

ுா௑௉ܩ ൌ ாொܩ ൅ ෍ ௥ݔு߲ܩ߲ ฬ௉,௏,்,௫೔ಯೝ ሺݔ௥௔௖௧ െ ௥ாொሻ௥ݔ ൅ ு߲ܲܩ߲ ฬ்,௏,௫Ԧ ሺܲ௔௖௧
െ ܲாொሻ ൅ ு߲ܶܩ߲ ฬ௉,௏,௫Ԧ ሺܶ௔௖௧ െ ܶாொሻ 

(5.14) 

Here ܩுா௑௉ is the free energy of hydrate away from equilibrium and the superscripts ܳܧ and ܽܿݐ represent the corresponding states at equilibrium and actual states 

respectively. Paper 4 attached to this thesis provides a detail derivation of three 

partial derivatives given in equation (5.14).  

5.5 Hydrate Formation and Dissociation  

The most important and challenging question about hydrates is regarding the 

formation and dissociation of hydrates. These processes are very complex and require 

deeper understanding. The hydrate formation is generally a three-step process 

involving nucleation, growth followed by induction. Nucleation is a microscopic 

stochastic phenomenon where small clusters of water and guest grow together and 

disperse again until some nuclei have grown to a critical size. This size is the defining 

moment where the net gain of the growth outcompetes the penalty of pushing on the 

surroundings to get space. It is very difficult to observe the dynamics of the nucleation 

process as this process involves huge quantities of molecules. Once the critical size is 

attained the monotonic growth occurs provided that the clusters are not dominated by 
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competing clusters with more favorable free energy. In contrast to this primary 

nucleation process, a third stage, which is not as well defined in terms of physics, is 

the onset of massive growth. The induction time is the time from the first detectable 

evidence of the onset of massive growth. This definition is not unique since the actual 

detection of first onset massive growth point depends on what method is used for 

detecting that point (pressure change, laser, and visual). Temperature, pressure, and 

available mass will affect the induction time. (Sloan & Koh, 2008)  

Deviations from equilibrium are either super-saturated if the free energy benefit is 

favorable in terms of hydrate formation or sub-saturated if the conditions favor hydrate 

dissociation. The higher the super saturation the lower the induction time normally is. 

But generally speaking, the system can be super saturated in some independent 

thermodynamic variables and sub saturated in other independent thermodynamic 

variables, which implies competing phase transitions of hydrate formation and hydrate 

dissociation. Of course, the absolute necessity for nucleation to occur is the saturation 

of water with a guest. But normally the solubility of guest molecules is limited and 

therefore, the formation is mostly observed on the vapor-water interface. The lower 

the free energy change, the more rapid is the hydrate formation, although the mass 

transport part of the kinetics often dominates the overall kinetic rate.  

There are two hypotheses about nucleation presented by Sloan & Fleyfel (1991) and 

by Kvamme (1996). The first hypothesis suggests that water molecules form clusters 

around guest molecules and then these clusters combine to form unit cells. When the 

size of the collective clusters reaches a critical size, then it grows. On the contrary the 

work by Kvamme (1996) proposes that gas molecules form first partial and then 

complete cages around the adsorbed species. The clusters then join and grow on the 

vapor side of the surface until the critical size is achieved. Further, nucleation is 

generally divided into two types, homogeneous and heterogeneous nucleation. The 

homogenous nucleation means that all the hydrate components are extracted from a 

single phase like for instance hydrate formation from a liquid solution. Hydrate 

formation on a gas/water interface is an example of heterogeneous nucleation in which 

the components come from two different phases. The heterogeneous nucleation can 
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also happen on solid surfaces from adsorbed water and adsorbed hydrate formers, or 

from adsorbed water and hydrate former from a separate phase outside. After 

nucleation stage has resulted in hydrate crystals of critical size, the crystals will grow 

unconditionally, except for completion of mass with other hydrate crystals which have 

reached levels of lower free energy. In those cases, less stable hydrate cores may be 

consumed at the cost of further growth of the more stable ones. There are also other 

exceptions related to non-equilibrium which will not be discussed in detail. 

Unconditional growth in a non-equilibrium system is only possible if the impact of all 

gradients of independent thermodynamic variables (temperature, pressure, 

concentrations) in free energy change is negative. 

In order to illustrate the mechanisms behaving the two stages, it can be useful to look 

at very simple theories like the classical nucleation theory. If the cluster (nucleus) is 

considered a complete sphere, then bulk free energy change involved in the phase 

transition Δܩ , can be formulated as: 

ܩ߂  ൌ ௦ܩ߂  ൅  ௩ܩ߂

                       ൌ ߪଶݎߨ4  ൅ 43  ௩݃߂ଷݎߨ
(5.15) 

 is the interfacial tension. The ߪ ௩ is the free energy change per unit volume and݃߂

terms ܩ߂௦ (surface free energy) is positive and decreases whereas ܩ߂௩ (volume free 

energy) is negative and increases. This implies ܩ߂ passes through a maximum at any 

radius ݎ that corresponds to the critical size. This nucleus with maximum radius is 

called the critical nucleus. The critical size is the turning point when the free energy 

gains of the phase transition turns over to dominate the total free energy change over 

the free energy penalty of pushing away “old phases” in order to give space for the 

hydrate phase.  At stages before the critical nucleus size is reached, the competition 

between the penalty term and the gain term results in nuclei growth as well as nuclei 

decay. As for kinetic rates, corresponding flux of hydrate growth in classical theory is 

given by a mass transport flux multiplied by a Boltzmann factor of the total free energy 

change. Associated heat transport requires a heat transport model but the consistent 
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enthalpy changes are trivially obtained from equation (5.15) through a classical 

thermodynamic relationship. (Sloan & Koh, 2008) 

During growth, mass and heat transfer become increasingly important, especially on 

the aqueous-vapor interface where transport across hydrate is rate limiting unless 

hydrate films are broken by shear forces during the flow. Modeling of hydrate kinetics 

has historically been very much dominated by the industrial funding of hydrate 

projects.  Experimental activities have dominated and the modeling has often been 

empirical fitting to some function of super-cooling conditions. Other directions have 

been using different empirical concepts from chemical engineering, which practically 

relates mass transport constants to a sum over different stages believed to be mass 

transport limiting. Thermodynamic driving forces are often modeled as fugacity 

differences between equilibrium and real state. A more detailed, but not necessarily 

complete, review may be found in chapter 3 in the book from Sloan & Koh (2008).  

Dissociation of hydrates in porous media for NG production can be promoted by 

several different means, each having in common that the energy for breaking bonds 

must be provided. The dissociation is an endothermic process and therefore heat must 

be provided from external sources to break hydrogen bonds between water molecules 

and interaction forces between guest and water molecules of the hydrate lattice to 

decompose. The methods mainly applied for dissociation of in situ NGHs are 

depressurization, thermal stimulation, and inhibitors injection. Further details are 

discussed in section 2.4. 
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6 Numerical Implementation 

This chapter will explain the strategies used for developing the Phase Field Code 

(PFC). The first section 6.1 gives a brief overview of the original code on which the 

work presented in this thesis is built upon. The second section explains extension of 

the code to include hydrodynamic coupling, non-equilibrium thermodynamics and 

heat transport. 

6.1 Phase Field Code and Limitations 

The original version of the PFC was first programmed and tested by Tamasz Puztai. 

It was first used by László Gránásy for the hydrate system in collaboration with Bjørn 

Kvamme (Kvamme, et al., 2003). The governing differential equations in time and 

three dimensional space are up to second and fourth order with respect to phase 

parameter (from equation (4.4)) and concentration (from equation (4.5)) respectively. 

The differential equations were solved with semi-implicit Euler method for marching 

in time and using finite difference method for discretization on uniform structured grid 

in space. The code is parallelized using Message Passing Interface (MPI).  

Two sources of computational resources have been applied in this project.  A cluster 

located at the Department of Physics and Technology, University of Bergen consisting 

PC clusters with overall 24 nodes and 192 cores with about 1 GB communication 

memory. The other facility is a Cray supercomputer at the University of Bergen 

containing 696 nodes. Each node has two 16-core AMD "Interlagos" processors (2.3 

GHz) and 32 GB memory. The total number of cores is 22272. 

The code lacked modules to compute free energy and its gradients. These quantities 

were computed separately at constant temperature and pressure to create tables which 

were used for integrating the governing equations during simulations.  

This method for supplying thermodynamics restricted the free energy changes to mole 

fraction dependencies in different phases at constant temperature and pressure which 

is appropriate for isothermal simulations without hydrodynamics as applied in earlier 
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studies. These have been fair assumptions in earlier studies of solid state CH4/CO2 

exchange (limited heat exchange) and homogeneous hydrate formation from solution 

which is rate limited by mass transport where heat transport is 2 – 3 orders of 

magnitudes faster than the rate of mass transport. The exchange of CH4 hydrate into 

CO2 hydrate can also occur through the formation of new CO2 hydrate from free 

water and injected CO2. This hydrate formation can occur when CO2 encounters free 

water available along the pore walls and also on liquid water surrounding the hydrate 

core. The latter case involving complex temperature behavior around the hydrate 

surface is discussed in papers 6 & 7 attached to this thesis. The absence of 

hydrodynamics in the code limits the applicability of the model to exchange processes 

dominated by diffusion. 

Implementation of hydrodynamics will not only open up avenues for studies of 

hydrate system under pressure changes (like hydrate production through pressure 

reduction) but also the impact of local bubble formations on hydrate phase transitions. 

Addressing these constraints is important to accomplish heat transport and impact of 

local changes in densities. An overview of the main calculation sequence is given in 

the form of a simplified flow chart (Figure 6-1). The following section will further 
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discuss all the extensions made to this code and a detailed flow chart (Figure 6-2) at 

the end will provide a full picture of the extended PFC algorithm. 

 

Figure 6-1:PFT simulation algorithm’s flow chart 

Concentration gradients in each direction with respect to each volume coordinate are 

estimated by discrete forward and backward approximations using the local grid 

concentrations at each time step, and similar for integration of the phase field 

according to equation (4.4). 
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6.2 Extension of the Code 

Three major contributions of this work are implementation of; 1) Hydrodynamics 2) 

Non-equilibrium thermodynamics and 3) Heat transport. 

6.2.1 Implementation of Hydrodynamics  

The kinetic rates in the cases of formation and dissociation processes towards under 

saturated phases will depend on how fast the processes occur. These processes are 

diffusion controlled and the kinetic rate is not dependent on hydrodynamics if the 

dissociation rate per hydrate former is slower than self-diffusion into the surrounding 

phase. On the other hand if the dissociation is faster than the ability of surroundings 

to dilute the released molecules then the hydrodynamics needs to be included. For this 

purpose, the Navier Stokes equations, along with the continuity equation for density 

change due to flow are introduced and coupled with the PFT. The detail may be found 

in the papers attached to this thesis. The Navier Stokes equations are discretized on a 

finite cubic grid and using finite difference method and semi-implicit Euler method 

for marching in time. Furthermore, the variation in density across the system (most 

importantly on the interface of any two coexisting phases) is a continual phenomenon 

dependent on the phase transitions is also modelled and implemented, the details of 

which can be found in the papers attached to this thesis. 

6.2.2 Implementation of Non-equilibrium Thermodynamics 

In the total set of independent thermodynamic variables there may be several 

competing phase transitions of significance in the total distribution of different co-

existing phases. For a given phase transition (hydrate formation or dissociation) the 

minimum criteria is that the free energy change is negative and at least exceeds the 

barrier due to the work required for creating a new phase (penalty of giving space), 

which is proportional to the interface free energy. But a given phase transition will 

only proceed unconditionally as long as the impact of all the gradients of free energy 

changes from independent thermodynamic variables imply lower free energy. The 

non-equilibrium situation also implies that hydrates formed from different phases will 
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have different free energies since the chemical potentials of guest molecules will be 

different. In some cases, water also will have different chemical potentials as water 

molecules may come from liquid water extracted from gas or from water adsorbed on 

solid surfaces. The above implication of non-equilibrium requires a kinetic concept 

based on a universal reference state for free energy as well as a concept for minimizing 

free energy under constraints of mass- and heat transport.  

At first residual thermodynamics was implemented in MATLAB to calculate free 

energy and their derivatives at discrete points saved in the form of tables which were 

then used to interpolate values in the PFC. In next step thermodynamics was 

implemented in the PFC that allows calculating the free energy at each time step with 

locally varying temperature and pressure. Which eventually enabled us to evaluate the 

heat transfer model which is discussed in the next section. It is worth mentioning that 

mass conservation is not used in thermodynamic part as it is covered in PFT and each 

grid of the simulation represent each phase of the system (hydrate or fluid or aqueous 

phase).  

6.2.3 Implementation of Heat Transport  

Heat transport is very rapid compared to mass transport, especially at the interface of 

hydrate and surrounding liquid due to the formation and / or dissociation of hydrate, 

which is dominated by the liquid. Released CH4 from hydrate dissociation will be at 

low density typically between 200 - 400 kg/m3 for reservoirs that are not very deep. If 

the dissociation rate is very fast and the escape paths for released gas is constrained 

by surrounding hydrate clay or other escape rate reducing factors then, a gas layer 

surrounding the dissociating zone may serve as a thermal insulator and heat transport 

dynamics can have an important impact on the kinetics of hydrate dissociation. So far, 

the thermal fluctuations are estimated using a simple heat conductivity equation. This 

is based on the level of current state of interpretation of experimental data in different 

laboratories around the world and considered adequate enough at this stage. The 

apparent conductivity reported by different groups will as such be a “lumped” value 

that also contains impact of heat convection. More rigorous models can be 
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implemented at later stages. See the attached papers for more detailed description and 

parameters applied in the examples used to illustrate the theory. The extended code 

can be explained by the flow chart in Figure 6-2. 
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Figure 6-2: Detailed flow sheet of modified PFC 
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7 Summary of Papers 

The progress of the scientific work and corresponding achievements are presented 

through international publications and presentations. A complete publication list is 

given at the beginning of the thesis and a selection of 7 papers is included here. Brief 

reviews of these papers are summarized from sections 7.1-7.7  while the papers are 

attached at the end of the thesis. 

7.1 Phase Field Theory Modeling of CH4/CO2 Gas 
Hydrates in Gravity Fields 

NGHs are thermodynamically unstable in reservoirs due to the interaction with 

surrounding mineral surfaces, under saturated water, and hydrate formers. This simply 

means that hydrate formation and dissociation can occur from different phases and 

different thermodynamic driving forces. If the dissociation rate is faster than the ability 

of the surrounding fluids to dissolve the released gas, the gas will remain as free gas 

on the interface and eventually will form bubbles. The proper implementation of 

hydrodynamics is therefore necessary and will provide a deeper insight into the 

hydrate kinetics involved during formation and dissociation processes. 

In this paper the hydrodynamic model is coupled with PFT. The primary focus is to 

implement the density of all phases based on relative compositions and calculation of 

releasing gas existing in the form of bubbles which can escape through empty channels 

resulting in a more accurate calculation of gas flux. CH4 hydrate density is calculated 

using the formulation given by Sloan et al. (Sloan & Koh, 2008). The SRK equation 

of state is used to calculate the compressibility factor for the fluid phase (CO2 and/or 

CH4) (Soave, 1972) while the density of the water phase is kept constant and 

approximated independent of dissolved CH4 and / or CO2. It is worth to mention that 

the SRK equation of state may not reproduce the liquid densities accurately and 

expected accuracy of the liquid CO2 densities is likely to be within 5% for the 

conditions studied. This result is based on other research related to CO2 aquifer 

storage accompanied within the same research group and compared to more accurate 



50 

 

equation of state by Span & Wagner (1996). At this level of theoretical development 

this is not a critical factor and more appropriate density equation can be implemented 

at later stages. Further details regarding property calculations are given in the paper. 

For the fluid phases containing variable relative amounts of CH4 and CO2 this will be 

crucial for three cases 1) Dissociation of mixed hydrates of 2 components (CH4, CO2) 

and the potential for free gas formation, 2) simulations of the exchange process 

between CH4 and CO2 during injection of CO2 into GHs, and 3) hydrate dissociation 

during lowering pressure which is not yet explored. In the second case above, an 

important and crucial question is to what extent the released CH4 will dissolve into 

CO2 versus the extent of separate CH4 bubbles escaping due to buoyancy. In this 

paper results for dissociation of CH4 hydrate are discussed. Simulation studies for 

exchange process follow in Paper 2. 

7.2 Modeling Dissociation and Reformation of Methane and 
Carbon Dioxide Hydrate using Phase Field Theory with 
Implicit Hydrodynamics 

The main objective of this paper is to extend the coupling of Navier-Stokes equations 

from two components to three components and to examine some of the mechanisms 

involved in the exchange of CO2 with CH4 in the hydrate. CO2 cannot enter into small 

cavities due to its size and shape compared to the available volume in the symmetric 

small cavity. There are some literature available which provide evidence that CO2 

may enter into the small cavities (Ripmeester, et al., 1987) but available experimental 

evidences from different groups are not entirely consistent. It is still unverified that 

CO2 filling in small cavities will really be significant under the dynamic flow 

conditions during those types of scenarios. Within the scope of this work, CO2 is 

neglected in small cavities. On the other hand, CH4 can enter both small and large 

cavities, but CO2 will outcompete CH4 in occupation of the large cavities in terms of 

mixed hydrate as CO2 has a larger stabilization impact in these cavities. The resulting 

mixed hydrate (CO2-CH4) will be more stable than the original CH4 hydrate. Within 

the limited simulation time it is observed that 60% of initial CH4 in hydrate was 
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exchanged. The simulation was terminated for publication while the exchange process 

still going on, so the final exchange percentage is unverified and also the 

corresponding progress in the exchange rate. 

7.3 Phase Field Theory Modeling of Phase Transitions 
Involving Hydrate 

As discussed in paper 2, conversion of CH4 hydrate into CO2 hydrate is an interesting 

win-win situation for energy production combined with a safe long term storage of 

CO2. As described theoretically and verified experimentally, the CO2 is able to induce 

and proceed with a solid exchange process, but this is a slow process due to solid state 

mass transport limitations. On the other hand, a faster process is going through the 

formation of a new hydrate from injected CO2 and residual pore water. Hydrate in 

contact with liquid water will establish an interface towards it. The viscosity of 

structure water is higher than the liquid water and interface layer is fairly thin (in the 

order of 1 nm) similar towards mineral surfaces. Addition of CO2 into hydrate filled 

pores will have highest permeability in pore channels filled with water and/or gas. To 

investigate this behavior, a more realistic model is considered in this paper by inserting 

a thin water layer between CH4 hydrate and CO2 fluid. It is found that the percentage 

of exchange increases in comparison to the observed CH4/CO2 exchange in paper 2. 

7.4 Thermodynamic and Kinetic Modeling of CH4/CO2 
Hydrates Phase Transitions 

Paper 4 focuses on modifications in the free energy calculations. As mentioned earlier 

GHs in reservoirs are unstable towards under saturated surrounding medium. Changes 

in global temperatures also change the stability regions of the accumulations of GHs 

worldwide. The fact that hydrates can never reach equilibrium in porous media, and 

formation can occur from different phases, as well as dissociate according to different 

thermodynamic driving forces imposes very complex phase transition dynamics. The 

dynamics of these transitions are solutions to coupled differential equations of mass 

transport, heat transport and phase transition kinetics. The availability of free energy 
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as a function of temperature, pressure, and the composition of all components in all 

phases in thermodynamic states outside of equilibrium is therefore essential in kinetic 

models based on minimization of free energy. Inspired by the facts above, this 

publication presents an extended adsorption theory for hydrate, SRK equation of state 

(Soave, 1972) for CH4/CO2 fluid thermodynamics and solubilities of these 

components in water. The model allows for the calculation of free energy of super 

saturated phases along all the different gradients with respect to saturation (mole 

fractions, pressure, and temperature). By implementing this in the PFT model, it is 

possible to study the effect of hydrate coming in contact with an under saturated 

surrounding phase as shown in paper 5. 

7.5 Mix Hydrate Formation by CH4-CO2 Exchange using 
Phase Field Theory with Implicit Thermodynamics 

Paper 5 illustrates the exchange process with similar example, as in paper 3. The 

thermodynamic model used in paper 4 is implemented in the PFC. The simulation 

results are useful in the modeling and optimization of the production of CH4 from 

hydrate reservoir as well as long term storage of CO2 in CH4 hydrate reservoir. As 

expected, it was observed that CO2 concentration in the hydrate increases and that of 

CH4 decreases with time. After most of hydrate cavities are filled with CO2, the 

simulation shows a rapid dissociation. This is due to the hydrate being in contact with 

an under saturated phase. Simulation results show almost a 90% exchange of CO2 

with CH4 in large cavities. 

7.6 Hydrate Phase Transition Kinetics from Phase Field 
Theory with Implicit Hydrodynamics and Heat 
Transport 

Paper 6 adopts a new approach for non-equilibrium theory of hydrate together with a 

PFT for simulation of phase transition kinetics. In this scientific work an extended 

PFT model is presented which considers hydrodynamics and heat transport model.  
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As discussed earlier, conversion of CH4 hydrate into mixed (CO2&CH4) hydrate is a 

very interesting win-win situation of energy production and safe long term storage of 

GHG CO2. This conversion will tend towards a solid exchange process which is a 

slow process due to solid state mass transport limitations. On the other hand, a 

substantially faster process is going through the injection of CO2, which in contact 

with residual pore water form a new hydrate and releases significant amount of heat 

helping in dissociation of in situ CH4 hydrate. This makes the conversion process 

faster. But the formation of CO2 hydrate in the vicinity of the hydrate core will add 

heat to some portions of the surface which will increase the local temperature, while 

dissociating regions will show a decrease in temperature due to extraction of heat from 

the surrounding by CH4 hydrate core. Another reason for heat transport 

implementation is in those regions of the system which contains non-polar gas phase 

having low heat conductivity and low heat convection. This will have an impact on 

the distribution of released heat as well as transport of heat towards the dissociating 

regions. At this stage, a simplified heat conduction model is used for heat transport 

dynamics.  

There are no nano scales experimental data available that can be used to verify 

theoretical estimates so different model systems are applied for demonstrations. The 

model was used to study the conversion of CH4 hydrate into mix hydrate (CH4-CO2-

hyd) using three initial hydrate pore sizes; 150x150 Å, 500x500 Å and 5000x5000 Å. 

All hydrates are assumed to be of solid spherical shape with different sizes making it 

easier to demonstrate the impact of curvature. Mineral surfaces are considered to be 

water wetting in all three systems. The initial process was fast in all the three systems 

since it was dominated by the formation of new CO2 hydrate and subsequent CH4 

hydrate dissociation from releasing heat. The smaller system showed a faster exchange 

process from CH4 hydrate over to mixed hydrate than the larger one. The smaller 

system formed unstable mix hydrate; this instability is caused by under saturated fluid 

phases around the hydrate and secondly, because of significant losses of the initial 

CH4 hydrate core before reaching the maximum mix hydrate core. On the other hand, 

the larger system behaved differently by reaching a steady state situation faster than 

the two smaller systems. 
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7.7 Impact of Water Film Thickness on Kinetic Rate of 
Mixed Hydrate Formation during Injection of CO2 into 
CH4 hydrate 

The main purpose of this paper is the conversion of CH4 hydrate into either CO2 

hydrate or mixed CO2-CH4 hydrate to investigate the relative impact of the two 

mechanisms. The efficiency of the mechanism based on the formation of new CO2 

hydrate depends on the amount of liquid water surrounding the in situ CH4 hydrate, 

and the corresponding contact between the injected CO2 and liquid water. We have 

therefore investigated three CH4 hydrate systems (2D square geometry of same size 

5000 x 5000 Å) surrounded by varying amounts of initial liquid water (5Å, 50Å, and 

70Å) and having the same initial solid spherical CH4 hydrate core (radius of 1136 Å).  

Simulations found that the kinetic rate of conversion increases with increasing 

thickness of the initial free water phase. The result clearly shows that the kinetic rate 

of conversion increases proportionally with respect to the amount of liquid water 

surrounding the CH4 hydrate initially. After the surrounding liquid is converted into 

CO2 and CO2/CH4 mixed hydrate all systems end up with a slow rate proportional to 

the solid state mass transport mechanism. 
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8 Conclusions 

Through the scientific work documented in this thesis, a new kinetic theory is 

developed for hydrates in porous media using PFT with corresponding residual 

thermodynamics, hydrodynamics, and heat transport in a closed system under constant 

pressure. The theory, valid for kinetic progresses is implemented as a c-simulator 

which can handle competing hydrate phase transitions of formation and dissociation 

in non-equilibrium systems. A relevant example is the case of mixed hydrate (CO2 

and CH4) formation during CO2 sequestration process in GHs.   

The derivation of a complete and consistent thermodynamic model for the three phase 

system consisting of fluid, aqueous and hydrate phases is applied. It is worth noting 

that the mass is conserved in the PFT. The thermodynamic model is developed in 

terms of gradients (Pressure, Temperature, mole-fractions) in all directions without 

the conservation of mole-fractions to obtain the appropriate relative local driving 

forces and also to avoid double conservation constraint in the free energy 

minimization. 

The PFM with accurate description of implicit thermodynamics, hydrodynamics, and 

heat transport is used to illustrate the exchange of CO2 with CH4 hydrate and form 

mixed hydrate accompanied by dissociation. In particular, the implicit implementation 

of thermodynamics in the PFC makes it possible to calculate the free energies with 

changing temperature. This is important for an accurate implementation of the heat 

transport model. The theory, not limited to study the CO2-CH4 exchange process in 

hydrates, is the focus of this thesis. To save CPU time, simulations were conducted in 

2D geometry although the PFC can solve in 3D. The 2D assumption is sufficient for 

the simple crystal morphology. The use of initial spherical hydrate cores is considered 

good enough at this stage of theoretical development but can be adopted to more 

realistic geometries at a later stage. The initial spherical symmetry is also expected to 

be fairly symmetrical in 2D so substantial differences are not expected in 3D 

simulations. An initial setup is considered for disk shaped hydrate in the center 

surrounded by thin water strip and liquid CO2 in a square geometry. The insertion of 
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water strip between CH4 hydrate and liquid CO2 speeds up the exchange process. 

After the completion of the exchange process, the resulting hydrate starts to dissociate 

due to undersaturation of CO2 at the interface. This study is useful in the modeling 

and optimization of the production of NG from CH4 hydrate as well as CO2 storage. 

Simulations using three different sized systems and hydrate disks show that the initial 

exchange process is fast in all the three systems since it is dominated by the rapid 

initial formation of CO2 hydrate and subsequent dissociation of CH4 hydrate from the 

released heat. The exchange process is faster in smaller systems compared to the larger 

systems with little of the original hydrate remaining. As shown in the previous studies, 

the smallest system was completely dissociated (due to under saturated surrounding 

water) after it reaches almost full exchange in 5.6 ns. On the other hand, the larger 

system behaves differently and takes 64 ns for full exchange with more of the original 

core remaining. 

The injection of CO2 into CH4 hydrate to form mix hydrate is aided by two primary 

mechanisms. The fastest mechanism involves the formation of CO2 hydrate on the 

interface between liquid water and the liquid CO2. The heat released from the 

formation of new hydrate helps to dissociate original CH4 hydrate. This simply 

indicates that the kinetics of the heat transport mechanism is proportional to the liquid 

state mass transport rate. The second mechanism is much slower due to the solid state 

transport of molecules through hydrate phase. For investigation of these complex 

hydrate phase transition, three examples with different water film thicknesses around 

the same sized hydrate cores placed in the center of square geometry are considered. 

As mentioned earlier, the initial process is fast in all the three systems due to the rapid 

formation of new CO2 hydrate and the rate of exchange increases with increasing 

water film thickness. This implies that thicker water film gives faster heat transport 

over longer durations. The exchange rate is governed by the slower solid state 

transport after the consumption of water film around hydrate core and all three systems 

reaches the same state accordingly.   
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9 Future Work 

Development of PFT model is under progress and there are several possible future 

enhancements as will be discussed in the following sections. While the enhancements 

described below are extremely important it was not possible to implement them in this 

research work due to time constraints.  

9.1 Improvement in Phase Field Code Simulation 

PFT simulations are computationally expensive therefore, it needs to be made more 

efficient. The efficiency can be improved in two ways firstly, optimizing the numerical 

algorithms and secondly through the use of dynamically adaptive computational grid. 

Currently, the uniform structured grid used has limitations in properly representing 

the local regions and hence the interfacial dynamics are not captured accurately. Using 

dynamically adaptive grid will not only minimize the number of grid points but will 

also help in a better discretization of the critical zones (essentially across hydrate / 

fluid interfaces).  

9.2 Improvement in PFT Model to Incorporate Salinity 
Effect 

The current thermodynamic model in the PFT has been used assuming pure water 

system. It is important to implement the chemical potential of water as a function of 

salinity in the thermodynamic model since the presence of salt ions in the water will 

affect the chemical potential of the water as well as guest molecules solubility in the 

aqueous phase. Thermodynamic driving force for hydrate formation will be reduced 

in the presence of salt due to the reduction in water chemical potentials and this will 

affect the growth rate of hydrate. If the concentration of salt is high enough this will 

lead to dissociation of hydrate. The simplest way to include this is by a correction of 

the water chemical potential through the activity induced by the specific salinity in 

consideration. One limitation of this approach is that the ionic concentration will 

locally increase as a function of hydrate formation. 
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Another approach is to include salt, which will be inert with respect to hydrate phase 

transitions, as an additional component in the PFT. This latter modification would 

make it possible to study the impact of salt ion increase on the surrounding water 

during hydrate formation. 

9.3 Imporvement in Hydrodynamics Model 

The current hydrodynamics model ignores bubble merging. Dissociation of hydrate 

leads to a rapid release of CH4 in the form of bubbles which collide with each other 

and ultimately merge together. Proper implementation of hydrodynamics is needed to 

incorporate variations in local viscosity and interfacial tension through which local 

forces of collisions are analysed with respect to either bubble merging or bubble 

deformation. As mention earlier, the current PFT model is implemented on a uniform 

cartesian grid which is not effective for modelling merging, growth, and changes in 

shapes of bubbles. The grid system needs to be upgraded to a dynamically adaptive 

grid system (e.g. section 9.1) but the range of needed grid resolutions is different than 

in the regions around interfaces involved in the phase transitions. This new 

implementation is also expected to play a significant role in modelling a rising droplet 

surrounding by CO2 hydrate. 

9.4 Phase Field Code Coupling with Retraso Code Bright 
(RCB) 

The world is in a serious situation in its efforts to combat climate change. Climate 

change will have severe impacts globally in the absence of fully committed and urgent 

action towards the reduction of GHG (CO2) emissions according to the International 

Panel on Climate Change (IPCC). One option is to inject CO2 in cold aquifers for long 

term storage. The injected CO2 can form hydrate in contact with water under the upper 

regions of reservoirs where conditions of pressure and temperature are favourable. It 

is assumed that the hydrate film will be stable and will block the flow of CO2 in all 

directions in regions where hydrates are formed. However, this is not entirely true 

because hydrates formed in these reservoirs can be thermodynamically unstable due 
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to the presence of different concentrations of components in different phases. To study 

the formation of layers and its stability which can provide the desired sealing effects, 

it is important that the PFT is coupled to a reservoir simulator (RCB is one of the 

options). Direct implementation of PFT in reservoir simulators may not be feasible 

due to its computationally expensive nature. A more feasible way is to use PFT for 

systematic studies of specific pore structures representative of a given reservoir and 

then implement mathematically simplified parameterizations that reflect the main 

features of the phase transition dynamics into RCB. 

The option of CO2 storage via the exchange of CH4 by CO2 in GHs, which was one 

of the main focus area of this work, is capable of solving two problems at once; that 

of energy production and of long term CO2 storage. The exchange takes place by two 

different mechanisms 1) faster exchange resulting from in situ dissociation due to 

substantial heat released by the new CO2 hydrate formation in contact with residual 

pore water. 2) slower solid-exchange process due to solid state diffusivity in the 

absence of free water. The developed PFT can estimate the kinetic rates of the 

exchange processes which can be utilized for a more accurate reservoir simulation. 

9.5 Improvement in the Model to Incorporate Multiple 
Hydrates Effect and Multiple Occupancy 

In the presence of more than one species of guest molecules, the most stable hydrate 

forms from the best hydrate formers and after its consumption a lesser stable hydrate 

forms from the rest of the guest molecules according to the first and second law of 

thermodynamics. As a consequence of this, a range of different hydrates form with 

less stability due to progressively increasing free energy. The multiple hydrates are 

treated as different phases. 

This is very relevant with exchange process simulations with N2 and CO2 as this 

mixture has already been used in the Alaska Prudhoe bay. First CO2 dominates 

hydrate formation in the large cavities as it is the most stable hydrate former. 

Secondly, as the CO2 is completely consumed, N2 continues to penetrate in large 
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cavities and forms hydrate where there is more than one N2 in a single large cavity 

due to its size. It is worth mentioning that it is not clear what conditions are required 

for N2 to doubly occupy the large cavity. So implementation of N2 into the PFT model 

is a very useful option which would enable us to study N2-CH4 and N2-CO2 hydrate 

systems. Until now there are numerous experimental studies available for these 

systems, but almost no theoretical study. The current thermodynamic model described 

in this study is not valid for multiple occupancy but the required extension can be 

followed by the work done by Kvamme (2016) and Bauman (2015). Hence the kinetic 

theory that will handle the multiple occupancy situation would be achieved by the 

extension of PFT’s free energy functional to 4 components as well as through the 

implicit implementation of the extended thermodynamics in the current PFC. 

9.6 Improvement in Heat Transport Model and PFT 

The current PFT model can handle dissociation of hydrates using reduction of pressure 

during which heat transport kinetics is often a limiting factor and a very complex 

problem since there are dynamically varying multiple phases (gas, liquid water, 

hydrate, minerals) in the system. Therefore, the parameters which are required to be 

implemented are the chemical potentials of different fluids adsorbed on these surfaces, 

specific enthalpies for solid materials, and thermal conductivities.  

9.7 PFT for Non-spherical Cores 

The PFT model can be extended to account for mineral pores in terms of pore 

geometry and mineralogy which enables us to study the aforementioned phenomena 

at pore scales creating new ways to examine heat transport mechanisms and rates for 

real systems. This extension will also be useful to study the effects of pore geometry 

on the formation of hydrates. As it is almost impossible to form hydrate in the nano-

scale pore size due to the short length scale, so it is important to know the minimum 

pore size where hydrate formation begins and the pore size is no longer significantly 

affecting the hydrate stability. 
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Abstract—Natural gas hydrates in reservoirs are 

thermodynamically unstable due to the interactions with surrounding 
fluids (aqueous, gas) and mineral surfaces. Depending on the local 
flow hydrate will dissociate as well as reform. If the dissociation rate 
is faster than the capacity of the surrounding fluids to dissolve the 
released gas, the gas will form bubbles. Depending on the rate of 
released gas and possible fracture patterns this may lead to venting of 
gas. The proper implementation of hydrodynamics will provide a 
deeper insight of the hydrate kinetics involved during dissociation 
and formation processes which involve hydrate former phase as 
smaller or larger bubbles or even continuous gas phase. In this work 
the phase field theory coupled with hydrodynamics model is 
implemented with variable density using the relative composition, 
phase field parameter and flow, which is an extension of our previous 
work which considers a constant density. 

Keywords—Phase field theory, Natural gas hydrate, 
Hydrodynamics, Dissociation, Hydrate.

I. INTRODUCTION

as hydrates are ice-like substances of water molecules 
encaging gas molecules (mostly methane) that form 

under specific pressure and temperature conditions within the 
upper hundred meters of the sub-seabed sediments. They 
occur worldwide and are a potential energy resource for the 
near future [1]. 

Natural gas hydrates are widely distributed in sediments 
along continental margins, and harbor enormous amounts of 
energy. Massive hydrates that outcrop the sea floor have been 
reported in the Gulf of Mexico [2]. Hydrate accumulations 
have also been found in the upper sediment layers of Hydrate 
ridge, off the coast of Oregon and a fishing trawler off 
Vancouver Island recently recovered a bulk of hydrate of 
approximately 1000kg [3]. Håkon Mosby Mud Volcano of 
Bear Island in the Barents Sea with hydrates are openly 
exposed at the sea bottom [4]. These are only few examples of 
the worldwide evidences of unstable hydrate occurrences that 
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leaks methane to the oceans and eventually may be a source of 
methane increase in the atmosphere. 

Hydrates of methane are not thermodynamically stable at 
mineral surfaces. From a thermodynamic point of view the 
reason is simply that water structure on hydrate surfaces are 
not able to obtain optimal interactions with surfaces of calcite,
quarts and other reservoir minerals. The impact of this is that 
hydrates are separated from the mineral surfaces by fluid 
channels. The sizes of these fluid channels are not known and 
are basically not even unique in the sense that it depends on 
the local fluxes of all fluids in addition to the surface 
thermodynamics. Stability of natural gas hydrate reservoirs 
therefore depends on sealing or trapping mechanisms similar 
to ordinary oil and gas reservoirs. Many hydrate reservoirs are 
in a dynamic state where hydrate is leaking from top by 
contact with groundwater/seawater which is under saturated 
with respect to methane. Dissociating hydrate degasses as 
bubbles if dissociation rate is faster than dilution in 
surrounding fluids and/or surrounding fluid is supersaturated. 
The kinetic rate depends on mass transport dynamics as well 
as thermodynamic driving force. Phase field theory will be a 
power full tool to quantify this balance and provide basis for 
development of simplified models for reservoir modeling 
tools. 

The primary focus in this work is to incorporate the density 
of all phases based on relative compositions and calculation of 
free gas exist in form of bubbles which can escape through 
empty channels and hence will be useful in calculation of an 
accurate  natural gas flux.  

II. PHASE FIELD THEORY

Phase field model follows the formulation of Wheeler et al. 
[5], which historically has been mostly applied to descriptions 
of the isothermal phase transition between ideal binary-alloy 
liquid and solid phases of limited density differences. The 
hydrodynamics effects were incorporated in a three 
components phase field theory by Kvamme et al. [6] through 
implicit integration of Navier stokes equation. The phase field 

 is an order parameter describing the phase of the system as a 
function of spatial and time coordinates. The field  is 
allowed to vary continuously on the range from solid to liquid. 

The solid state is represented by the hydrate and the liquid 
state represents fluid and aqueous phase. The solidification of 
hydrate is described in terms of the scalar phase field 

where  represents the molar fractions of 
CH4, CO2 and H2O respectively with obvious constraint on 

Phase field theory modeling of CH4/CO2 gas 
hydrates in gravity fields 

M. Qasim, B. Kvamme1, and K. Baig

G

INTERNATIONAL JOURNAL OF GEOLOGY Issue 2, Volume 5, 2011

48



conservation of mass . The field  is a structural 
order parameter assuming the values  in the solid and 

 in the liquid [7]. Intermediate values correspond to the 
interface between the two phases. The starting point of the 
three component phase field model is a free energy functional 
[6],

  
(1) 

which is an integration over the system volume, while the 
subscripts  represents the three components, is molar 
density depends on relative compositions, phase and flow. The 
bulk free energy density described as  

 . 
(2) 

The phase field switches on and off the solid and liquid 
contributions  and  through the function 

 and note that  and . 
This function was derived from density functional theory 
studies of binary alloys and has been adopted also for our 
system of hydrate phase transitions. The binary alloys are 
normally treated as ideal solutions. The free energy densities 
of solid and liquid is given by

 , (3) 

 . (4) 

The thermodynamics for the hydrate system is treated more 
rigorously and the free energy  and  are presented in 
thermodynamics section. Hydrate density  is calculated 
using the formulation by Sloan et al. [8] 

The liquid density  for fluid phase is calculated as

(5) 

 , 

where  represents the molar volume of ith component. The 
molar volume is calculated using gas law

(6) 

where  represents the pressure and  is compressibility factor 
calculated using SRK equation of state. For simplicity to avoid 
partial molar volume at infinite dilution the density of liquid in 
aqueous phase is calculated as 

(7) 

where  is the average molar volume of pure water. The 
function  ensures a double well form 
of the  with a free energy scale 

 with , where  is the average molar 
volume of water. In order to derive a kinetic model we assume 
that the system evolves in time so that its total free energy 
decreases monotonically [7]. The usual equations of motion 
are supplemented with appropriate convection terms as 
explained by Tegze et al [9]. Given that the phase field is not a 
conserved quantity, the simplest form for the time evolution 
that ensures a minimization of the free energy is

 , (8) 

 , (9) 

where  is the velocity,  and 

 are the mobilities associated with 
coarse-grained equation of motion which in turn are related to 
their microscopic counter parts. Where 

 is the diffusion coefficient. The detail may 
found elsewhere [6]. 

An extended phase field model is formed to account for the 
effect of fluid flow, density change and gravity. This is 
achieved by coupling the time evolution with the Navier 
Stokes Equations. An incompressible and viscous fluid is 
considered. The phase and concentration fields associates 
hydrodynamic equation as described by conti [10]-[12]

, 
(10) 

.

Where  is the gravitational acceleration.  is the density of 
the system in hydrate ( ) and liquid ( ). Further

. (11) 

is the generalization of stress tensor [10]-[13],  represents 
non-dissipative part and  represents the dissipative part of the 
stress tensor. 

III. THERMODYNAMICS

The expression for chemical potential of water in hydrate is 
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(12) 

This equation is derived from the macro canonical ensemble 
under the constraints of constant amount of water, 
corresponding to an empty lattice of the actual structure. 
Details of the derivation are given elsewhere [14] and will not 
be repeated here.  is the chemical potential for water in an 
empty hydrate structure and  is the cavity partition function 
of component  in cavity type . The first sum is over cavity 
types, and the second sum is over components  going into 
cavity type . Here  is the number of type  cavities per 
water molecule.  

A. Fluid Thermodynamics 
The free energy of the fluid phase is assumed to have 

, (13) 

where  is the chemical potential of the ith component. 
The solubility of water is assumed to follow the Raoult’s law. 
The lower concentration of water in the fluid phase and its 
corresponding minor importance for the thermodynamics 
results in the following form of water chemical potential with 
some approximation of fugacity and activity coefficient: 

 , (14) 

where  chemical potential of water at infinite dilution and 
 is the mole fraction of water in the fluid phase. The 

chemical potential for the mixed fluid states considered as 

 , (15) 

where  represents CH4 or CO2. The details are available in 
Svandal et al. [15]. 

B. Aqueous Thermodynamics 
The free energy of the aqueous phase assumed as 

, (16) 

the chemical potential  of aqueous phase has the 
general form derived from excess thermodynamics 

. (17) 

 is the chemical potential of component  in water at 
infinite dilution,  is the activity coefficient of component 
in the aqueous solution in the asymmetric convention (   
approaches unity in the limit of  becoming infinitely small). 
The chemical potentials at infinite dilution as a function of 
temperature are found by assuming equilibrium between fluid 
and aqueous phases . This is done at low 
pressures where the solubility is very low, using experimental 
values for the solubility and extrapolating the chemical 

potential down to a corresponding value for zero 
concentration. The activity coefficient can be regressed by 
using the model for equilibrium to fit experimental solubility 
data. The chemical potential of water can be written as: 

, (18) 

where  is pure water chemical potential. The strategy for 
calculating activity coefficient is given in [15]. 

IV. RESULTS 
The phase field model is implemented on a 2D geometry. This 
structure is used to dissociate circle of hydrate placed in the 
center surrounded by pure liquid water. The size of system is 
(500×500) grids with diameter of 200 grids for circular 
hydrate placed in the center as shown in Fig.1. One grid is 
equal to one angstrom (Å) and temperature (273.21 K) and 
pressure (63.90 bar) remain constant in the system. The values 
for temperature and pressure are taken at Nyegga cold seeps 
located on the edge of the Norwegian continental slope and 
the northern flank of the Storegga slide, on the border between 
two large oil/gas prone sedimentary basin – the Møre basin to 
the south and the Vøring basin to the north[16]-[17]. The 
temperature and pressure condition is well inside the stability 
region of CH4. The standard value of 9.8 m/s2 is assumed for 
gravity along the Y-axis of 2D geometry. 

Fig. 1 Simulation at time zero, showing the initial picture of hydrate 
in black circle and liquid water in white with 500x500 Å and hydrate 
diameter of 200 Å. 

The simulation is run to 3.6E+06 total time steps this 
corresponds to the time of 3.6 ns (Table.I). 

Table. I The properties used to setup the simulations. 
Total number of grid points 500×500 
Corresponding area in m2 2.5E-15 
No. of time steps 3.6E+06 
Total time in seconds 3.6E-09 
CH4 mole fraction in hydrate 0.14 
Water mole fraction in liquid phase 1.0 

The ratio between solid and liquid was taken as 1:2.5. This 
ratio is adjusted to achieve the stability.  

The CH4 concentration initially was adjusted to 0.14 in the 
hydrate assuming that all the cavities were filled with CH4. 
The Fig.2(a) shows that the mole fraction is equals to the 
initial value which means that CH4 has not yet diffused at time 
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zero. If the concentration of methane drops below the hydrate 
stability limit for the given temperature and pressure, a 
chemical potential driving force towards dissociation will arise 
as shown in Fig. 2(b) – 2(d). Also, these figures clearly 
indicate a non uniform dissociation of hydrate due to the effect 
of different velocities in different directions, which is a direct 
consequence of gravity. 

Fig. 2 The concentration profile, where a, b, c & d are 0, 1.225, 2.401 
& 3.6 ns respectively. 

The methane hydrate density is 5.089E+04 moles/m3 and 
water density is 1000 kg/m3 at time zero. The water density on 
the interface is decreasing due to the diffusion of dissociated 
methane from hydrate Fig.3. The dissociated gas may contain 
a fraction of free gas depending on the saturation of 
surrounding water with methane. The free gas exists in the 
form of bubbles which may escape in the environment through 
the empty channels. 

Fig. 3 Density of methane where a, b, c & d are 0, 1.225, 2.401 & 3.6 
ns respectively. 

  The free gas is calculated by using the Raoult’s law. 

 . (19) 

Where  is the fugacity of methane,  is the Henry’s 
constant in atm units at current temperature,  is the pressure 
of the system,  is the concentration of methane containing 
free gas and  is free gas concentration. The Henry’s 
constant calculated using the formulation from [18]. 

 . (20) 

 Where  is the Henry’s constant at temperature 298.15 K in 
M/atm,  is the enthalpy of the solution. The 
temperature dependence term is calculated as 

 . (21) 

The free gas calculation after dissociation of the CH4 hydrate 
is shown in the Fig.4 (b) at some time instant when some 
hydrate is dissociated. The difference between CH4 containing 
free gas can be seen from the values shown in color bars. 

Fig. 4 Free gas profile, were (a) represents the methane concentration 
may contain free gas and (b) concentration of free gas. 

The merging or deformation of bubbles depends on 
colliding force, elasticity and the interfacial energy of the 
bubbles. The criteria for potential merging or deformation may 
be found in literature. The thermo capillary and buoyancy 
forces drives the bubbles with velocity increasing with size 
and the square of the linear size respectively, thus large 
bubbles capture smaller bubbles [9]. Having the amount of 
free gas and velocity field, an improved and more realistic 
methane flux can be calculated than the previous work in Baig 
et al. [13].  

V. DISCUSSION

Previous phase field models used for hydrate phase 
transitions dynamics like in Baig et al. [13] have been 
extended with more appropriate description of density 
dependencies in the phase field part as well as in the 
hydrodynamic parts. For the fluid phases containing variable 
relative amounts of CO2 and CH4 this will be crucial for two 
important cases. One case is the dissociation of mixed 
hydrates of these two components and the potential of free gas 
formation. The other important application is for simulations 
of the exchange process between CH4 and CO2 during 
injection of CO2 into natural gas hydrate. In this case a crucial 
question is to what extent the released methane will dissolve 
into CO2 versus the extent of separate methane bubbles 
escaping due to buoyancy. Simulation studies of these cases 
will follow in a subsequent paper and then related to 
experimental studies of the exchange process in porous media. 

(a)

Length (Å)

Le
ng

th
 (Å

)

0 200 400

0

100

200

300

400

500

(b)

Length (Å)

Le
ng

th
 (Å

)

0 200 400

0

100

200

300

400

500

(c)

Length (Å)

Le
ng

th
 (Å

)

0 200 400

0

100

200

300

400

500

(d)

Length (Å)

Le
ng

th
 (Å

)

0 200 400

0

100

200

300

400

500

0.02

0.04

0.06

0.08

0.1

0.12

0.14

(a)

Length (Å)

Le
ng

th
 (Å

)

0 200 400

0

100

200

300

400

500

(b)

Length (Å)

Le
ng

th
 (Å

)

0 200 400

0

100

200

300

400

500

(c)

Length (Å)

Le
ng

th
 (Å

)

0 200 400

0

100

200

300

400

500

(d)

Length (Å)

Le
ng

th
 (Å

)

0 200 400

0

100

200

300

400

500
4.8

4.9

5

5.1

5.2

5.3

5.4

5.5

x 104

(a)

Length (Å)
Le

ng
th

 (Å
)

0 100 200 300 400 500

0

100

200

300

400

500

(b)

Length (Å)
0 100 200 300 400 500

0

100

200

300

400

500

1

2

3

4

5

6

7
x 10-5

INTERNATIONAL JOURNAL OF GEOLOGY Issue 2, Volume 5, 2011

51



ACKNOWLEDGEMENT

This paper is a contribution to the Norwegian Research 
Council PETROMAKS project Gas hydrates on the 
Norwegian-Barents Sea-Svalbard margin (GANS, Norwegian 
Research Council Project No. 175969/S30). We are thankful 
for their financial support. 

REFERENCES  

[1] K. A. Kvenvolden, and B. W. Rogers, “Gaia’s breath—global methane 
exhalations,” Marine and Petroleum Geology, Vol.22, 2005, pp. 579-
590. 

[2] I. R. MacDonald, N. L. Guinasso , Jr., R. Sassen, J. M. Brooks, L. Lee 
and K. T. Scott, Gas hydrate that breaches the sea floor on the 
continental slope of the Gulf of Mexico, Aug. 1994, pp. 699-702. 

[3] Rehder, G., S. H. Kirby, W. B. Durham, L. A. Stern, E. T. Peltzer, J. 
Pinkston, and P. G. Brewer, “Dissolution rates of pure methane hydrate 
and carbon-dioxide hydrate in undersaturated seawater at 1000-m 
depth,”  Geochimica et Cosmochimica Acta, Vol.68, Jan. 2004, pp. 
285-292. 

[4] A. V. Egorov, K. Crane, P. R. Vogt, A. N. Rozhkov, and P. P. 
Shirshov, “Gas hydrates that outcrop on the sea floor: stability models,” 
Geo-Marine Letters, Vol.19, 1999, pp. 68-75. 

[5] A. A. Wheeler, W. J.  Boethinger, and G. B. McFadden, “Phase field 
model for isothermal phase transitions in binary alloys,” Physical 
Review A, Vol. 45, May. 1992, pp. 7424-7439. 

[6] B. Kvamme, A. Svandal, T. Buanes, and T. Kuznetsova, “Phase field 
approaches to the kinetic modeling of hydrate phase transitions,” In 
Proc. Natural Gas Hydrates: Energy Resource Potential and Associated 
Geologic Hazards, Vancouver, BC, Canada, September 12-16, 2004. 

[7] A. Svandal, “Modeling hydrate phase transitions using mean field 
approaches,” University of Bergen, 2006, pp. 1-37. 

[8] E. D. Sloan, and C. A. Koh, “Clathrate hydrates of natural gases (3rd 
ed.),” Boca Raton, FL: CRC Press, 2008. 

[9] G. Tegze, and L. Gránásy, “Phase field simulation of liquid phase 
separation with fluid flow,” Material science and engineering, vol. 413-
414, Dec. 2005, pp. 418-422. 

[10] M. Conti, “Density change effects on crystal growth from the melt,” 
Physical Review, Vol.64, 2001, pp. 051601. 

[11] M. Conti, and M. Fermani, “Interface dynamics and solute traping in 
alloy solidification with density change,” Physical Review, Vol.67, 
2003, pp. 026117. 

[12] M. Conti, “Advection flow effects in the growth of a free dendrite,” 
Physical Review, Vol. 69, 2004, pp. 022601. 

[13] K. Baig, M. Qasim, P. H. Kivelä, and B. Kvamme, “Phase field theory 
modeling of methane fluxes from exposed natural gas hydrate 
reservoirs,” American Institute of Physics, 2010, in press. 

[14] B. Kvamme, and H. Tanaka, “Thermodynamic stability of hydrates for 
ethane, ethylene and carbon dioxide,” J. Chem. Phys., Vol. 99, 1995, 
pp. 7114-7119. 

[15] A. Svandal, T. Kuznetsova, and B. Kvamme, “Thermodynamic 
properties and phase transitions in the H2O/CO2/CH4 system,” Fluid 
Phase Equilibria, Vol.246, 2006, pp. 177-184.  

[16] Y. Chen, H. Haflidason, and J. Knies, “Methane fluxes from pockmarks 
areas in Nyegga, Norwegian sea,” Internation Geology Conference, 
2008. 

[17] S. Bunz, J. Mienert, and C. Berndt, “Geological controls on the 
Storegga gas-hydrate system of the mid-Norwegian continental 
margin,” Earth and planetary Science Letters, 209(3-4), 2003, pp. 291-
307. 

[18] R. Sander,”Modeling atmospheric chemistry: interactions between gas 
– phase species and liquid cloud/aerosol particles,” Surveys in 
Geophysics, Vol.20, 1999, pp. 1-31. 

INTERNATIONAL JOURNAL OF GEOLOGY Issue 2, Volume 5, 2011

52



  



IV

Paper 4 
 

 Thermodynamics and Kinetic Modeling of 

CH4/CO2 Hydrates Phase transitions 

 

B. Kvamme, K. Baig, M. Qasim and J. Bauman 

 International Journal of Energy and Environment, Volume 7, Issue 1, 2013, pp. 

1-8 

 





Abstract—Natural gas hydrates in reservoirs are 
thermodynamically unstable due to exposure to mineral surfaces and 
possibly undersaturated phases of water and hydrate formers.
Changes in global temperatures also alter the stability regions of the 
accumulations of gas hydrates worldwide. The fact that hydrates in 
porous media never can reach equilibrium, and formation can occur
from different phases, as well as dissociate according to different 
thermodynamic driving forces imposes very complex phase transition 
dynamics. These phase transitions dynamics are solutions to coupled 
differential equations of mass transport, heat transport and phase 
transition kinetics. The availability of free energy as functions of 
temperature, pressure and the composition of all components in all 
phases in states outside of equilibrium is therefore necessary in 
kinetic theories based on minimisation of free energy. For this 
purpose we have applied an extended adsorption theory for hydrate,
SRK equation of state for methane/CO2 gas and solubilities of these 
components in water for the limit of water thermodynamics. The 
thermodynamic model is developed for calculation of free energy of 
super saturated phase along all different gradients (mole fractions,
pressure and temperature) of super saturation.

Keywords—Gas hydrates, Kinetic modeling, Phase transitions, 
Thermodynamics.

I. INTRODUCTION

AS as hydrates are crystalline solids which occur when 
water molecules form a cage like structure around a non-

polar or slightly polar (eg. CO2, H2S) molecule. These 
enclathrated molecules are called guest molecules and 
obviously have to fit into the cavities in terms of volume. In 
this work we focus on two specific guest molecules; carbon 
dioxide (CO2) and methane (CH4). Processing, transport and 
storage of carbon dioxide and potential hydrate formation is a 
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timely issue. Natural gas is dominated by methane and 
processing as well as transport of methane involves conditions 
of hydrate stability in terms of temperature and pressure. In 
addition to methane from conventional hydrocarbon reservoirs 
huge amounts of methane is trapped inside water in the form 
of hydrates. Both of these guest molecules form structure I 
hydrate with water. Macroscopically, hydrates are similar in 
appearance to ice or snow. At sufficiently high pressure, 
hydrates are also stable at temperatures where ice cannot form. 
The encaged guest molecules are able to stabilize the hydrate 
through their interactions with the water molecules making up 
the cavity walls.  

The description of hydrate phase thermodynamics typically 
follows the approach pioneered by van der Waal & Platteeuw 
[1]. A disadvantage of this simplified semi grand canonical 
ensemble result is that the empty clathrate were considered as 
rigid and unaffected by the inclusion of guest molecules. 
Another disadvantage in the typical engineering use of this is 
the lack of values for empty clathrate which have led to the 
use of chemical potential of liquid water (or ice) minus that of 
empty clathrate. This involves that a number of fundamental 
thermodynamic properties have been fitted empirically. An 
alternative form was derived by Kvamme & Tanaka [2] and 
examined using molecular dynamics simulations and two 
models for estimation of cavity partition function. The first 
was the classical integration over the Boltzmann factor for the 
cavity partition function using a rigid water lattice and the
second one was a harmonic oscillator approach with full 
dynamics of all molecules and sampling of frequencies for 
displacements. An advantage of the latter approach is the 
sampling of frequencies that interferes with water lattice 
movements and reduces the stabilization of the cavity, which 
leads to approximately 1 kJ/mole difference in chemical 
potential of hydrate water at 0 oC compared to the classical 
rigid cavity integration for CO2. In contrast a small molecule 
like for instance methane does not significantly affect the 
water movements [2]. Empirical corrections are often 
introduced to correct for these effects as well as other 
shortcomings in the original van der Waal & Platteeuw 
formulation. An example of this is due to John & Holder [3]. 
The thermodynamic model is enhanced to calculate free 
energy of hydrate by inclusion of free energy gradient with 
respect to mole fraction, pressure and temperature. The use of 
these gradients will describe the phase transition kinetics in 
terms of the phase field theory (PFT) in presence of ice. 

Carbon dioxide hydrate is more stable than methane hydrate 
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over a large range of conditions. Furthermore - the filling of 
methane in small cavities makes this mixed hydrate more 
stable at all conditions (fig.1). 

Figure 1: Perturbation due to pressure, temperature and composition 
gradients in CH4 and CO2 hydrate free energy from equilibrium.

This opens up for a novel technique for exploitation of 
methane form hydrates by injection of carbon dioxide. This is 
a win-win situation that also ensures long term storage of 
carbon dioxide as hydrate. And since pure carbon dioxide and 
pure methane both forms structure I it is straightforward to 
evaluate the changes in free energy as function of pressure and 
temperature in order to evaluate the thermodynamic control 
mechanisms.

Figure 2: Perturbation in hydrate free energy from equilibrium due to 
pressure gradient term at constant temperature and composition.

Figure 2 shows the calculated free energy changes for 
mixed hydrate at constant temperature and constant mole 
fraction at different pressures in between 40 bar and 83 bar, 
this perturbation from equilibrium due to pressure gradient is
increasing by increasing pressure. 

Figure 3: Perturbation in hydrate free energy from equilibrium due to 
temperature gradient at constant pressure of 20 bar and constant mole 
fraction.

Figure 3 shows the Free energy perturbation away from 
equilibrium is decreasing due to increase in temperature at 
constant pressure. Figure 4 is given to see the effect of 
temperature gradient on the free energy with variation in mole 
fractions at constant temperature and pressure. 

Figure 4: Perturbation in hydrate free energy perturbation from 
equilibrium with variation in compositions at constant temperature 
and pressure.

II. HYDRATE THERMODYNAMICS

The Gibbs free energy of the hydrate phase is written as a 
sum of the chemical potentials of each component [4].  

(1)

where and is chemical potential and mole fraction of 
component r respectively. is the free energy of hydrate. In 
the earlier work due to Svandal et al. [4] a simple interpolation 
in mole-fractions was used between pure CH4 hydrate and 
pure CO2 hydrate, which was considered as sufficient to 
theoretically illustrate the exchange concept under phase field 
theory. This will of course not reproduce the absolute 
minimum in free energy for a mixed hydrate in which CH4 
occupies portions of the small cavities and increases stability 
over pure CO2 hydrate. The expression for free energy 
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gradients with respect to mole fraction, pressure and 
temperature is:  

(2)

Here is the free of hydrate away from equilibrium. 
is free energy at equilibrium. In the earlier work [6] the 

mass balance of a hydrate is given by:

(3)

Which is of course being conserved inside the integration of 
the free energy functional but in the contour maps of the free 
energy of supersaturation with respect to concentrations 
different levels of concentration supersaturations in different 
directions (water, CO2, CH4) is not conserved and has to be 
evaluated as orthonormal gradient effects outside of 
equilibrium. In simple terms that means: 

(4)

Where z and r both represent any of the components of the 
hydrate: water, methane, and carbon dioxide.  This is just 
means that the mole fractions are all independent. Using 
equation (1) we simply take the derivative with respect to one 
of the mole fractions (r=m,c, or w):  

The mole fraction derivatives in above equation simply 
collapse by using equation (4) for mole fraction independence 
to get:

(5)

It was previously shown [4] that the chemical potential of a 
guest molecule can be approximated to a high degree of 
accuracy and in gradient terms: 

, (6)

Where  and  both represents any of the components of the 
hydrate (CO2, CH4 & water). For the gradient due to a guest 
molecule, these simplifications lead to: 

(7)

For water, the form has two more terms: 

(8)

The chemical potential of a guest in the hydrate from [2]
is:

(9)

Where is the Gibbs free energy of inclusion of guest 
molecule k in cavity j, the cavity partition function of 
component k in cavity j, the universal gas constant is R and T
is temperature. The derivative of equation (9) with respect to 
an arbitrary molecule r is:

(10)

The first term of equation (10), the stabilization energy is 
either evaluated as the Langmuir constant or using harmonic 
oscillator approach [2]. In either case it is assumed to be 
approximately of temperature and pressure. Omitting the first 
term of (10) and approximating impacts of guest-guest 
interactions to be zero we arrive at: 

(11)

The validity of omitting guest-guest interactions may be 
questionable for some systems even though it is omitted in 
most hydrate equilibrium codes or empirically corrected for. 
Extensions for corrections to this can be implemented at a 
later stage. 

The chemical potential of water: 

(12)

Where  is the chemical potential of water in an empty 
hydrate structure, the first sum is taken over both small and 
large cavities, the second sum are over the components k in 
the cavity j. Here  is the number of type-j cavities per water 
molecule. Hydrate structure I contains 3 large cavities and 1 
small cavity per 23 water molecules,  and 

. The paper by Kvamme & Tanaka [3] provides the 
empty hydrate chemical potential as polynomials in inverse 
temperature, the Gibbs free energies of inclusion, and 
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chemical potential of pure water, . The derivative for 
the above equation with respect to an arbitrary molecule r
results in: 

(13)

From equations (11) and (13), the derivative of the partition 
function can be evaluated from the equation that relates the 
filling fraction to the partition function: 

(14)

Where is the filling fraction of the components k in the 
cavity j. But it is easiest to recast everything in terms of mole 
fraction because of the basic assumption of mole fraction 
independence:

(15)

Since mass conservation is not used, the usual form of 
 is not considered. This is substituted into equation (16) 

and we get: 

(16)

Now we can take the derivative with respect to an arbitrary 
component r and then equation (16) is used to eliminate the 
sums, we get: 

(17)

The first thing that must be dealt with the cavity mole 
fractions as a function of total mole fraction of a component: 

(18)

Since the derivative of one mole fraction with respect to 
another is independent, the mole fraction in the cavity is also 
independent: 

(19)

If , then the derivative has to be zero because the 
mole fraction of the guest are independent of the mole fraction 
of water. Now equation (17) is simplified by using equation 
(18) and equation (19): 

(20)

(21)

Where  is an arbitrary guest molecule,  is also a guest 
molecule. These can be the same or different. If and  are 
the same molecule, this gradient still exist and the “cross 
terms” are still able to be found even if there is independency 
in the mole fractions.  is calculated by starting with the 
equation (18) which is the basic definition of the mole fraction 
of the cavities and how they relate to the total mole fraction of 
the component. The total methane mole fraction , is the 
sum of the mole fraction in the large cavities , and the 
mole fraction in the small cavities : 

(22)

From discussions it is assumed that there is a constant ratio 
between the partition functions and between different cavities 
of the same component. This is defined as : 
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(23)

The partition function can be written in terms of the filling 
fraction as shown in equation (14). Using equation (14), 
equation (15), equation (23) and assuming that the filling 
fraction of CO2 in large cavities is zero we get: 

(24)

This Simplifies to: 

(25)

Taking derivative of above equation with respect to total 
methane mole fraction: 

(26)

Substitutions were made to simplify the above equation and 
get it into a simpler form: 

(27)

Taking the derivative of equation (22) with respect to the 

total mole fraction of methane and simplification results in: 

(28)

Substituting the values of X and Y gives the final answer: 

(29)

 is calculated by taking derivative of equation (1) 
with respect to pressure: 

(30)

The chemical potential gradients with respect to pressure 
can be given by: 

  
Thus equation (30) can be written as: 

(31)

The sum of the molar volumes  is in fact the 
total clathrate molar volume: 

(32)

Using the above value of  simplifies the equation (31) 
to: 

(33)

The mole fraction derivatives can be calculated from 
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equation of state but there is no change under this derivative 
so equation (33) rewritten as: 

(34)

The free energy gradient with respect to temperature comes 
from the same fundamental relationship as used for the 
chemical potential gradient: 

(35)

As before this can be differentiated and solved for the 
gradient: 

(36)

The Gibbs free energy for the hydrate as a function of mole 
fractions is shown in fig. 5. The CO2 only enters the large 
cavities, at least under moderate condition, and CH4 will 
occupy portion of the small cavities. As hydrate can never be 
fully occupied, the surface is restricted by the full filling of the 
large cavities  and  is for small 
cavities. In this figure, the large cavities are less occupied by 
carbon dioxide and the small cavities are fully occupied by 
methane. 

Figure 5: Hydrate free energy of mixed hydrate at 3oC and 40 bars.

The perturbation due to pressure temperature and 
composition gradients from equilibrium in hydrate Gibbs free 
energy is plotted in fig. 6. 

Figure 6: Perturbation due to pressure, temperature and composition 
gradients in hydrate free energy from equilibrium at 3oC and 40 bars. 

III. FLUID THERMODYNAMICS

The free energy of the fluid phase is assumed to have: 

(37)

where  is the chemical potential of the fluid phase. 
The lower concentration of water in the fluid phase and its 
corresponding minor importance for the thermodynamics 
results in the following form of water chemical potential with 
some approximation of fugacity and activity coefficient: 

(38)

Where  chemical potential of water in ideal 
gas and  is the mole fraction of water in the fluid phase and 
can be calculated as: 

(39)

The vapour pressure can be calculated using many available 
correlations but one of the simplest is given in [6] as a fit to 
the simple equation:

(40)

The temperature of the system is obviously available and
 and . Further, the 

fugacity and the activity coefficient are approximated to unity 
merely because of the very low water content in fluid phase 
and its corresponding minor importance for the 
thermodynamics of the system. Hydrate formation directly 
from water in gas is not considered as significant within the 
systems discussed in this work. The water phase is close to 
unity in water mole fraction. Raoult’s law is therefore accurate 
enough for our purpose. The chemical potential for the mixed 
fluid states considered as: 

(41)
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Where  represents CH4 or CO2. The fugacity coefficients 
of component  in the mixture is calculated using the classical 
SRK equation of state (EOS), [5] 

(42)

Where Z is the compressibility factor of the phase and is 
calculated using the following cubic SRK EOS: 

(43)

Where, 

Where  is the accentric factor of components. For mixture, 
the mixing rule with modification proposed by Soave [5] is 
used using the following formulations: 

(44)

Where  is the binary interaction parameter. Coutinho et 
al. [7] has proposed number of values for  for CO2/CH4 
system. Here we selected an average value 
for unlike pairs of molecules and it is zero for alike pairs of 
molecules. 

(45)

 and  in equation (42) are calculated as: 

(46)

(47)

IV. AQUEOUS THERMODYNAMICS

The free energy of the aqueous phase can be written as: 

(48)

The chemical potential  for components c 
(carbon dioxide) and m (methane) dissolved into the 
aqueous phase is described by nonsymmetric excess 
thermodynamics: 

(49)

 is the chemical potential of component  in water at 
infinite dilution,  is the activity coefficient of component 
 in the aqueous solution and ∞ is the partial molar volume 

of the component  at infinite dilution. The chemical 
potentials at infinite dilution as a function of temperature 
are found by assuming equilibrium between fluid and 
aqueous phases . This is done at varying 
low pressures where the solubility is very low and the gas 
phase is close to ideal gas using experimental values for the 
solubility and extrapolating the chemical potential down to 
a corresponding value for zero concentration. The Henry’s 
constants  are calculated for CH4 and CO2 using the 
expression proposed by Sander.[8]

(50)

Where is the reference temperature, which is equal to 
298.15K. is the enthalpy of dissolution and it is 
represented by the Clausius-Clapeyron equation[9] as:

(51)

The values of and are given by 
Zheng et al.[10] and by Kavanaugh et al.[11] for CO2 and 
CH4 respectively which is shown in Table 1.

Table 1: Values of parameters. 
Constants CO2 CH4

(M/atm) 0.036 0.0013

(K)
2200 1800

The activity coefficient at infinite dilution  is 
calculated as: 
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(52)

Where, 

(53)

Where  is the fugacity of component i, while  is 
calculated from [4]. The activity coefficient can be 
regressed by using the model for equilibrium to fit 
experimental solubility data. The chemical potential of 
water can be written as: 

(54)

where  is pure water chemical potential and 
 is the molar volume of water. The strategy for 

calculating activity coefficient is given by Svandal et al.[4]. 
The Gibbs free energy for the liquid phase as function of 
mole fraction is shown in fig.7.

Figure 7: Liquid Gibbs free energy (J) as a function of the mole 
fraction of CH4 and CO2 at 3oC and 40 bars.

The aqueous and fluid phases are treated as a single 
common phase in the phase field theory approach. The smooth 
Gibbs free energy have constructed over the whole mole 
fraction domain of both CO2 and CH4 for this purpose.

V. CONCLUSION

Formulations of super saturation or undersaturation of 
hydrate in pressure, temperature and concentrations have been 
derived for a three component system of water, CO2 and CH4.
Unlike earlier published approximations for mixed hydrate 
super saturation or sub saturation the expansions are rigorous 
to first order Taylor expansion and will as such also capture 
the total free energy minimum in mixed hydrate of CO2 and 
CH4. The results are implemented in Phase Field Theory 
model for the same system of three components and all 
possible surrounding fluid phases of these. 

The Previously published results on absolute 
thermodynamics of hydrate also been used to illustrate the 

impact of molecular size on destabilization of the water 
clathrate. In particular it is demonstrated that a molecule like 
CO2 will stabilize the hydrate cages well but due to its size it 
will interfere with the movements of the water molecules 
constituting the cavity and cause a destabilization effect in the 
order of 1 kJ/mole at zero Celsius.
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Abstract— Natural gas hydrates are ice-like structures composed 

of water and gas (mostly methane) molecules. They are found 
worldwide and contain huge amounts of bound methane. Therefore, it 
represent potentially vast and yet untapped energy resources. 
Hydrates from carbon dioxide are thermodynamically more stable 
than methane hydrate over large regions of condition. Mixed hydrates 
of structure I, in which methane occupies the small cavities are more 
stable than methane hydrate over all ranges of pressures and 
temperatures. The exchange of originally bound methane in hydrate 
with carbon dioxide is a great way to achieve two goals, the in situ 
release of hydrocarbon gas and a cleaner environment through safe 
storage of carbon dioxide. The resulting hydrate is a mix. Carbon 
dioxide can only replace methane in large cavities due to its size and 
therefore it forms mix methane-carbon dioxide hydrate with methane 
in the small cavities and a maximum theoretical exchange of 75% of 
the in situ methane. An improved thermodynamic model is implicitly 
implemented in phase field theory to study the kinetic rates due to the 
exchange process. A thin layer of water between methane hydrate 
and carbon dioxide is implemented in addition to the initial methane 
for a more realistic representation of a reservoir situation in which 
hydrate saturation is always lower than 100%. The nucleation on 
water-carbon dioxide interface is expected to be very slow compared 
to the growth rate. To trigger the carbon dioxide hydrate formation 
four small regions of carbon dioxide hydrate are placed on the water-
carbon dioxide interface. The exchange process involves an initial 
dissociation of methane hydrate and the carbon dioxide will start 
forming hydrate. In term of Gibbs phase rule the system can 
theoretically reach equilibrium as limit if pressure and temperature is 
defined and the final hydrate is uniform. On the other hand the 
limited size of the system and the initial balance of masses of the 
three components methane, carbon dioxide and water will not make 
equilibrium possible in the model system. This implies also that 
kinetic rates of hydrate formation, hydrate reformation and 
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dissociation will depend on composition of surrounding phases and 
corresponding free energies. This is also the expected situation in a 
porous media like a hydrate reservoir, in which the hydrate is in a 
stationary balance with fluids and typically kept trapped by layers of 
clay or shale. Phase field theory is a tool for evaluation of kinetic 
rates of different phase transitions as well as the relative impact of 
thermodynamic control and mass transport control. Heat transport is 
very rapid compared to mass transport and is neglected in this work. 

Keywords—Phase field theory, Natural gas hydrate, 
Hydrodynamics, Hydrate exchange. 

I. INTRODUCTION

as hydrates are ice-like substances of water molecules 
encaging gas molecules called  guest. Natural gas 

hydrates are dominated by methane and most naturally 
occurring hydrates are formed from biogenic sources. They 
form under high pressure and low temperature conditions 
within the upper hundred meters of the sub-seabed sediments 
[1]. Gas hydrate mostly exist in two crystalline structures 
structure I (sI) and structure II (sII). There may also rarely 
found a third type structure H denoted as sH. These structures 
vary in composition and types of cavities that constitutes the 
hydrate structure depending on the size of the guest molecule. 
The scope of this work is on hydrates with carbon dioxide 
(CO2) and methane (CH4) as guests. These two components 
both form the structure I hydrate and special focus will 
therefore be on this particular structure. Using the explanation 
by Sloan [22], structure I is a cubic crystalline in shape and 
formed with guest molecules having diameter between 4.2 and 
6 Å, such as methane, carbon dioxide, ethane and hydrogen 
sulfide. One unit cell in it consists of 46 water molecules. It 
has two small and six large cages in one unit cell. The small 
cage has the shape of a 12 sided cavity with 12 pentagonal 
faces in each side and called pentagonal dodecahedron (512). 
The large cage has the shape of a 14 sided cavity (with 12 
pentagonal faces and 2 hexagonal) faces and called 
tetradecahedron (51262). If all the cavities are filled with guest 
molecules the mole percent of water would be about 85%. 
Normally, not all cavities may found be completely occupied 
with guest molecules. Due to this very high water content 
hydrates look like snow or ice. They are also sometimes called 
as ‘ice that burns’ as shown in Fig. 1. It is natural to assume 
that hydrate properties may little depend on guest molecules 
due to their low content, but it is not the case. The most 
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striking property of hydrate is that they can be formed and 
exist at temperatures higher than  if the pressure is high 
enough.  

Fig.1  ‘Ice that burns’, (Photo courtesy of: J. Pinkston and L. Stern 
/ Us Geological Survey). 

These gas hydrates are widely distributed in sediments 
along continental margins, and harbor enormous amounts of 
energy. Massive hydrates that outcrop the sea floor have been 
reported in the Gulf of Mexico [2]. Hydrate accumulations 
have also been found in the upper sediment layers of Hydrate 
ridge, off the coast of Oregon and a fishing trawler off 
Vancouver Island recently recovered a bulk of hydrate of 
approximately 1000kg [3]. Håkon Mosby Mud Volcano of 
Bear Island in the Barents Sea with hydrates is openly exposed 
at the ocean floor [4]. These are only few examples of the 
worldwide evidences of unstable hydrate occurrences that 
leaks methane to the oceans and eventually may be a source of 
methane increase in the atmosphere. 
Hydrates of methane are not thermodynamically stable at 
mineral surfaces. From a thermodynamic point of view the 
reason is simply that water structure on hydrate surfaces are 
not able to obtain optimal interactions with surfaces of calcite, 
quarts and other reservoir minerals. The impact of this is that 
hydrates are separated from the mineral surfaces by fluid 
channels. The sizes of these fluid channels are not known and 
are basically not even unique in the sense that it depends on 
the local fluxes of all fluids in addition to the surface 
thermodynamics. Stability of natural gas hydrate reservoirs 
therefore depends on sealing or trapping mechanisms similar 
to ordinary oil and gas reservoirs. Many hydrate reservoirs are 
in a dynamic state where hydrate is leaking from top by 
contact with groundwater/seawater which is under saturated 
with respect to methane and new hydrates form from deeper 
gas sources.  
Global energy needs and climate stress from greenhouse gases 
require new sources of energy and the management of CO2 
emissions. Natural gas hydrate provides a great solution being 
a potential source of energy and reduction of CO2 emissions. 
Methane can be recovered by number of ways like 
depressurization, heating and injection of another gas. The 
scope of this work deals with the kinetic rates of CO2 
injection into methane hydrate. This process is a favorable 
way to store a greenhouse gas (CO2) for long period of time 

and enables the ocean floor to remain stabilized even after 
recovering the methane gas [10]. Because, of the size CO2 can 
only fit into large cavities and it will force methane in large 
cavities to release. This exchange is a solid phase exchange 
and therefore in result the new hydrate formed is a mix 
CO2/CH4 hydrate which is thermodynamically more stable 
than CH4 hydrate over substantial regions of pressure and 
temperature.   
Gas hydrates have great capacity to store gases [5-7] and 
several investigations of potential for using hydrate phase for 
storage and transport have been conducted even though the 
hydrates are not stable when exposed to new surroundings like 
for instance air. The storage of CO2 in reservoirs has already 
been established as a feasible alternative for reducing CO2 
emissions into the atmosphere. Injection of produced CO2 
from Sleipner oil and gas field into the Utsira formation was 
the first industrial CO2 aquifer storage project. A number of 
studies conducted for the Utsira storage. See for instance Xu 
and Preuss [8] and references therein. There are regions in the 
northern parts of North Sea and the Barents Sea suitable for 
CO2 storage which contains regions of pressure and 
temperature conditions which are within the CO2 hydrate 
stability regions. Kinetic rates for CO2 hydrate formation, as 
well as dissociation of CO2 hydrate towards under saturated 
water is therefore important in reservoir modeling of CO2 
storage in those regions. There are also natural gas hydrates in 
those regions and storing CO2 in natural gas hydrate 
reservoirs may provide a win-win situation of safe long term 
CO2 storage in the form of hydrate and simultaneous release 
of natural gas.  
In our studies we are more interested in the type of CO2 
storage provided by the reservoirs that already contains natural 
gas hydrates. Mixed CO2 and methane hydrate, in which 
methane fills some portion of the small cavities, is 
significantly more stable than natural gas hydrates. Injecting 
CO2 into in situ natural hydrate results in the formation of 
CO2 hydrate by naturally replacing the originally bounded in-
situ hydrocarbons and therefore, at the same time releases the 
hydrocarbons. ConocoPhillips has currently in May 2012 has 
completed working on a field trial on the Alaska North Slope 
together with the US Department of Energy (DOE project 
MH-06553) as a major funding agency for the project. Now 
they are focusing in evaluating the extensive test data. It is 
believed that the data achieved by this trial will be helpful to 
experimentally justify the theoretical works like the one 
presented in this article. The aim is to investigate the release 
methane through CO2 injection.  
Theoretically, Phase field theory is the main tool to give a 
deep understanding into the kinetic rates involved during this 
exchange. This work has used the modified Phase Field 
Theory as illustrated by Qasim et al. [9]. This process strongly 
depends on the accurate thermodynamic model and therefore 
an improved thermodynamic model as in [15] is implemented 
along with modified Phase Field Theory.  

II. PHASE FIELD MODEL

Phase field theory model follows the formulation of 
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Wheeler et al. [11], which historically has been mostly applied 
to descriptions of the isothermal phase transition between 
ideal binary-alloy liquid and solid phases of limited density 
differences. The hydrodynamics effects and variable density 
were incorporated in a three components phase field theory by 
Kvamme et al. [12] through implicit integration of Navier 
stokes equation following the approach of Qasim et al.[9]. The 
phase field parameter  is an order parameter describing the 
phase of the system as a function of spatial and time 
coordinates. The phase field parameter  is allowed to vary 
continuously from 0 to 1 on the range from solid to liquid. 

The solid state is represented by the hydrate and the liquid 
state represents fluid and aqueous phase. The solidification of 
hydrate is described in terms of the scalar phase field 

 where  represents the molar fractions of 
CH4, CO2 and H2O respectively with obvious constraint on 
conservation of mass . The field  is a structural 
order parameter assuming the values  in the solid and 

 in the liquid [13]. Intermediate values correspond to the 
interface between the two phases. The starting point of the 
three component phase field model is a free energy functional 
[12], 

(1) 

which is an integration over the system volume, while the 
subscripts  represents the three components, is molar 
density depending on relative compositions, phase and flow. 
The bulk free energy density described as  

 . 
(2) 

The phase field parameter switches on and off the solid and 
liquid contributions  and  through the function 

 and note that  and . 
This function was derived from density functional theory 
studies of binary alloys and has been adopted also for our 
system of hydrate phase transitions. The binary alloys are 
normally treated as ideal solutions. The free energy densities 
of solid and liquid is given by 

 , (3) 

 . (4) 

The details of densities  and  can be found in Qasim 
et al. [14]. The hydrate free energy away from equilibrium 
is calculated using the following equation: 

 . (5) 

Here  is the free energy at equilibrium. The free energy 
gradients with respect to mole fraction, pressure and 
temperature are ,  and  respectively. Where subscript 
r represents any of the components of the hydrate: methane, 
carbon dioxide and methane. The detail calculations of the 
free energy gradients can be found in Kvamme et al. [15]. The 
free energy of the liquid  is discussed in the following fluid 
and aqueous thermodynamic section.  

The function  ensures a double well 
form of the  with a free energy scale 

 with , where  is the average molar 
volume of water. In order to derive a kinetic model we assume 
that the system evolves in time so that its total free energy 
decreases monotonically [13].  

The usual equations of motion are supplemented with 
appropriate convection terms as explained by Tegze et al [16]. 
Given that the phase field is not a conserved quantity, the 
simplest form for the time evolution that ensures a 
minimization of the free energy is 

 , (6) 

 , (7) 

where  is the velocity,  and 

 are the mobilities associated with 
coarse-grained equation of motion which in turn are related to 
their microscopic counter parts. Where 

 is the diffusion coefficient. The details are 
given elsewhere [12]. 

An extended phase field model is formulated to account for 
the effect of fluid flow, density change and gravity. This is 
achieved by coupling the time evolution with the Navier 
Stokes Equations. The phase and concentration fields 
associates hydrodynamic equation as described by Conti [17-
19] 

, 
(8) 

. 

Where  is the gravitational acceleration.  is the density 
of the system in hydrate ( ) and liquid ( ). The detail for 
calculating these densities are already given by Qasim et al 
[14]. Further 

. (9) 

is the generalization of stress tensor [17-20],  represents 
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non-dissipative part and  represents the dissipative part of the 
stress tensor. 

III. FLUID THERMODYNAMICS

The free energy of the fluid phase is assumed to have 

, (11) 

where  is the chemical potential of the ith component. 
The solubility of water is assumed to follow the Raoult’s law. 
The lower concentration of water in the fluid phase and its 
corresponding minor importance for the thermodynamics 
results in the following form of water chemical potential with 
some approximation of fugacity and activity coefficient: 

 , (12) 

where  chemical potential of water at infinite dilution 
and  is the mole fraction of water in the fluid phase. The 
chemical potential for the mixed fluid states is approximated 
as 

 , (13) 

where  represents CH4 or CO2. The details are available in 
Svandal et al. [21].  

IV. AQUEOUS THERMODYNAMICS

The free energy of the aqueous phase assumed as 

, (14) 

the chemical potential  of aqueous phase has the 
general form derived from excess thermodynamics 

. (15) 

 is the chemical potential of component  in water at 
infinite dilution,  is the activity coefficient of component 
in the aqueous solution in the asymmetric convention (   
approaches unity in the limit of  becoming infinitely small). 
The chemical potentials at infinite dilution as a function of 
temperature are found by assuming equilibrium between fluid 
and aqueous phases . This is done at low 
pressures where the solubility is very low, using experimental 
values for the solubility and extrapolating the chemical 
potential down to a corresponding value for zero 
concentration. The activity coefficient can be regressed by 
using the model for equilibrium to fit experimental solubility 
data. The chemical potential of water can be written as: 

, (16) 

where  is pure water chemical potential. The strategy for 
calculating activity coefficient is given in Svandal et al. [21]. 

V. RESULTS AND DISCUSSIONS

As an initial setup a structure I hydrate reservoir model is 
considered by inserting a thin water band between methane 
hydrate and CO2 liquid. This is a more realistic setup in 
comparison to the previous work [14]. The strip of water layer 
is shown as dark red strip around light red circular disk 
methane hydrate in Fig.2. This whole is then surrounded by 
CO2 liquid. It is believed that the CO2/CH4 exchange process 
will be faster due to higher diffusivity of CO2 in water and 
water in hydrate but all depends on the initial nucleation of 
CO2 hydrate on CO2 and water interface which is a very slow 
process. Therefore, four small regions of nucleation as CO2 
hydrate of size 1Å×1Å are considered on the water and CO2 
interface before running the simulation to let the things 
happen. These points are highlighted with white circles in 
Fig.2. The size of system is (150Å×150Å) with diameter of 
60Å for circular hydrate. The temperature (276.15 K) and 
pressure (83.0 bar) remain constant in the system. The 
temperature and pressure condition is well inside the stability 
region of the guest molecules. The molar density of CO2 
liquid is calculated using SRK equation of state. Hydrate 
density is calculated using the formulation by Sloan et al. [22]. 

Fig.2  Initial picture of CH4 hydrate, water strip and liquid CO2 
with 150Åx150Å size and a hydrate diameter of 60Å. 

The simulation is run to 15.376 ns. The initial mole fraction 
of methane in hydrate is 0.14 is considered with the 
assumption that all small and large cavities are occupied by 
methane. Fig. 3 shows the initial density profile on the center 
line of the hydrate system passing through the hydrate. Many 
up-coming figures only show the profiles on the center line of 
the 2D-hydrate system passing through hydrate.  
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Fig.3 Density profile at time zero. Points encircled are the 
nucleation points and therefore CO2 hydrate density. 

Methane hydrate initially starts to dissociate into the 
surrounding water. This is due to the driving force in terms of 
the change in chemical potential of methane in liquid phase 
and hydrate phase. This Phenomenon can be seen in Fig.4.  

Fig.4. Phase Field parameter profile showing initial methane 
hydrate dissociation. 

The CO2 starts penetrating into the methane hydrate as 
some empty spaces into the hydrate cavities are now available 
after some amount of methane has been released into the 
liquid phase. CO2 is assumed to only enter the large cavities 
of structure I due to its size. In Fig.5 both phase field 
parameter and CO2 profiles are plotted to exactly see the 
growth of CO2 in hydrate.  

Fig.5. CO2 growth in methane hydrate at 2.5 ns. 

Fig.6. Methane drop inside hydrate and increase in surrounding 
with time. 

Fig.6. shows the initial drop in methane concentration in 
hydrate. This is exactly can be seen in the methane flux profile 
in Fig.7. where dissolution rate drops quickly in first very few 
nano seconds.  

Fig.7. Methane dissolution rate. 

To calculate the movement of methane from solid phase to 
liquid, the velocity on the interface is determined by tracking 
the  values which is used to calculate the dissociation rate 
until 15.376 ns using the following equation from Sloan et al. 
[22]: 

. 

where  is the dissociation rate (moles/m
2
s),  is hydrate 

radius shrinkage rate (m/s),  is density of hydrate 

(kg/m
3
),  is molar weight of the guest (kg/moles) and  is 

Hydrate number. The initial value of flux was high due to the 
initial relaxation of a system into a physically realistic 
interface.   

Further, we give a figure (Fig.8) showing the mole fractions 
of methane and CO2 simultaneously. The figure shows mole 
fractions of both guests starts from the center to the wall of the 
system. Mole fractions of guests are given on three simulation 
times til 2.5 ns.  
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Fig.8. Methane and CO2 Mole fractions. 

All these evidently shows that CO2 grows inside hydrate 
and the difference in chemical potentials inside and outside 
hydrate is the driving force while in similar way methane 
releases and leaving space for CO2.  

Fig.9. shows direction arrows of velocity using velocity 
data in horizontal and vertical directions. The molecule 
movement outside the hydrate and towards the hydrate is 
clearly visible. 

  
Fig.9. Direction arrows of flow at 2.5 ns.

The hydrate size is reduced because of methane dissociation 
until 2.5 nano seconds and then it start increasing till 12.57 ns 
due to reformation with CO2 penetration. This phenomenon is 
best explained by assistance of Fig.10, which illustrates the 
reformation process of CO2 hydrate, where the kinetics of the 
liquid CO2 from its liquid phase transformation to solid phase 
at different stages is plotted.  

Fig.10. Hydrate reformation after initial dissociation due to CO2 

penetration starting after 2.5 ns till 12.57 ns. 

At the same time that is after 12.57 ns methane mole 
fraction also drops (see Fig.11) which initially was 0.14.  

Fig.11. Methane mole fraction after 12.57 ns, drop in methane 
mole fraction is visible inside hydrate and increase elsewhere. 

The in-out molecule movement is still continuing after 
12.57 ns. A significant activity on the interface can still be 
observed. This can be observed by Fig.12 as well.  

Fig.12. Flow profile after 12.57 ns, after full possible exchange. 

The density profile is also transformed and after 12.57 ns 
the density of CO2 liquid drop as methane has penetrated and 
may have free gas in few places. This can be seen in Fig.13 
and 14. 

Fig.13. Density profile after 12.57 ns, CO2 density in liquid drops 
as methane has released after dissociation.
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Fig.14. Density profile on whole 2D plane after 12.57 ns. 

The increase of CO2 concentration inside hydrate is visible 
through Fig.15. The CO2 concentration is plotted along with 
Phase field parameter. 

Fig.15. Combine plot of CO2 concentration and phase field 
parameter to see the hydrate reformation due to CO2 penetration in 
hydrate. 

The area encircled clearly shows the growth of CO2 
concentration inside hydrate and after 12.57 ns nearly 90 % of 
large cavities are filled with CO2. The hydrate at this time is 
not in stable condition and right after this time the hydrate 
starts dissociating again and in the matter of less than 3 ns the 
hydrate completely dissociates. The reason is the very low 
mole fraction of CO2 on the interface and access water. The 
CO2 exists in the range 0.3% to 0.8 % in water. Methane is 
even lower and is in the range of 0.1 % to 0.3 %. The 
corresponding chemical potential of CO2 in aqueous in the 
interface is from -3.2646E+04 j/mol to -3.4226E+04 j/mol 
respectively. On the other hand the mole fraction of CO2 
inside the hydrate has raised up to 0.108 which means the 
chemical potential of CO2 in hydrate is -3.18450E+04 j/mol 
which is quite high then the chemical potential of CO2 in 
aqueous in the interface. This difference of free energy 
triggers the dissociation of hydrate. Fig. 16 gives a comparison 
of mole fractions of CO2 and water at 12.57 ns.  

    Fig.16. Water and CO2 mole fraction comparison after 12.57 ns. 

The encircled regions shows a clearly that CO2 is very low 
in the interface in comparison to water. The methane is also 
very low in the same region as can be observed in Fig. 10. 
Once the dissociation starts the CO2 remain low as 
dissociation results more water and little CO2 to add in the 
interface. Fig. 17 clearly shows an even more drop in CO2 in 
interface after a very small time. 

    Fig. 17. CO2 mole fraction comparison 12.57 ns and 12.583 ns. 

The encircled region is zoomed to clearly show the decrease 
in CO2 mole fraction in interface. On the other hand the water 
content grows more with time as suggested by Fig. 18.

Fig. 18. Water mole fraction comparison 12.57 ns and 12.583 ns. 

Again, the encircled region is zoomed to explain the growth 
of water on interface. This means that with time the CO2 
drops and the water grows even more in interface and hence 
dissociation fasts with each passing time. That’s the reason 
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why it results in a very rapid dissociation of the whole 
hydrate. For instance, the phase field parameter profiles are 
shown in Fig. 19 at 12.57 ns and 12.796 ns to show the rapid 
dissociation process. 

  
Fig. 19. Phase parameter comparison 12.57 ns and 12.769 ns. 

The whole hydrate dissociates at 15.376 ns and phase parameter 
profile shows it in Fig. 20. 

Fig. 20. Phase parameter at 15.376 ns showing full dissociation. 

The CO2 and methane mole fractions are now very low in 
the previous hydrate region as expected, see Fig 21 and 
Fig.22. 

Fig.21. CO2 mole fraction after full dissociation.

Fig.22. Methane mole fraction after full dissociation.

Phase field simulation with more appropriate description of 
thermodynamic model as well hydrodynamic [9] has been 
applied to model the exchange of CH4 with CO2 from natural 
gas hydrate at more realistic conditions corresponding to 
hydrates reservoir then in [14]. The data attained is useful in 
the modeling and optimization for the production of methane 
from hydrate reservoir as well as sequestration of CO2. As 
expected it was observed that the mole fraction of CO2 in the 
hydrate phase increases, while that of CH4 decreases with 
increasing time. It is also observed that the insertion of water 
band around methane hydrate speeds up the exchange process 
and hence CO2 hydrate reformation.  After almost a 90 % 
exchange of CO2 with methane in large cavities the hydrate 
starts dissociating due to very low CO2 concentration in 
interface and high CO2 concentration inside the hydrate. The 
CO2 amount kept dropping during the dissociation and water 
kept rising on the interface which makes the dissociation very 
fast and in less than 3 ns the hydrates dissociates completely. 
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a  b s  t  r  a  c t

Most hydrate that forms or dissociates  are  in  situations  of constant  non-equilibrium.  This is  due  to  the

boundary conditions  and  Gibbs  Phase rule. At a  minimum  this leaves  a  hydrate  with two adsorbed phases

in addition to hydrate and fluids. One adsorbed phase is  governed  by the  mineral  surfaces  and the other  by

the hydrate  surface. With pressure  and  temperature  defined  by  local conditions, hydrate  formation will

never be able  to  reach any  state  of equilibrium.  The kinetics  of hydrate  formation  and dissociation  are  a

complex function of  competing phase  transitions. This requires kinetic  theories that  include  minimization

of free  energy under  constraints of  mass  and  energy  transport.  Since  phase transitions  also change density,

further constraints are  given  by  fluid  dynamics. In  this  work,  we  describe  a new  approach  for non-

equilibrium theory  of  hydrates  together  with a Phase  Field Theory for  simulation  of  phase transition

kinetics. We  choose  a three component system of  water,  methane and carbon dioxide  for illustration.

Conversion of  methane hydrate into  carbon dioxide  hydrate  is  a  win–win situation  of  energy  production

combined with safe long  term  storage of  carbon dioxide. Carbon  dioxide  is  able  to induce  and  proceed

with a  solid-state  exchange,  but is slow due  to mass  transport limitations.  A faster process is  the  formation

of new  hydrate from injected carbon  dioxide  and  residual pore water.  This  formation  releases  substantial

heat. This  assists  in  dissociating  in  situ  methane  hydrate,  making  the  conversion progress  substantially

faster, because heat transport is  very  rapid  in these systems. But conversion  of  liquid  water  into  carbon

dioxide hydrate,  in  the  vicinity of  the  hydrate core will  increase  temperatures  to  some  portions  of  the

surface. The  dissociating  regions  of  the methane hydrate  core  will  show  a local decrease  in temperature,

due to extraction of  heat for methane hydrate dissociation  from  surroundings. Another reason for heat

transport implementation  is  that regions of  the  system  that contains  non-polar  gas phase will  have  low

heat conductivity  and  low heat convection.  At  this stage we  apply  a simplified  heat transport model

in which “lumped”  efficient  heat  conductivity is used. We  illustrate  the  theory on the conversion of

methane hydrate to  mix  methane–carbon dioxide  hydrate using three initial hydrate sizes:  150 Å × 150 Å,

500 Å × 500 Å and 5000 Å  × 5000 Å. The  hydrate  cores used are spherical because  it makes  it easier to

illustrate the  impact of  curvature.  Symmetrical  aspects simplifies  the dependency  to  a  two dimensional

problem  – although there are no  such limitations  in  theory. The  mineral  surfaces are considered  to  be

water wetting  in these examples.  It was  observed that the  smaller sizes convert  to  a  more  unstable  mix

hydrate for some  periods of  the simulation  time,  during  which  there were significant  losses  of  the  initial

methane hydrate core.  These  instabilities  are caused by  local under saturated  fluid  phases around the

hydrate core. Eventually  a  steady state progress  was  observed.  The  largest size system appeared to  reach

a steady  state situation  comparable  faster  than the  two  smaller  systems.

© 2014  Elsevier  Ltd.  All rights reserved.

1. Introduction

Natural gas hydrates are icelike crystalline compounds in which

water serves as a host for different small non polar, or slightly polar,

∗ Corresponding author. Tel.: +47 55583310; fax: +47  55583380.
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guest molecules. Industrial hydrate problems are mostly related to

two of these structures, structure I  and  II, that forms hydrates with

hydrocarbons up to butanes. In this work, we focus on hydrates

of methane, carbon dioxide and mixtures of these. These compo-

nents form structure I hydrates. The lowest symmetrical unit of

this is a cubic cell with almost constant (Kvamme and Tanaka,

1995; Shpakov et al., 1997, 1998)  average side lengths 12.01 Å

for the region of industrial interest (above −70 ◦C)  and natural

http://dx.doi.org/10.1016/j.ijggc.2014.08.003

1750-5836/© 2014 Elsevier Ltd. All  rights reserved.
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conditions on earth. Inside this unit crystal there are 46 water

molecules constituting 6 large cavities and 2 small cavities. The

large cavities are made from 24 water molecules arranged into the

formation of 2 hexagonal faces and  the rest as pentagonal faces.

The small cavities are made from 20 water molecules forming pen-

tagonal faces. Macroscopically, hydrates both look similar to ice

and share some important properties of. An  important distinction,

however, is that hydrates can form also at temperatures above

0 ◦C depending on pressure. Another distinction from ice is the

multi-component nature of the hydrate and its interaction with

other phases. Hydrate formation from methane and water can hap-

pen in a number of ways. The most commonly discussed hydrate

formation is on the interface between hydrate former phase and

water (Kvamme  and Tanaka, 1995), for  which numerous exper-

imental data are available (see  for  instance Koh and  Sloan for  a

compilation (Koh and Sloan, 2008)). But hydrate can also form

dissolved hydrate formers in water (Kvamme, 2002, 2003). The-

oretically, hydrate can also form water dissolved in hydrate former

phase (Kvamme  et al., 2013a). Although more complete studies are

needed to reveal whether that is realistic in view of  mass trans-

port limitations. Phase Field Theory is one theoretical method for

investigating this (Qasim et  al., 2011; Kvamme  et  al., 2004a, 2007,

2009, 2012a,b; Svandal, 2006; Tegze and Gránásy, 2005; Tegze

et al., 2007). In addition, mineral surfaces will serve as adsorp-

tion sites for water as well as hydrate formers (Kvamme  et  al.,

2012b; Cuong et al., 2012a,b). For the simplest case of one hydrate

former this can give rise to at least  three different hydrate for-

mation cases: (1) water and hydrate former, both from adsorbed

phase, form hydrate, (2) adsorbed water and  hydrate fluid forms

hydrate and (3) adsorbed hydrate former and  water from fluid

phase forms hydrate. It should be mentioned that the first lay-

ers of adsorbed water might have too low chemical potential to

form hydrate, but few (2–4) water molecules outside will have

chemical potentials suitable for hydrate formation (Kvamme  et  al.,

2012b). If we sum up all phases for distribution of the two com-

ponents methane and water it is easy to verify that these systems

can generally not reach equilibrium (Gibbs’s phase rule) in indus-

trial situations or in nature, where pressure and  temperature are

normally given locally. Going even a step further in the analysis, it

is also apparent that hydrates formed from different phases will

result in different free energies. This can be visualized through

Eq. (A.29) in the next section, in which the canonical partition

function for the each cavity contains the chemical potential of the

molecule inside that cavity (Kvamme  and Tanaka, 1995),  which at

equilibrium would have to be equal to the chemical potential of

the same molecule in the coexisting phase it came from. So even if

the total system cannot reach equilibrium, the equality of chemical

potentials at the (unreachable) asymptotic limit of equilibrium, are

still driving forces during a  process of hydrate formation. This will

have impact on the hydrate filling and corresponding hydrate free

energy.

In view of the above hydrate formation or dissociation, kinetics

are very complex and not constantly going in one direction. Even

if free energy change is negative and  sufficiently negative to over-

come the work involved in pushing the surrounding to give space

for the growing hydrate, there could be gradients in free energy

that involves positive free energy change. As an  example consider

formation of hydrate on a methane/pure water interface. After

the hydrate has reached some thickness, the transport limitations

through the hydrate film become substantial. If the initial water is

pure, then hydrate will dissociate (Kvamme, 2002, 2003; Kvamme

and Kuznetsova, 2004) again until a concentration of methane is in

quasi equilibrium with the hydrate film. Similarly, on the methane

side of the interface, in which the water content of the gas will be

controlled by the chemical potential of water in hydrate (Kvamme

et al., 2013a).

Injection of carbon dioxide into methane hydrate will lead to

conversion of the in situ methane hydrate into a mixed hydrate

in which carbon dioxide dominates occupation of the large cavi-

ties and methane fills some of the small cavities. The conversion is

governed by  two  main mechanisms. Formation of  new carbon diox-

ide from residual liquid water in the porous media releases heat

that contributes to dissociation of surrounding methane hydrate.

A second mechanism is direct solid-state exchange, which is sub-

stantially slower (Lee et al., 2003; Kuznetsova et al., 2012). This

hydrate exchange is also feasible with injection of carbon dioxide

and nitrogen mixtures as also demonstrated in a field pilot in Prud-

hoe Bay in the winter of 2012. Not all the result from this  pilot

has been published yet; although press release from Department

of Energy states that the test was successful. The  NETL web-page

is continuously updated (National Energy Technology Laboratory,

2013).

In  this work we discuss extension of the Phase Field Theory

(Qasim et al., 2011; Kvamme  et al., 2004a, 2007, 2009, 2012a,b;

Svandal, 2006; Tegze and  Gránásy, 2005; Tegze et al., 2007) to

include hydrodynamics and heat transport. The  first is needed

if the dissociation of hydrate is more rapid than the solution of

released methane into the surrounding water, so that methane

bubbles form and affect the phase transition kinetics. Heat trans-

port by  hydrate dissociation is normally 2–3 orders of magnitude

faster than mass transport in liquid water/hydrate system (Qasim

et al., 2011; Kvamme  et al., 2004a, 2007, 2009, 2012a,b; Svandal,

2006; Tegze and Gránásy, 2005; Tegze et al., 2007).  Heat transport

will, however, be slow though gas layers or gas bubbles. Implicit

heat transport is obviously needed is the case where formation

of new hydrate contributed to dissociation of original methane

hydrate. For the fluid phases extensions to regions outside of equi-

librium is quite trivial and the equations are given in Appendix

1 along with the equilibrium description for hydrate. The reason

that these equations are included here are the use of chemical

potentials and absolute thermodynamics (ideal gas as reference for

all components in all phases). This is the most convenient choice

sine it will avoid any need for shifting reference state during the

free energy minimization which implicit in the Phase Field The-

ory (PFT) (Section 2). The extension of hydrate thermodynamics to

outside equilibrium in all independent variable are accomplished

using first order Taylor expansions as  explained in Appendix 2. The

reason these equations are included here is that the mole-fraction

conservation is implicit in the PFT model and that gradients in all

mole-fractions are treated as independent in the thermodynamic

description. The  PFT theory is described in Section 2  and examples

of conversion of methane hydrate into carbon dioxide is used to

illustrate the theory.

2. Phase Field Theory model

Generally the phase transition in a system follows two well

defined physical processes, nucleation and growth. In addition

some hydrate phase transitions shows a delay in the onset of

massive growth, which is normally denoted as induction time.

Nucleation is the unstable stage in which there is a competition

of the free energy gain by the phase transition and the penalty

of pushing old phases away in order to give room for  the new

phase. In this stage nuclei grow and decay as  a function of differ-

ent processes which induces some randomness to the system, like

for instance diffusional transport of mass which by  nature contain

randomness element in direction versus location and orientations

of growing nuclei. Within PFT modeling this is handled by  subtrac-

ting the thermodynamic limits of the initial and final phase(s) from

the free energy and adding a voice term which incorporates the

impact on the system from the outside boundaries. See Gránásy
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et al. (2003) and Svandal (2006) for more details on the nuclea-

tion modeling and corresponding parameters applied. The  hydrate

phase transitions described by Svandal (2006) (and papers included

in the thesis) were homogenous hydrate growth from dissolved

CO2 in water. These systems were found to be  essentially mass

transport controlled due to fast heat transport through the liq-

uid water phase. Critical nuclei diameter was found to be in the

order of 2.5–3.0 nm,  depending on thermodynamic driving force.

Corresponding nucleation time is fast  (nano to femtosecond) com-

pared to a macro scale. Heterogeneous hydrate formation on the

interface between a separate CO2 phase and water will quickly

nucleate a hydrate film that gradually grows slower and  slower

as mass transport through the hydrate film will strongly limit the

support of building materials for continued hydrate growth. For

methane above water at 83 bar and  4 ◦C  this results in an induc-

tion time of close to 100 h (Kvamme  et al., 2007). In  this  case the

induction is caused by migration of methane along the plastic wall

(CH4 wettening) of the experimental compartment as well as rear-

rangements on the hydrate surfaces as  dictated by  the first and

second laws of thermodynamics when free mass is not  available.

I.e., larger and more stable hydrate regions consume regions of

higher free energy. The phenomena is in this sense very similar

to observation in glass cells (water wettening) with water and dif-

ferent hydrocarbons (most studies with methane) as  illustrated by

numerous photographs of Makogan’s book (Makogan, 1997). The

systems studied in this work are totally different than any  of these

systems. The interface between an initial hydrate core and  CO2 liq-

uid is in direct contact and the first few time steps rearrange the

initial systems into an interface of gradual structure between fluid

and hydrate of close to 1  nm thickness. Within these few time steps

also regions of CO2 hydrate establishes and practically the nuclea-

tion is within 1 ns needed to reconfigure the starting configuration

(i.e., establishing an smooth interface from an  initial sharp inter-

face). This is also logical in the sense that building materials (water

and CO2) are readily available and in direct contact.

The effects of non-equilibrium thermodynamics on phase tran-

sition are incorporated by  implementing the thermodynamic

model implicitly into Phase Field simulation. The  hydrodynamics

effects and variable density were incorporated in a three compo-

nents Phase Field Theory by  Kvamme  et  al. (2004b) and Conti (2000)

through implicit integration of Navier–Stokes equation following

the approach of Qasim et  al. (2011). The basic phase field model for

two components is described/used by Wheeler et  al. (1992) and

other references (Gránásy et  al., 2002, 2003, 2004; Tegze et  al.,

2006; Gránásy and Pusztai, 2002)  and  other references therein.

The Phase Field Theory for  three components is a straightforward

extension of the basic theoretical model. The phase field parame-

ter � is an order parameter describing the phase of the system as a

function of spatial and time coordinates. The  phase field parameter

� is allowed to vary continuously from 0  to 1 on the range from

solid to liquid.

The solid-state is represented by the hydrate and  the liquid state

represents fluid and aqueous phase. The solidification of  hydrate is

described in terms of the scalar phase field �(x1,  x2,  x3) where x1,  x2,

x3 represents the molar fractions of CH4,  CO2 and H2O respectively

with obvious constraint on conservation of mass
∑3

i=1
xi = 1.  The

field � is a structural order parameter assuming the values � =  0  in

the solid and � = 1 in the liquid (Svandal, 2006). Intermediate values

correspond to the interface between the two phases. The starting

point of the three component phase field model is a free energy

functional (Conti, 2000),

F =
∫

dr-

⎛
⎝ε2

�

2
T(∇�)2 +

3∑
i,j=1

ε2
xi,j

4
T�(xi∇xj − xj∇xi)

2 + fbulk(�, x1, x2, x3, T)

⎞
⎠ (1)

which is an integration over the system volume, while the sub-

scripts i, j  represents the three components, � is molar density

depending on relative compositions, phase and flow. The bulk free

energy density described as:

fbulk = WTg(�) + (1 − p(�))fS(x1, x2, x3, T) + p(�)fL(x1, x2, x3, T)

(2)

The phase field parameter switches on and off the solid

and liquid contributions fS and fL through the function

p(�) =  �3(10 −  15�  +  6�2), and  note that p(0) =  0  and  p(1) = 1.

This function was derived from density functional theory studies

of binary alloys and has been adopted also for our system of

hydrate phase transitions. It might be modified by  fitting profiles

for hydrate/fluid interfaces derived from molecular simulations,

but for the time being the profile is sufficiently representative.

The binary alloys are normally treated as ideal solutions. The free

energy densities of solid and liquid is given by

fbulk = WTg(�) + (1 − p(�))fS(x1, x2, x3, T) + p(�)fL(x1, x2, x3, T)

(3)

fs = GH�H
m (4)

fL = GL�L
m (5)

where the expressions for the free energy of  hydrate in super-

saturated (or undersaturated) states as functions of different

thermodynamic variables are given through Eqs. (A.33)–(A.67) and

the free energies of fluids are described in the first part of the paper

from some fluid states and  in references (Svandal et al., 2006b;

Kvamme  et  al., 2004b; Wheeler et al., 1992; Gránásy et al., 2003)

for other states. The details of densities �hyd
m and �L

m can be found in

Qasim et al. (2011). Also note that a possible phase transition will

only proceed unconditionally if the free energy change is negative,

and more negative than the interface free energy barrier imposed

by the interface work needed to  give space for  the new phase, and

also all  gradient in free energies results in negative free energy

changes for the phase transition. Practically this latter condition

implies that the system is supersaturated with respect to gradients

of free energies in all thermodynamically independent variables for

the system. If  one or  more gradients results in positive free energies

and the phase transition will compete with other phase transitions.

The function g(�) = �2(1 −  �2)/4 ensures a double well form of

the fbulk with a free energy scale W = (1 − (xi/vm))WA + (xi/vm)WB

with g(0) = g(1) =  0, where vm is the average molar volume of water.

In order to derive a kinetic model we assume that the system

evolves in time so that its total free energy decreases monotoni-

cally (Svandal et al., 2006b; Kvamme  et al., 2004b; Wheeler et  al.,

1992).

The  usual equations of motion are supplemented with appro-

priate convection terms as  explained by  Tegze and  Gránásy (2005)

given that  the phase field is not a conserved quantity, the simplest

form for the time evolution that ensures a minimization of the free

energy is:

∂�

∂t
+  (�v ·  ∇)� = −M�(�, x1, x2,  x3)

ıF

ı�
(6)

∂xi

∂t
+ (�v ·  ∇)xi = ∇ ·

(
Mxi(�, x1, x2, x3)∇ ıF

ıxi

)
(7)
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where �v is the velocity, Mxi = xi(1 − xi)(1/RT)D and M� = (1 −
(xi/vm))MA + (xi/vm)MB are the mobilities associated with coarse-

grained equation of motion which in turn are related to  their

microscopic counter parts. Where D  =  DS + (DL − DS)p(�) is the dif-

fusion coefficient. The details are given elsewhere (Svandal, 2006;

Kvamme  et al., 2004b).

An extended phase field model is formulated to account for the

effect of fluid flow, density change and gravity. This is achieved

by coupling the time evolution with the Navier–Stokes Equations.

The phase and concentration fields associates the hydrodynamic

equation as described by Conti (2001, 2004) and  with Conti and

Fermani (2003).

∂�

∂t
= −�m∇ · �v (8)

�
∂�v
∂t

+ �(�v · ∇)�v = ��g + ∇ · P (9)

Where �g is the gravitational acceleration. �m is the density of

the system in hydrate (�Hyd
m )  and liquid (�L

m). Further

P = � + ˘ (10)

is the generalization of stress tensor (Conti, 2001, 2004; Conti and

Fermani, 2003), � represents non-dissipative part and  ̆ repre-

sents the dissipative part of the stress tensor.

For hydrate formation following water adsorption on  rusty walls

(Cuong et al., 2012a,b), heat transport is very fast compared to

mass transport and not likely to have  any significant rate limiting

impact on the kinetic rates. Formation of  hydrates inside bulk CO2

(or inside CO2/CH4 fluid) heat transport rates may  have an impact.

For these cases we have, so far, extended our PFT code according to

a simplified scheme as described below.

First consider the general thermodynamic relationship:

dH =
(

∂H

∂T

)
P,�x

dT +
(

V − T

[
∂V

∂T

]
P,�x

)
dp  (11)

where the molar volume V,  as well as the gradient of molar volume

with respect to T, is very small for solids and condensed phases. The

latter term is also exactly zero for ideal gas. So except for regions

of high pressure gas the latter term is normally negligible. So for

simplicity and, also considering other uncertainties which will be

described below, the latter term is omitted as  an approximation.

Strictly speaking, it is not necessary since the volumetric terms are

readily available from the solution of the equation of state used.

The correction could be estimated but the latter term implies cou-

plings to Navier–Stokes that would  require some modifications in

the integration algorithm.

The two primary contributions to heat transport are conduction

and convection. For the systems that we consider the conduction

term is the dominating one. A common approximation in hydrate

modeling, as well as in interpretation of experimental data, is

therefore to lump both these contributions into an “apparent” con-

ductivity. Accordingly:

Q̇ = kA �T (12)

Where k is the “apparent” heat conductivity, A is the area for

the heat transport and �T is the temperature difference. In  the

integrations of Eqs. (11) and  (12), the 2  or 3  dimensional space in

consideration is discretized into grid blocks. For each grid block the

total molar enthalpy can be written as:

Hi = (1 − ϕi)HS,i(T, P, �xS,i) + ϕiHL,i(T, P, �xL,i)  (13)

where subscript i is the index for  grid block number and subscripts

S and L denote hydrate and  fluid respectively. These enthalpies

are readily available from the individual thermodynamic models

involved but  are more conveniently evaluated directly from the

free energy of  each grid  block using Eq. (1). From the first law of

thermodynamics and  combining Eqs. (11) and (12) we arrive at the

simple result:(
�H

�t

)
i
= kiAi �Ti (14)

In discretized form for  a chosen time step of the integration,

�t, and  corresponding changes in enthalpy and temperature over

a time step of progress. Ai is trivially given by the geometry of the

grid block system and  the dimensions of  the system (3D or 2D sim-

ulation). We make no rigorous discussion on the most appropriate

form of an average thermal conductivity of each grid block and have

so far implemented the following average value:

ki = (1  − ϕi)kS,i(T, P, �xS,i) + ϕikL,i(T, P, �xL,i) (15)

in which a number of different correlations are available for  gas

mixtures in the fluid part of the latter term. For liquid water, part

of the latter term values is fairly independent of pressure, and  since

solubility of CO2 as  well CH4, is limited liquid water provides a fair

approximation. For thermal conductivity of hydrate in the solid

position of the grid block phase distribution, the value is almost

insensitive to both pressures and compositions of the hydrate. Fixed

values for  kS,i and kL,i are 0.49 W m−1 K−1 and 0.605 W m−1 K−1

respectively (Henriet and Mienert, 1998). Mass transport is not

limited in these systems, as explained in the first part of  this sec-

tion. Eqs. (13)–(15) will induce heterogeneous behavior since there

is randomness in the rate of CO2 hydrate formation around the ini-

tial CH4 hydrate sphere. This randomness occurs during the initial

transition from a sharp interface into a  soft  interface, which already

results in varying amount of CO2 hydrate as function of  surface loca-

tion. Part of this randomness is logical due to randomness in mass

transport and mass rearrangement in creating the interface. But

despite a very high resolution the amount of different phases in

each grid  volume that implies portions of initial CH4 hydrate will

vary locally around the hydrate core. But even if the hydrate core

already had liquid water in between the CH4 hydrate and  CO2 het-

erogeneous behavior would occur due to randomness in diffusional

transport of  water and CO2 in the two directions, and  corresponding

variation in water/CO2 ratio between different volume elements.

As a consequence the amount of new CO2 hydrate formed will vary

with location.

3. Results

For hydrate inside water wetting mineral pore, hydrate will fill

the inside of the pore and  liquid water will surround the hydrate

core. Injection of CO2 into the pore will first displace some of  the

water surrounding the hydrate because the minerals will normally

have a higher thermodynamic benefit from the water than the

hydrate. But this depends, of course, on the wetting properties of

the minerals. As an  example, water adsorbed on  hematite may  have

chemical potentials of 2–4 kJ/mole lower than liquid water under

the same conditions (Kvamme  et al., 2012b). If the mineral sur-

face is CO2 wetting, the larger portions of the in situ liquid water

will surround the hydrate core in the pore. In this case,  in situ free

gas (if  existing) will partly dissolve in the injected CO2. The rate of

dissolution depends on dissolution kinetic rates  compared to flow

dynamics and  rates of CO2 conversion into hydrate. The relative

proportions of water surrounding the hydrate core independent

on several additional factors. In the example used here to illustrate

the theory, we have made one choice in which the mineral surfaces

are water wetting. The degree of water wetting is not important

for these examples since we focus on the exchange process on

the hydrate core. Water wetting and  possible impact on hydrate

nucleation on growth can be included in terms of limits of chemical
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Fig. 1. Initial snap shot of density (mol/m3)  profile shows the initial distribution

of  phases and components for (150 Å × 150 Å) system; red disk in  the center is CH4

hydrate core, water regions are represented by maroon color, dark blue  region is

methane and rest is CO2, similar distribution for other two 2D systems. (For  inter-

pretation of the references to color in  this figure legend, the reader is referred to the

web  version of this article.)

potential of water toward sides of the simulations system assigned

to be mineral sides. For the simulations as  such the only impact

would be that nucleation calculations toward the mineral surfaces

is expected to be longer than the very  fast  nucleation which hap-

pens at the same time period as the interface changes from a  sharp

interface to a smooth interface. It is absolutely feasible to introduce

that along the lines described by Kvamme  et  al.  (2007) with addi-

tional data on chemical potential of  adsorbed water as described

by Kvamme  et al. (2012b) and (Cuong et  al., 2012a,b) for calcite.

With simulations on nano to micro scale in volume, it  might be

useful to investigate impact of size, at least to the level possible

within reasonable simulation times. But  also for  the reason of sizes

of CO2 reservoirs relative to size of initial core and correspond-

ing impact of changes in surrounding. Therefore, we  investigate

three different system sizes. The  phenomena that we aim to inves-

tigate here is essentially one or maximum 2  dimensions in terms

of kinetic dependency; at least for the simple crystal morphology

that we use in our examples. In order to save CPU time, simulations

are conducted in 2D. However, there are no constraints to this in

the theory or the PFT code. As mentioned, there are two  primary

mechanisms involved in the conversion of methane hydrate into

a mixed hydrate of carbon dioxide and methane in which some

methane will occupy the small cavities. As an approximation we

neglect filling of carbon dioxide in the small cavities since it is cur-

rently uncertain if this will be significant for  rapid phase transitions

in a dynamic reservoir flow  environment.

The three 2D system sizes representing the sample pores sizes

are 150 Å × 150 Å, 500 Å ×  500 Å  and  5000 Å  × 5000 Å.  The initial

hydrate size varies in different systems, but all  are disks in shape

right at the center of the 2D systems. The radius of hydrate disk

is 28 Å in smallest system, in slightly bigger system the radius is

114 Å and for the biggest system the radius is 1136 Å.  The initial

pure methane saturation is approximately 20%  of the pore area.

Small portions of water saturations are introduced around hydrate

and as layers near the walls as  illustrated in Fig. 1. This water is more

or less the minimum interface thickness between liquid water and

hydrate. The rest of the area is filled with injected CO2 in pore. The

initial distribution of components and phases are explained in Fig. 1.

Fig.  2. CO2 filling in hydrate while curve of  methane mole fraction shows dissocia-

tion  of methane, phase parameter curve to indicate hydrate and fluid phases.

Set-up for the smallest 2D system is illustrated in Fig. 1 for initial

distribution of phases. This distribution is based on average liquid

water saturation, free gas saturation and hydrate saturation of a

real reservoir. The  specific arrangement of initial phases is just an

example and  used for the purpose of illustrating the theory. Dif-

ferent set-ups will be investigated in subsequent papers. The  same

initial relative distribution of  phases is also used for the larger sys-

tems. The model pore is a square shape of size 150 Å ×  150 Å  in

Fig. 1 and sI  structure hydrate is represented by circular region in

red color right in center of the pore. The  water saturation is rep-

resented with maroon color around hydrate in addition to the two

strips adjacent to the walls. The upper blue strip is the methane sat-

uration which is supposedly moved up by the injected CO2 from its

original position around the hydrate. The rest of the region shows

the injected CO2. The  pressure is kept constant at 83 bar and the

initial temperature is uniform and  277.15 K.

The CO2–CH4 molecular exchange process is driven by  the lower

energy state of CO2 as the guest molecule in sI gas hydrate struc-

tures versus CH4. This results in more favorable thermodynamics

conditions of formation for  the pure CO2 versus pure CH4 hydrates

over large regions of pressures and  temperatures. Mixed hydrate,

in which CO2 dominates occupation of large cavities and CH4 dom-

inates occupation of small cavities, is more stable at all  conditions

of temperature and pressure. The  initial process is fast  since that

mechanism is dominated by  rapid new formation of hydrate from

the CO2 and associated release of heat for dissociation of CH4

hydrate. At  later time  for instance after 3  ns the simulation results

clearly show as  in Fig. 2 that the exchange process has started due

to the favorable thermodynamics for CO2 versus CH4 hydrates.

CO2 can penetrate in both small and  large cages (Cuong et al.,

2012b) but as  mentioned before filling of CO2 in the small cavities

is ignored in this work. The  large cavities are in 3:1 ratio with small

cavities and  therefore theoretically speaking 75% of methane can

be replaced with CO2 within the approximation of no  CO2 filling in

small cavities. All the curves in Fig. 2,  and  in coming figures, show

variation in parameters on the line starting from the boundary of

the 2D geometry in Fig. 1 adjacent to blue methane region to  the

opposite boundary passing through the center of  hydrate. This will

show the variation in parameters in the pore with a  single curve.

The CO2,  CH4 concentrations and phase field curves in Fig. 2  show

that CO2 has converted the interface water layer into hydrate and

created a new interface dominated by CO2 in favor of CH4 with

water and then started the (slow) solid-state conversion of the CH4

hydrate core. The phase parameter, represented by the third curve

in Fig. 2 is drawn here to show precisely the changes in mole fraction

of CO2 and CH4 inside hydrate. The exchange will continue until
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Fig. 3. CO2 mole fraction in entire system after 3 ns, CO2 starts to  accumulate in outer

regions of initial hydrate core forming mix  hydrate in early stage of simulation time,

few  gaps are due to the dissociation of  CH4. The dark blue region adjacent to the wall

and  top of the system is showing the negligibly small amount of  CO2 concentration.

(For  interpretation of the references to color in  this figure legend, the reader is

referred to the web  version of this article.)

almost all the methane in  large cavities is exchanged with CO2. The

CO2 sequestration in the entire pore can better be seen with the

help of Fig. 3.

The encircled region in Fig. 3 shows one of the gaps in the CO2

accumulation at the interface which is typically an escape region

for dissociating methane mainly from the large cavities of hydrate.

Other small gaps of hydrate dissociation can also be observed in

Fig. 3. The formation of hydrate is an exothermic process and there-

fore results an increase in temperature in the hydrate formation

area. The dissociation extracts heat since is an  endothermic process.

This is also observed in the temperature profile around the core, in

which there are regions of increased temperature for formation of

CO2 hydrate. There are also regions of reduced temperature where

hydrate dissociation extracts heat from the surroundings, as illus-

trated in Fig. 4. The encircled region in Fig. 4  is indicating one of the

hydrate dissociating regions.

The average temperature changes as plotted in Fig. 5 illustrates

that some heat for dissociation of the outer layers is even generated

from the core after a larger temperature drop outside the encircled

area in Fig. 4 have created a negative heat gradient in those regions

and the inner parts of the core has  cooled down slightly.

The temperature curve in Fig. 5  is again on the line starting

from one wall to another passing through the center of hydrate. If

the surrounding fluid is incapable of diluting the released methane

within the time window of simulation time then methane will exist

as a free gas near the interface. Note that  the two components

CH4 and CO2 are mutually soluble at these conditions according

to the thermodynamics, but  there are constraints on the solubil-

ity kinetics in terms of diffusivities compared to the impact of

Navier–Stokes on the local variations in densities. The  existence of

free CH4 dominated gas bubbles from released CH4 can be observed

in this example as shown in Fig. 6. A  few regions of  free gas are par-

ticularly expressed by encircling them within the fluid phase in

Fig. 6. The mole fraction of methane in those regions varies in the

range of 0.53–0.65.

The density of free gas increases with time proportional to dis-

solution of the released methane into the surrounding CO2. Within

these very small time scales, the dissolution of the CH4 film into the

Fig. 4. Temperature profile in  Kelvin in entire system after 3 ns, increase in tem-

perature in  the regions of  mix  hydrate formation and drops in methane dissociation

regions.

CO2 phase is limited, although relative dissolution rates are similar

to the dissolution of the very small CH4 gas bubbles. In particu-

lar in this specific example after 5.6 ns, most of the large cavities

of hydrate are filled with CO2 and  methane is released into the

surrounding fluids as  illustrated in Fig. 7.

Due to under saturated water in the surrounding of the hydrate,

the mixed hydrate could not be sustained and melted very quickly

in the similar behavior as explained by  Qasim et al. (2012). In  par-

allel, another simulation was also run  on slightly bigger pore size

(500Å ×  500 Å). It has a bigger circular hydrate right in the middle

of planer geometry of pore with radius of 114 Å and bigger methane

strip of 100 Å  of width. As discussed by  Svandal et  al. (2006b) the dif-

fusion is dependent on the curvature of the geometry. The  smaller

the curvature, the slower the diffusion of CO2 into CH4–hydrate.

The bigger system therefore has more widely and  fewer gaps in the

temperature profile at the interface of hydrate Fig. 8.
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Fig. 5. Average temperature variation around and inside the core due to hydrate

formation and dissociation after 3 ns.
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Fig. 6. Snapshot of methane mole fraction in entire system after 3 ns, two of the

regions of methane bubbles from released methane near the interface are encir-

cled.  The bubbles are dynamically dissolving as can be seen from the methane mole

fraction.

The temperature variation shown in Fig. 8  is in the very initial

stages of simulation time when the dissociation of CH4 is rapid due

to the formation of new CO2 hydrate as the primary mechanism.

Also, the original hydrate core is dissociating over substantial por-

tions of the hydrate core. As the time progresses, the dissociation

process slows down due to the slower direct conversion which is

solid-state transport dominated. A more stable mixed hydrate is

gradually forming as illustrated in Fig. 9. Reduction rate of hydrate

has an asymptotic approach and  reached a very low rate after 64 ns.

At this time of the simulation, the size of the mixed hydrate is

smaller than the original core.

At the same time that is after 64 ns the flux of dissociating

methane also become negligibly small as shown in Fig. 10.

The dissolution rate of CH4 presented in Fig. 10  is calculated

using the formulation given by Koh  and Sloan (2008) and used here

in the similar way as by Qasim et al.  (2012). The  mole fraction of CH4

and CO2 given in Fig. 11 clearly suggests that, as per our assumption,

CO2 has occupied only large cavities while CH4 has been disso-

ciated out of them and most of the CH4 is in only small cavities

after 64 ns.

The surrounding fluid of the mix  hydrate is not undersatu-

rated with CO2 in this example, unlike the smallest system, which

Fig.  8. Temperature (K) variation in  initial stage of  simulation, showing increased

in  temperature in  the regions of  mix  hydrate formation and temperature drop in

the  methane dissociating regions.

triggered the dissociation of the mix  hydrate. The filling of CO2 in

large cavities in the whole system can better be seen in Fig. 12.

To illustrate it  further, we present another plot (Fig. 13) to be

able to see the variations in CO2 mole fraction more clearly and

build up  of CO2 mole fraction happening inside hydrate.

The temperature curve after 64 ns is given in Fig. 14. Temper-

ature has increased in the mix  hydrate formation region while

dropped on the interface due to dissociation of  CH4.

The evidences of methane bubble are also very obvious in Fig. 7.

The arrow pointing toward the cloud at some distance around

the hydrate core has many pixels with mole fraction of methane

between 0.53 and 0.65. On the other hand the flow  of methane into

CO2 fluid and CO2 into methane is pretty controlled, symmetric all

over CO2/methane interface and  slow as per  Figs. 12 and 15.

The bigger system (5000Å ×  5000 Å) behaves differently by

achieving a stable mixed hydrate faster. This is illustrated in

Figs. 16 and 17.

The simulation results for the largest system is only available up

to 8.4 ns. Up until this time, only a  partial part of the hydrate large

cavities are filled with CO2. It will take substantial CPU simulation

time to complete the simulation until full  exchange. The rate of  CH4

release, as illustrated in Fig. 17, clearly shows that methane is still

released after 8.4 ns  due to the exchange process in favor of CO2

Fig. 7. Small system. (a) Methane and (b)  carbon dioxide mole fraction in entire system after maximum exchange 5.6 ns (the time of largest mixed hydrate core). Density of

free  gas has also increased.
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Fig. 9. Intermediate system (500Å × 500 Å) system: Radius of circular hydrate and its reduction rate shows convergence to a  stable mixed hydrate as function of time.

occupation of large cavities. But the rate has decreased due to the

slow solid-state exchange mechanism and the system seem to be

entering a stationary slow progress.

The CO2 mole fraction at 8.4 ns is illustrated in Fig. 18. Only a

small portion near interface of hydrate is filled with CO2. The behav-

ior of the variation in temperature is similar to the system of size

(500Å × 500 Å), see Fig. 19. A little jump in temperature, which is

indicated by the arrow in Fig. 19 is on the interface of CO2 and  CH4

fluid phases.

4.  Discussion

The primary goal of this paper has been to illustrate a theoretical

concept for studies of hydrate phase transition kinetics in multi-

phase systems containing hydrate, water, free methane phase and

carbon dioxide phases. The  applied model systems applied are sim-

plified in several ways.  Crystal morphology certainly places a role

in the kinetics in many ways. For instance, varying surface area,

geometrical trapping in inclinements, and  local gradients of free
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curve.
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Fig. 11. CH4 and CO2 mole fraction after 64  ns of  simulation time when the mix

hydrate is stable and dissociation of methane has almost stopped.

Fig. 12. Distribution of the CO2 mole fraction in entire system after 64  ns.

Fig. 13. Profiles for average CO2 mole fraction and phase field parameter in hydrate

after  64 ns (the time when mix  hydrate is very stable). The number of  un-occupied

large  cavities by CO2 increases near to  the center of the hydrate.
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Fig.  14. Average temperature profile in the intermediate system (500Å ×  500 Å).

Temperature (K) curve after 64 ns (the time when the mixed hydrate is very stable).

energies. This can surely be  incorporated as demonstrated though

our earlier publications in the reference list.  A very thin film of  free

water around the hydrate was  applied in all three system sizes used

for illustration here. This is of course easy to vary in order to obtain

a better picture of the two  competing conversion mechanisms. The

formation of new CO2 hydrate will clearly dominate since mass

transport through fluid phases dominates this mechanism, in con-

trast to solid-state conversion. There are two  primary impacts of

solid surfaces. Geometrically inclinements will reduce the mobil-

ity of components in some directions and provide more time for

reorganization and accumulation of hydrate building blocks. This

has been studied in different papers before and is a well known

phenomena. The other important aspect is the adsorption of water

and hydrate formers on mineral surfaces. This can result in different

ways of  creating new hydrate. For instance, from adsorbed guests

and water or  adsorbed water and surrounding guest molecules.

Implementations of solid particles and/or solid walls have been

demonstrated earlier, so the only additional features are inclusion

Fig.  15. Intermediate system. The appearance of methane bubbles with varying

content  of CO2 as visualized by the color code to the right after 64 ns. Also dissolution

into  top  and bottom of the upper methane layer. Periodic boundary condition so

upper  methane plume is in contact with bottom of simulation box.
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Fig. 16. Development of the hydrate core as function of time in the large simulation system (a): radius as function of  time and (b) rate of radius reduction as  function of time.

of thermodynamic properties. This can be accomplished through

combinations of Quantum mechanics and Molecular dynamics sim-

ulations as discussed elsewhere (Kvamme  et al., 2012b; Cuong

et al., 2012b,c,d; Soave, 1972). Adsorbed structures of water on

mineral surfaces, facing outside liquid water, typically cover 3–4

water layer. Therefore, even a simple extrapolation of adsorbed

chemical potentials toward liquid water chemical potentials across

a thickness in the order of 1.2 nm would at least be an  approxi-

mate way of handling this. Of course, similar for adsorbed hydrate

former molecules. The heat transport term is very over simplified,

but over simplified in a similar way as many experimental groups

interpret corresponding data. This was just applied temporarily in

order to illustrate the qualitative features of  possible impact of the

coupled heat transport and phase transition dynamics. More rigor-

ous results will be incorporated in future work along these lines.
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Fig. 17. Estimated methane release rate in the large system as  function of  time.

Similarly, the mixing rules  for heat conductivity. The theory can also

be used for studying other hydrate production methods. Pressure

reduction is fairly straightforward since pressure in the system can

be reduced to any  level. An  additional heat transport term can be

added directly to the heat transport for these directions relevant so

as to imitate heat transport from the surroundings. Similar methods

for studies of thermal stimulation method can be applied. Adding

chemicals can also be included directly into the thermodynamic

properties, either as changes in water properties or as added new

components to the system. In view of possible extensions explained

above, and given that hydrodynamics is already included, pore scale

modeling of permeability and other reservoir flow  properties are

within reach.

Fig. 18. Average CO2 mole fraction in entire system after 8.4 ns as function of  loca-

tion  in  the large simulation system.
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Fig. 19. Average temperature (K) as function of location in  the simulation system

after  8.4 ns for the large simulation system.

5. Conclusion

We  have proposed Phase Field Theory models for studies

of complex hydrate phase transitions. These include competing

phase transitions of hydrate formation and  hydrate dissociation

that is relevant for non-equilibrium hydrate systems encountered

in nature. We  also presented a first  order expansion of non-

thermodynamics for hydrate outside of equilibrium. This, unlike

earlier simplified approximations, makes rigorous extensions to

include fillings of carbon dioxide and methane in all  cavities of

structure I hydrate. The expansion will also be valid for other

hydrate structures, with appropriate modifications of structure

specific characteristics. All thermodynamic properties are calcu-

lated based on absolute thermodynamics (ideal gas reference state)

for consistency across all  possible phase boundaries. There are no

available nanoscales experiments that can be used to verify theo-

retical estimates so different model systems have been applied for

illustrations.

Three sizes of square 2D model systems have been used to illus-

trate the theory, 150 Å  × 150 Å, 500 Å × 500 Å and 5000 Å × 5000 Å.

These systems all consist of an initial spherical core of CH4 hydrate

surrounded by a thin film of liquid water and CO2 outside, with an

additional water along two walls and  a CH4 plume at the top. As

expected, the initial process is fast in all  three systems since it is

dominated by rapid formation of new CO2 hydrate and subsequent

dissociation of CH4 hydrate from released heat. The exchange pro-

cess from CH4 hydrate over to mixed CO2/CH4 hydrate is faster

in the smaller systems than the larger one. This is in accordance

with the results reported by Svandal et  al. (Conti, 2004), which also

showed similar diffusion rate dependency of the curvature of the

initial hydrate core. But the smaller systems lost relatively more

portion of the initial hydrate core before reaching the maximum

mix hydrate core. The smallest system reached almost full exchange

in 5.6 ns. After that the mixed hydrate could not  sustain its stabil-

ity and dissociated completely due to undersaturated surrounding

water. The larger systems, on  other hand, behaved differently. The

slightly larger system (500 Å ×  500 Å) reached exchange after 64 ns

with substantially less loss of hydrate core compared to initial size

hydrate core. After this time, the reduction rate of the hydrate core

was very low, due to the solid-state exchange dominated mecha-

nism at this stage. The resulting mixed hydrate that was  formed

is significantly more stable than  the smallest system. The  largest

system behaves even more promising and the reduction rate very

quickly approaches small rates  characteristic for solid rate trans-

port mechanism.

Strategies for inclusion of mineral surfaces are outlined and  will

be investigated in future studies for theoretical investigation of the

impact of mineral surfaces of hydrate phase transitions. Pore scale

modeling of different reservoir transport parameters is other possi-

ble future directions outlined. Pore scale modeling of permeability

is one specific example of future directions outlined. In a more

general sense, the theory will be useful as basis for development

of more simplified kinetic models for industrial applications and

hydrates in porous media. This is because the theory provides very

detailed information on the possible impacts of the different kinetic

contributions to the overall kinetic rates of hydrate formation and

dissociation in non equilibrium systems.
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Appendix 1. Equilibrium thermodynamics

The theory for  equilibrium thermodynamics is based on revised

adsorption theory due to Kvamme  and Tanaka (1995) and  van der

Waals and Platteeuw (1959). The expression for  chemical potential

of water in hydrate is:

�H
w = �O,H

w −
∑

i

RTvi ln

⎛
⎝1  +

∑
f

hij

⎞
⎠ (A.1)

This equation is derived from the macro canonical ensemble

under the constraints of constant amount of water, corresponding

to an empty lattice of the actual structure. Details of the deriva-

tion are given elsewhere (Kvamme  and Tanaka, 1995) and will not

be repeated here. �O,H
w is the chemical potential for water in an

empty hydrate structure and hij is the cavity partition function of

component j in cavity type  i. The first sum is over  cavity types,

and the second sum is over components j  going into cavity type

i. Here 	i is the number of type i cavities per water molecule. For

hydrate structure I, there are 3 large cavities and 1 small per 23

water molecules, 	l =  3/23 and 	s = 1/23. In the classical use of Eq.

(1), the cavity partition functions are integrated under the assump-

tion that the water molecules are fixed and normally also neglecting

interactions with surrounding guest molecules. This may  be ade-

quate for  small guest molecules with weak interactions. On the

other hand, molecules like CO2 are large enough to have a signif-

icant impact on the librational modes of the water molecules in

the lattice. An  alternative approach (Kvamme  and  Tanaka, 1995) is

to consider the guest movements from the minimum energy posi-

tion in the cavity as a spring, and  evaluate the free energy changes

through samplings of frequencies for different displacements in the

cavity. A molecule like  methane will, as expected, not have signifi-

cant impact on the water movements (Kvamme  and  Tanaka, 1995).

CO2 on the other hand, will change the water chemical potential

by roughly 1  kJ/mol at 0 ◦C when compared to the assumption of

undisturbed fixed water molecules. The  cavity partition function

may thus be written as:

hij = e
ˇ(�H

j
−�ginc

ji
)

(A.2)
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Where �ginc
ji

now is the effect of the inclusion of the guest

molecule j in the cavity of type i,  which as  indicated above is the

minimum interaction energy plus the free energy of the oscillatory

movements from the minimum position. At hydrate equilibrium,

the chemical potential is equal to that  of the chemical potential of

the guest molecule in its original phase (chemical potential of dis-

solved CO2 or CH4 for the case of hydrate formation from aqueous

solution). Eq. (A.2) can be inverted to give the chemical potential

for the guest as a function of the cavity partition function:

�H
j = �ginc

ji + RT ln hij (A.3)

Eq. (A.3) is basically derived from an equilibrium consideration

but may  be used as an approximation for bridging chemical poten-

tial to composition dependency. The  relation between the filling

fraction, the mole fractions and the cavity partition function is:


ji = xji

vi(1 − xT )
= hji

1 +
∑

jhji
(A.4)

Here xT is the total mole fraction of all  the guests. It  is assumed

that CO2 can only fit into the larger cavities, and unless some other

guest molecule is present, the small cavities will then all  be empty.

For a system with only one component occupying the large cavities,

the chemical potential of the guest molecule would be reduced to:

�H
w = �ginc

ji + RT ln

(

ji

1 − 
ji

)
(A.5)

For methane, which can occupy both large and small cavities,

a more cumbersome approach is needed. Initially assuming that

chemical potential of methane in the two cavities is the same. This

gives a proportional relation between the two partition functions

independent on composition:

hml

hms
= e((�ginc

ms −�ginc
ml

)/(RT)) = A  (A.6)

The mole fraction of methane, xm, is the sum of the mole fraction

in each cavity, i.e., large xml and  small xms. The mole fractions are

expressed in terms of the cavity partition function from Eq.  (4):

xms + xml = xm (A.7)

hms

1 + hms
vs + hml

1 + hml + hcl
vl = xm

1  + xT
= B  (A.8)

Here hms, hml and hcl are the cavity partition functions of

methane in small cavities, methane in large cavities and carbon

dioxide in large cavities respectively. The denominator in the sec-

ond term can be expressed in terms of the mole fraction and one of

the partition functions from Eqs. (A.4) and (A.7):

1 + hml + hms (A.9)

The partition function for CO2 using Eq. (A.4) needs to be calcu-

lated as:

xcl

vl(1 − xT )
= hcl

1 + hml + hcl

Rearranging the above equation in term of  hcl gives:

hcl = xcl(1 + hml)

vl(1 − xT ) − xcl

Inserting the value of hcl in Eq. (A.9) which gives constant C:

1 + hml + hcl = (1 + hml)

(
1  + xcl

vl(1 − xT ) − xcl

)
(A.10)

C = 1 + xcl

vl(1 − xT ) − xcl
(A.11)

Using Eqs. (A.6), (A.10) and  (A.11) results:

1 + hml + hcl = (1 + Ahms)C (A.12)

Eq. (A.8) can be  written in terms of single partition function:

hms

1  + hms
vs + Ahms

(1 + Ahms)C
vl = B  (A.13)

Now the Eq.  (A.13) can be reduced to get second order equation:

(vsCA + vlA  − BCA)h2
ms + (vsC  + vlA  − BCA − BC)hms − BC = 0

(A.14)

Eq. (A.14) can be written in the form of second constant:

a1(hms)
2 + a2(hms)  + a3 = 0

a1 = A(vl +  vsC  − BC)

a2 = vsC + Avl − BC(1 + A)

a3 = −BC

(A.15)

A.1. Fluid thermodynamic

The free energy of the fluid phase is assumed to have:

GFluid
L =

∑
r=c,m,w

xr�Fluid
r (A.16)

where �Fluid
r is the chemical potential of the fluid phase. The lower

concentration of water in the fluid phase and  its corresponding

minor importance for the thermodynamics results in the follow-

ing form of water chemical potential with some approximation of

fugacity and  activity coefficient:

�Fluid
w = �ideal gas

w (T, P) + RT ln(yw) (A.17)

Where �ideal gas
w (T, P) chemical potential of water in ideal gas

and yw is the mole fraction of water in the fluid phase and  can be

calculated as:

yw = xw�w(T, P, �x)Psat
w (T)

ϕw(T, P, �y)
(A.18)

The vapor pressure can be calculated using many available cor-

relations but one of the simplest is given in Kvamme  et al. (2013b)

as a fit to the simple equation:

ln(P) = VA − VB

T +  VC
(A.19)

The temperature of the system is obviously available and

VA = 52.703, VB =  −3146.64 and  VC =  5.572. Further, the fugacity and

the activity coefficient are approximated to unity merely because

of the very  low water content in fluid  phase and its corresponding

minor importance for  the thermodynamics of the system. Hydrate

formation directly from water in gas is not  considered as significant

within the systems discussed in this work. A separate study reveals

that hydrate formation from water dissolved in carbon dioxide may

be feasible from a thermodynamic point of view (Kvamme et al.,

2013b) but  more questionable in terms of mass transport in com-

petition with other hydrate phase transitions. The water phase is

close to unity in water mole fraction. Raoult’s law is therefore accu-

rate enough for our purpose. The  chemical potential for  the mixed

fluid states considered as:

�Fluid
i = �id.gas,pure

i
+ RT ln(yi) + RT  ln ϕi(T, P, ⇀ y) (A.20)

Where i represents CH4 or CO2. The  fugacity coefficients of com-

ponent i in the mixture is calculated using the classical SRK equation
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of state (EOS) (Soave, 1972),

ln ϕi = (BB)i(Z − 1) − ln(Z  − B) − A

B
((AA)i − (BB)i) ln

[
1  + B

Z

]
(A.21)

Where Z is the compressibility factor of the phase and is calcu-

lated using the following cubic SRK EOS:

Z3 − Z2 + (A − B − B2)Z − AB = 0 (A.22)

Where,

A = ˛aP

R2T2

B = bP

RT

a = 0.427480
R2T2

c

Pc

b = 0.086640
RTc

Pc

 ̨ = [1 + (0.48508 + 1.55171ω − 0.15613ω2)(1 − √
Tr)]

2

Where ω is the acentric factor of components. For mixture, the

mixing rule with modification proposed by Soave (1972) is used

using the following formulations:

(˛a)m =
∑  ∑

yiyj(˛a)ij; (˛a)ij =
√

(˛a)i(˛a)j(1 − kij) (A.23)

Where kij is the binary interaction parameter. Coutinho et al.

(1994) has proposed number of values for kij for CO2/CH4 system.

Here we selected an average value kij =  kji = 0.098 for unlike pairs of

molecules and it is zero for alike pairs of molecules.

bm =
∑

i

yibi (A.24)

(AA)i and (BB)i in Eq. (A.21) are calculated as:

(AA)i = 2

(a˛)m

⎡
⎣∑

j

(a˛)ij

⎤
⎦ (A.25)

(BB)i = bi

bm
(A.26)

A.2. Aqueous thermodynamic

The free energy of the aqueous phase can be written as:

Gaqueous
L =

∑
r=c,m,w

xr�aqueous
r (A.27)

The chemical potential �aqueous
r for  components c  (carbon diox-

ide) and m (methane) dissolved into the aqueous phase is described

by nonsymmetric excess thermodynamics:

�i = �∞
i (T) + RT ln(xi�

∞
i ) + v∞

i (P  − Po) (A.28)

�∞
i

is the chemical potential of  component i in water at infi-

nite dilution, �∞
i

is the activity coefficient of component i in the

aqueous solution and v∞
i

is the partial molar volume of the compo-

nent i at infinite dilution. The  chemical potentials at infinite dilution

as a function of temperature are found by assuming equilibrium

between fluid and aqueous phases �Fluid
i

= �aqueous
i

. This is done

at varying low pressures where the solubility is very low and  the

gas phase is close to ideal gas using experimental values for the

solubility and extrapolating the chemical potential down  to a cor-

responding value for zero concentration. The  Henry’s constants kH

Table 1
Values of  parameters.

Constants CO2 CH4

k�
H

(M/atm) 0.036 0.0013

−(d  ln(k H))/d(1/T)  (K) 2200 1800

are calculated for CH4 and  CO2 using the expression proposed by

Sander (2009).

kH(T) = k�
He{[(−�solnH)/R][(1/T)−(1/T�)]} (A.29)

Where T� is the reference temperature, which is equal to

298.15 K. �solnH  is the enthalpy of dissolution and it is represented

by the Clausius–Clapeyron equation (Li,  1956) as:

d ln  kH

d(1/T)
= −�solnH

R
(A.30)

The values of −(d ln(k  H))/d(1/T) and k�
H are given by  Zheng

et al. (1997) and by  Kavanaugh and  Trussell (1980) for CO2 and

CH4 respectively which is shown in Table 1.

The activity coefficient at infinite dilution �∞
i

is calculated as:

�∞
i = f ∞

i

kH(T)
(A.31)

Where,

f ∞
i = e(−ˇ�∞

i
)

Where f ∞
i

is the fugacity of component i, while �∞
i

is calculated

from Svandal et al. (2006b). The activity coefficient can be regressed

by using the model for equilibrium to fit experimental solubility

data. The chemical potential of water can be written as:

�w = �pureliquid
w (T) + RT  ln(1 − x)�w + vw(P − Po) (A.32)

where �pureliquid
w is pure water chemical potential and vw is the

molar volume of water. The  strategy for calculating activity coeffi-

cient is given by Svandal et al. (2006b).

Appendix 2. Thermodynamics outside of equilibrium

The Phase Field Theory (PFT) model presented in this work has

dynamically varying local densities, temperatures and  concentra-

tions. The constraints on the system is the pressure. Unlike our

earlier PFT models (Kvamme  et al., 2007, 2012a) which were at

constant temperature, the calculations of non-equilibrium ther-

modynamic (Kvamme et al., 2012a) properties are implemented

implicit calculations in this version since the free energies of all

co-existing phases change dynamically with local conditions and

possibly competing phase transitions. We  use examples based on

conversion of CH4 hydrate into CO2 hydrate or mixed CO2–CH4

hydrate, which have two primary mechanisms. The first one is that

CO2 creates a new hydrate from free water in the porous media and

the released heat dissociate the in situ CH4 hydrate. This mech-

anism is primarily dominated by mass transport rates through

fluid phases. A second mechanism is  the direct conversion of the

in situ CH4 hydrate with the CO2,  which is a much slower solid-

state phase transition. The first mechanism implies heat release

as well as  heat consumption and complex coupled behavior of

mass and heat transport around the hydrate core is expected. Also

note that fluid thermodynamics and  aqueous thermodynamics out-

side of equilibrium is trivial in contrast to hydrate, for which the

thermodynamic model is derived from statistical mechanics based

on equilibrium between hydrate and fluid  phases. For this rea-

son, we  expand the thermodynamic properties of hydrate by a

first order Taylor-expansion. This is considered accurate enough

since the rate limiting kinetic contributions are expected to be
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in the mass transport according to earlier studies (Svandal, 2006;

Kvamme  et al., 2009; Kavanaugh and Trussell, 1980). First of all,

note that the mass is conserved inside the Phase Field Theory. The

thermodynamics have to be developed in terms of gradients in

all directions (P, T, mole-fractions) without conservation of mole-

fractions in order to obtain the appropriate relative local  driving

forces and also avoid double conservation constraints in the free

energy minimalization. In this paper we limit ourselves to three

components, where CH4 is the additional component to CO2 and

water. This can be directly extended to more components though

straightforward extensions of the equilibrium and  supersatura-

tion thermodynamics, and appropriate adjustment of the PFT. As

the thermodynamic changes are outlined here the primary addi-

tional change in the PFT model is in the free energy of the thermal

fluctuations (Svandal, 2006; Conti, 1997, 2000) as function of con-

centrations, which is mathematically trivial. Supersaturations of

fluid phases are straightforward and  not different from what we

have published before (Svandal, 2006; Kvamme, 2003) and  in the

first part of this paper.

The Gibbs free energy of the hydrate phase is written as a

sum of the chemical potentials of each component (Svandal, 2006;

Kvamme, 2003)

GH =
∑

r

xr�H
r (A.33)

where �H
r and xr is chemical potential and mole fraction of com-

ponent r respectively. GH is the free energy of hydrate. In the

earlier work due to Svandal et  al. (2006a) a simple interpolation

in mole-fractions was used between pure CH4 hydrate and pure

CO2 hydrate, which was considered as  sufficient to theoretically

illustrate the exchange concept under Phase Field Theory. This will

of course not reproduce the absolute minimum in free energy for a

mixed hydrate in which CH4 occupies portions of the small cavities

and increases stability over pure CO2 hydrate. The expression for

free energy gradients with respect to mole fraction, pressure and

temperature is:

GEXP
H = GEQ +

∑
r

∂GH

∂xr

∣∣∣∣
P,V,T,xi /=  r

(xact
r − xEQ

r ) + ∂GH

∂P

∣∣∣∣
T,V,�x

× (Pact − PEQ ) + ∂GH

∂T

∣∣∣∣
P,V,�x

(Tact − TEQ ) (A.34)

Here GEXP
H is the free energy of hydrate away from equilibrium

and the superscripts EQ and act represent the corresponding states

at equilibrium and actual states respectively. We are now seeking

gradients in all directions, independent of mole-fraction conserva-

tion (sum of mole-fractions are conserved inside PFT). So in terms

of supersaturation in mole-fractions these have to be evaluated as

orthonormal gradient effects. In simple terms that means:

∂xz

∂xr
=
{

0, z /= r

1, z = r
(A.35)

Where z and r both represent any  of the components of the

hydrate: water, methane, and carbon dioxide. This is just means

that the mole fractions are all  independent. Using Eq. (A.33) we

simply take the derivative with respect to one of the mole fractions

(r = m, c or w)  and the mole fraction derivatives are obtained using

Eq. (A.35) for mole fraction independence, resulting in:

∂GH

∂xr
= xc

∂�H
c

∂xr
+ xm

∂�H
m

∂xr
+ xw

∂�H
w

∂xr
+ �r

∂xr

∂xr
(A.36)

It was previously shown (Svandal, 2006) that the chemical

potential of a guest molecule can be approximated to a high degree

of accuracy and  in gradient terms:

�H
k = A ln(xk) +  B,

∂�H
k

∂xr
= {0,  r /= k}. (A.37)

Where k and r both represents any  of  the components of the

hydrate (CO2,  CH4 and water). For the gradient due to a guest

molecule, these simplifications lead to:

∂GH

∂xk

= xk

∂�H
k

∂xk

+  �H
k (A.38)

For water, the form has two  more terms:

∂GH

∂xw
=
∑

r

xr
∂�H

r

∂xw
+ �H

w (A.39)

The chemical potential of a guest in the hydrate �H
k

can be writ-

ten as (Kvamme  and Tanaka, 1995):

�H
k = �ginc

kj +  RT  ln(hkj) (A.40)

Where �ginc
kj

is the Gibbs free energy of inclusion of guest

molecule k in cavity j, hkj the cavity partition function of component

k in cavity j, the universal gas constant is R and T is temperature.

The derivative of Eq. (A.40) with respect to an arbitrary molecule r

is:

∂�H
k

∂xH
r

=
∂�ginc

kj

∂xH
r

+ ∂(RT ln(hkj))

∂xH
r

(A.41)

The first term of Eq. (A.41),  the stabilization energy is either

evaluated as  the Langmuir constant or using harmonic oscillator

approach (Kvamme  and Tanaka, 1995).  In either case,  it is assumed

to be approximately of temperature and pressure. Omitting the first

term of (A.41) and approximating impacts of guest–guest interac-

tions to be  zero we  arrive at:

∂�H
k

∂xH
r

= RT

hkj

∂hkj

∂xH
r

(A.42)

The validity of omitting guest–guest interactions may be ques-

tionable for  some systems even though it is omitted in most hydrate

equilibrium codes or empirically corrected for.  Extensions for  cor-

rections to this can be implemented at a later stage.

The chemical potential of water:

�H
w(T, P, �
)  = �0,H

w (T, P0) −
∑

j

RT�j ln

[
1 +
∑

k

hkj

]
(A.43)

Where �0,H
w is the chemical potential of water in an empty

hydrate structure, the first sum is taken over  both small and  a

large cavity, the second one is over the components k in the cav-

ity j. Here �j is the number of type-j cavities per water molecule.

Hydrate structure I contains 3  large cavities and 1  small cavity per

23 water molecules, �l =  3/23 and  �s =  1/23. The paper by  Kvamme

and Tanaka (1995) provides the empty hydrate chemical poten-

tial as polynomials in inverse temperature, the Gibbs free energies

of inclusion, and chemical potential of  pure  water, �pure
w (T). The

derivative for  the above equation with respect to an arbitrary

molecule r results in:

∂�H
w

∂xr
= −RT

∑
j

�j

⎡
⎣ ∑

k

∂hkj

∂xr

1  +
∑

khkj

⎤
⎦ (A.44)
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From Eqs. (A.42) and (A.44),  the derivative of the partition func-

tion can be evaluated from the equation that relates the filling

fraction to the partition function:

hkj = 
kj

1 −∑i
ij
(A.45)

Where 
kj is the filling fraction of the components k in the cavity

j. But it is easiest to recast everything in terms of mole fraction

because of the basic assumption of  mole fraction independence:


kj = xkj

�jxw
(A.46)

Since mass conservation is not used, the usual form of 1 − xT is

not considered. This is substituted into Eq. (A.45) and  we get:

hkj = xkj

�jxw −
∑

ixij
(A.47)

Now we can take the derivative with respect to an arbitrary

component r and using Eq. (A.47) we get:

∂hkj

∂xr
= hkj

xkj

∂xkj

∂xr
−

h2
kj

xkj

[
�j

∂xw

∂xr
−
∑

i

∂xij

∂xr

]
(A.48)

The first thing that must be dealt with the cavity mole fractions

as a function of total mole fraction of a component:

xk =
∑

j

xkj (A.49)

Since the derivative of one mole fraction with respect to another

is independent, the mole fraction in the cavity is also independent:(
∂xkj

∂xr

)
=
{

0, k /= r or r = w

1, k = r
(A.50)

If r = w,  then the derivative has to be zero because the mole

fraction of the guest are independent of the mole fraction of water.

Now Eq. (A.48) is simplified by using Eqs. (A.49) and (A.50):

∂hkj

∂xw
= −

h2
kj

�j

xkj
(A.51)

∂hkj

∂xp
= hkj

xkj

∂xkj

∂xp
+

h2
kj

xkj

∂xpj

∂xp
(A.52)

Where p is an arbitrary guest molecule, k is also a  guest molecule.

These can be the same or different. If k and p  are the same molecule,

this gradient still exist and the “cross terms” are still  able to be found

even if there is independency in the mole fractions. dxkj/dxk is cal-

culated by starting with the Eq. (A.49) which is the basic  definition

of the mole fraction of the cavities and how they relate to the total

mole fraction of the component. The total methane mole fraction

xm, is the sum of the mole fraction in the large cavities xml, and the

mole fraction in the small cavities xms:

xm = xml + xms (A.53)

From discussions it is assumed that there is a constant ratio

between the partition functions and  between different cavities of

the same component. This is defined as A:

A ≡ hml

hms
(A.54)

The partition function can be written in terms of the filling frac-

tion as shown in Eq. (A.45). Using Eqs. (A.45), (A.46),  (A.54) and

assuming that the filling fraction of CO2 in small cavities is zero we

get:

A ≡ xml/(�lxw)

xms/(�sxw)

[
1 − (xms/(�sxw))

1 − (xml/(�lxw)) − (xcl/(�lxw))

]
(A.55)

This simplifies into:

xml[−�sxw] + xms[A�lxw − Axcl] + xmsxml[1 − A] = 0 (A.56)

Taking derivative of above equation with respect to total

methane mole fraction:

[xms(1 −  A) − �sxw]
∂xml

∂xm
+  [A�lxw − Axcl + xml(1 − A)]

∂xms

∂xm
= 0

(A.57)

Substitutions were made to simplify the above equation and get

it into a simpler form:

X = xms(1 −  A) − �sxw

Y = A�lxw −  Axcl + xml(1 − A)

X
∂xml

∂xm
+  Y

∂xms

∂xm
= 0

(A.58)

Taking the derivative of  Eq.  (A.53) with respect to the total mole

fraction of  methane and simplification results in:

∂xml

∂xm
+ ∂xms

∂xm
= ∂xm

∂xm
= 1

∂xml

∂xm
= − Y

X  − Y

∂xms

∂xm
= X

X  − Y

(A.59)

Substituting the values of X  and Y gives the final answer:

∂xml

∂xm
= − A�lxw −  Axcl + xml(1 −  A)

xms(1 − A) − �sxw − A�lxw − Axcl +  xml(1 − A)

∂xms

∂xm
= xms(1 −  A) − �sxw

xms(1 − A) − �sxw − A�lxw − Axcl + xml(1  − A)

(A.60)

∂GH/∂P is calculated by  taking derivative of Eq.  (A.33) with

respect to pressure.

∂GH

∂P
= xc

∂�H
c

∂P
+ xm

∂�H
m

∂P
+  xw

∂�H
w

∂P
+  �c

∂xc

∂P
+ �m

∂xm

∂P
+  �w

∂xw

∂P
(A.61)

Where the chemical potential gradients with respect to pressure

can be given by:

∂�H
r

∂P
= V̄r (A.62)

Thus Eq. (A.61) can be written as:

∂GH

∂P
= xcV̄c + xmV̄m + xwV̄w + �H

c
∂xc

∂P
+ �H

m
∂xm

∂P
+  �H

w
∂xw

∂P
(A.63)

The sum of the molar volumes (V̄c , V̄m, V̄w) is in fact the total

clathrate molar volume:

V̄ clath =  xc · V̄c + xm · V̄m + xw · V̄w (A.64)

Using the above value of V̄ clath simplifies the Eq.  (A.63) to:

∂GH

∂P
= V̄ clath +  �H

c
∂xc

∂P
+ �H

m
∂xm

∂P
+  �H

w
∂xw

∂P
(A.65)

The mole fraction derivatives can be  calculated from equation

of state but  there is no change under this derivative so Eq.  (A.65)

can be rewritten as:[
∂GH

∂P

]
T,V,�x

= V̄ clath (A.66)
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The free energy gradient with respect to temperature comes

from the same fundamental relationship as  used for the chemical

potential gradient:

− ∂
∂T

[
G

T

]
P,�x

= H̄

T2
(A.67)
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In this work, nonequilibrium thermodynamics and phase field theory (PFT) has been applied to study the kinetics of
phase transitions associated with CO2 injection into systems containing CH4 hydrate, free CH4 gas, and varying
amounts of liquid water. The CH4 hydrate was converted into either pure CO2 or mixed CO2ACH4 hydrate to investi-
gate the impact of two primary mechanisms governing the relevant phase transitions: solid-state mass transport through
hydrate and heat transfer away from the newly formed CO2 hydrate. Experimentally proven dependence of kinetic con-
version rate on the amount of available free pore water was investigated and successfully reproduced in our model sys-
tems. It was found that rate of conversion was directly proportional to the amount of liquid water initially surrounding
the hydrate. When all of the liquid has been converted into either CO2 or mixed CO2ACH4 hydrate, a much slower
solid-state mass transport becomes the dominant mechanism. VC 2015 American Institute of Chemical Engineers AIChE
J, 61: 3944–3957, 2015
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Introduction

Natural gas hydrates are ice-like crystalline compounds in

which water serve as a host for different small nonpolar, or

slightly polar guest molecules. Natural gas hydrates occur

both onshore in permafrost regions and continental margin

sediments consisting mainly of fine-grained clay minerals and

organic fragments. The majority of natural gas hydrate depos-

its existing around the world are found in fine-grained sedi-

ments characterized by low-hydrate saturation, which can be

explained by very small pore size and low permeability of

clay-rich sediments that hinder mobility of both water and gas,

components essential for formation of hydrate. Gas hydrates

mostly occur in sand units and are largely absent from mud

sequences.1–3

Permafrost gas hydrate occurrences have been identified in

sand-rich deposits in on-shore and near-shore environments,

with gas hydrate deposits in Alaska and Canada being the typi-

cal examples. Analysis of well log data4 and pore water geo-

chemistry5 indicates a very level of hydrate saturation at the

Mount Elbert site (about 60–75%), which can be attributed to

pre-existing free gas and presence of high conductivity faults.6

Natural gas hydrates are dominated by biogenic sources of

methane. Indeed, according to Michael et al.,7 as much as 99%

of all gas hydrate deposits may be of biogenic origin. In con-

trast to natural gas of thermogenic origin, biogenic methane is

very pure and contains only tiny amounts of heavier hydrocar-

bons. In this work, we, therefore, focus on hydrates of methane

and carbon dioxide and their mixtures, known to form
hydrates of structure I.8,9

Hydrate formation from methane and water can follow a
number of different pathways. The most commonly discussed
route is hydrate formation on the interface between the
hydrate-former phase and water.8 Numerous experimental
data are available in literature (see, for instance, Koh and
Sloan10 for a compilation), though it should be pointed that
the bulk of data10 comes from dissociation point measure-
ments, where hydrate is kept at a controlled pressure and
slowly increasing temperature.

But hydrate can also form from hydrate formers dissolved
in water11,12 and (theoretically) from water dissolved in the
hydrate-former phase,13 although more comprehensive analy-
sis is still needed to decide whether the latter route is realistic
under mass- and heat-transport limitations. Earlier theoretical
studies14–21 indicate that the critical hydrate nucleus will be
about 2.5–3 nm in size, which would require around a hundred
of water molecules to come together within a very dilute mix-
ture in natural gas or carbon dioxide. Even then, the excess
heat of hydrate formation will be rather difficult to dispose of,
since both natural gas and carbon dioxide are thermal
insulators.

Mineral surfaces13,22,23 will serve as adsorption sites for
water and hydrate formers, which can give rise to at least three
different formation scenarios even in the simplest case: (1)
water and hydrate former, both from adsorbed phase, form
hydrate, (2) adsorbed water and hydrate fluid forms hydrate,
and (3) adsorbed hydrate former and water from fluid phase
forms hydrate. Considering all the possible phases relevant for
hydrate formation, hydrate dissociation, and hydrate reforma-
tion (CH4 hydrate over to CO2 hydrate or mixed CO2/CH4

hydrate), it will be impossible to satisfy the Gibbs phase rule
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and for the system to achieve equilibrium. But even in this
case, the equality of chemical potentials at the asymptotic
equilibrium limit will still provide the driving forces during
hydrate formation that will affect the hydrate filling and corre-
sponding hydrate free energy.

Since the system will be generally unable to reach equilib-

rium, the dynamic situation will be governed by the combined

first and second laws of thermodynamics under mass- and

heat-transport constraints. This indicates that a proper analysis

of competing phase transitions will required some sort of free

energy minimization scheme. The phase field theory

(PFT)14–21 is a theoretical method very well suited for this

task. It should be mentioned that the first layers of adsorbed

water might have too low chemical potential to form hydrate

but few (2–4) water molecules outside will have chemical

potentials suitable for hydrate formation.22

Injection of carbon dioxide into methane hydrate will lead

to conversion of in situ methane hydrate into a mixed hydrate

where carbon dioxide dominates the large cavities and meth-

ane fills a fraction of the small cavities. This rate of this con-

version is governed by two main mechanisms. Formation of

new carbon dioxide hydrate from residual pore water will

release heat that contributes to dissociation of surrounding

methane hydrate. A second mechanism is a substantially

slower direct solid-state exchange.24,25 This hydrate exchange

is also feasible with injection of carbon dioxide and nitrogen

mixtures, as demonstrated by the Prudhoe Bay field pilot pro-

ject in the winter of Ref. 26.
In this work, we use an extended version of PFT14–21 incor-

porating both hydrodynamics and heat transport, developed

and discussed in detail elsewhere.14–50 The need to include the

hydrodynamic effects arises when the rate of hydrate dissocia-

tion is so high that released methane is unable to dissolve fully

into the surrounding water and forms bubbles affecting phase

transition kinetics. Transport of heat released by hydrate will

normally be 2–3 orders of magnitude faster than mass trans-

port in a liquid water/hydrate system.14–21 Heat transport will,

however, be slow through gas layers or gas bubbles. Implicit

treatment of heat transport will, therefore, be necessary when

formation of new hydrate contributes to dissociation of origi-

nal methane hydrate. Extension of thermodynamic properties

to regions outside of equilibrium is quite trivial for the fluid

phases, with the pertinent equations provided in the next sec-

tion along with the equilibrium hydrate treatment. We then

proceed to extend the hydrate thermodynamics beyond the

equilibrium region using Taylor expansion of the first order.

Equilibrium thermodynamics

The theory for equilibrium thermodynamics is based on

revised adsorption theory by Kvamme and Tanaka8 and van

der Waals and Platteeuw.27 The expression for chemical

potential of water in hydrate is

lHw ¼ lO;Hw 2
X
i

RTviln 11
X
j

hij

 !
(1)

This equation is derived from the macrocanonical ensemble

under the constraints of constant amount of water, correspond-

ing to an empty lattice of the actual structure. Details of the

derivation are given elsewhere (Kvamme and Tanaka8) and

will not be repeated here. ıO;Hw is the chemical potential for

water in an empty hydrate structure and hij is the cavity parti-

tion function of component j in cavity type i. The first sum is

over cavity types, and the second sum is over components j
going into cavity type i. Here vi is the number of type i cavities
per water molecule. For hydrate Structure I, there are three
large cavities and one small per 23 water molecules, vl ¼ 3=23
and vs ¼ 1=23. In the classical use of Eq. 1, the cavity partition
functions are integrated under the assumption that the water
molecules are fixed and normally also neglecting interactions
with surrounding guest molecules. This may be adequate for
small guest molecules with weak interactions. Conversely,
molecules like CO2 are large enough to have a significant
impact on the librational modes of the water molecules in the
lattice. An alternative approach8 is to consider the guest move-
ments from the minimum energy position in the cavity as a
spring, and evaluate the free energy changes through samplings
of frequencies for different displacements in the cavity. A mol-
ecule like methane will, as expected, not have significant
impact on the water movements.8,51 CO2, conversely, will
change water chemical potential by roughly 1 kJ/mole at 08C
when compared to the assumption of undisturbed fixed water
molecules. The cavity partition function may thus be written as

hij ¼ eb lHj 2Dgincjið Þ (2)

where Dgincji now is the effect of the inclusion of the guest mol-
ecule j in the cavity of type i, which as indicated above is the
minimum interaction energy plus the free energy of the oscil-
latory movements from the minimum position. At hydrate
equilibrium, the chemical potential is equal to that of the
chemical potential of the guest molecule in its original phase
(chemical potential of dissolved CO2 or CH4 for the case of
hydrate formation from aqueous solution). Equation 2 can be
inverted to give the chemical potential for the guest as a func-
tion of the cavity partition function

lHj ¼ Dgincji 1RTln hij (3)

Equation 3 is basically derived from an equilibrium consid-
eration but may be used as an approximation for bridging
chemical potential to composition dependency. The relation
between the filling fraction, the mole fractions and the cavity
partition function is

hji ¼ xji
vi 12xTð Þ ¼

hji
11
P

j hji
(4)

here xT is the total mole fraction of all the guests. It is assumed
that CO2 can only fit into the larger cavities, and unless some
other guest molecule is present, the small cavities will then all
be empty. For a system with only one component occupying
the large cavities, the chemical potential of the guest molecule
would be reduced to

lHw ¼ Dgincji 1RTln
hji

12hji

� �
(5)

For methane, which can occupy both large and small cav-
ities, a more cumbersome approach is needed. Initially assum-
ing that chemical potential of methane in the two cavities is
the same. This gives a proportional relation between the two
partition functions independent on composition

hml
hms

¼ e

Dgincms2Dginc
ml

RT

� �
¼ A (6)

The mole fraction of methane xm is the sum of the mole
fraction in each cavity, that is, large xml and small xms. The
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mole fractions are expressed in terms of the cavity partition

function from Eq. 4

xms1xml ¼ xm (7)

hms
11hms

vs1
hml

11hml1hcl
vl ¼ xm

11xT
¼ B (8)

here hms; hml, and hcl are the cavity partition functions of

methane in small cavities, methane in large cavities, and car-

bon dioxide in large cavities, respectively. The denominator in

the second term can be expressed in terms of the mole fraction

and one of the partition functions from Eqs. 4 and 7

11hml1hms (9)

The partition function for CO2 using Eqs. 4 needs to be cal-

culated as:

xcl
vl 12xTð Þ ¼

hcl
11hml1hcl

Rearranging the above equation in term of hcl gives:

hcl ¼ xcl 11hmlð Þ
vl 12xTð Þ2xcl

Inserting the value of hcl in Eq. 9, which gives constant C

11hml1hcl ¼ 11hmlð Þ 11
xcl

vl 12xTð Þ2xcl

� �
(10)

C ¼ 11
xcl

vl 12xTð Þ2xcl
(11)

Using Eqs. 6, 10, and 11 results

11hml1hcl ¼ 11Ahmsð ÞC (12)

Equation 8 can be written in terms of single partition

function

hms
11hms

vs1
Ahms

11Ahmsð ÞC vl ¼ B (13)

Equation 13 can be simplified to yield a second-order

equation

vsCA1vlA2BCAð Þh2ms1 vsC1vlA2BCA2BCð Þhms2BC ¼ 0

(14)

Equation 14 can be written in the form of second constant

a1 hmsð Þ21a2 hmsð Þ1a3 ¼ 0 (15)

a1 ¼ A vl1vsC2BCð Þ
a2 ¼ vsC1Avl2BC 11Að Þ

a3 ¼ 2BC

Fluid thermodynamic
The free energy of the fluid phase is assumed to have

GFluid
L ¼

X
r¼c;m;w

xrl
Fluid
r (16)

where lFluidr is the chemical potentials of the fluid phase com-

ponents. The lower concentration of water in the fluid phase

and its corresponding minor importance for the thermodynam-

ics results in the following form of water chemical potential
with some approximation of fugacity and activity coefficient

lFluidw ¼ lideal gas
w T;Pð Þ1RTln ywð Þ (17)

where lideal gas
w T; Pð Þ chemical potential of water in ideal gas

and yw is the mole fraction of water in the fluid phase and can
be calculated as

yw ¼ xwcw T;P; �xð ÞPsat
w Tð Þ

uw T;P; �yð Þ (18)

The vapor pressure can be calculated using many available
correlations but one of the simplest is given in Refs. 29 and 54
as a fit to the simple equation

ln Pð Þ ¼ VA2
VB

T1VC

(19)

The temperature of the system is obviously available and
VA ¼ 52:703; VB ¼ 23146:64, and VC ¼ 5:572. Further, the
fugacity and the activity coefficient are approximated to unity
merely because of the very low-water content in fluid phase
and its corresponding minor importance for the thermodynam-
ics of the system. Hydrate formation directly from water in
gas is not considered as significant within the systems dis-
cussed in this work. A separate study reveals that hydrate for-
mation from water dissolved in carbon dioxide may be
feasible from a thermodynamic point of view29 but more ques-
tionable in terms of mass transport in competition with other
hydrate-phase transitions. The water phase is close to unity in
water mole fraction. Raoult’s law is, therefore, accurate
enough for our purpose. The chemical potential for the mixed
fluid states considered as

lFluidi ¼ lid:gas; pure
i 1RTln yið Þ1RTlnui T;P; �yð Þ (20)

where i represents CH4 or CO2. The fugacity coefficients of
component i in the mixture is calculated using the Soave–
Redlich–Kwong (SRK) equation of state (EOS)15,30,51

lnui ¼ BBð Þi Z21ð Þ2ln Z2Bð Þ2A

B
AAð Þi2 BBð Þi

� �
ln 11

B

Z

� 	
(21)

where Z is the compressibility factor of the phase and is calcu-
lated using the following cubic SRK EOS

Z32Z21 A2B2B2
� �

Z2AB ¼ 0 (22)

where

A ¼ aaP
R2T2

B ¼ bP

RT

a ¼ 0:427480
R2T2

c

Pc

b ¼ 0:086640
RTc
Pc

a ¼ 11 0:4850811:55171x20:15613x2
� �

12
ffiffiffiffiffi
Tr

p� �� �2
where x is the accentric factor of components. For mixture,
the mixing rule with modification proposed by Soave30 is used
using the following formulations

aað Þm ¼
XX

yiyj aað Þij; aað Þij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
aað Þi aað Þj

q
12kij
� �

(23)

where kij is the binary interaction parameter. Coutinho et al.31

has proposed a number of values for kij for CO2/CH4 system.
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Here, we selected an average value kij ¼ kji ¼ 0:098 for unlike
pairs of molecules, and it is zero for alike pairs of molecules

bm ¼
X
i

yibi (24)

AAð Þi and BBð Þi in Eq. 21 are calculated as

AAð Þi ¼
2

aað Þm
X
j

aað Þij
" #

(25)

BBð Þi ¼
bi
bm

(26)

Aqueous Thermodynamic. The free energy of the aqueous

phase can be written as

Gaqueous
L ¼

X
r¼c;m;w

xrl
aqueous
r (27)

The chemical potential laqueousr for components c (carbon

dioxide) and m (methane) dissolved into the aqueous phase is

described by nonsymmetric excess thermodynamics

li ¼ l1i Tð Þ1RTln xic
1
i

� �
1v1i P2Poð Þ (28)

l1i is the chemical potential of component i in water at infi-

nite dilution, c1i is the activity coefficient of component i in
the aqueous solution and v1i is the partial molar volume of the

component i at infinite dilution. The chemical potentials at

infinite dilution as a function of temperature are found by

assuming equilibrium between fluid and aqueous phases

lFluidi ¼ laqueousi . This is done at varying low pressures where

the solubility is very low and the gas phase is close to ideal

gas using experimental values for the solubility and extrapolat-

ing the chemical potential down to a corresponding value for

zero concentration. The Henry’s constants kH are calculated

for CH4 and CO2 using the expression proposed by Sander32

kH Tð Þ ¼ k�He
2DsolnH

R
1
T2

1
T�ð Þ

� �
(29)

where T� is the reference temperature, which is equal to

298.15 K. DsolnH is the enthalpy of dissolution, and it is repre-

sented by the Clausius–Clapeyron equation33 as

dln kH
d 1=Tð Þ ¼

2DsolnH

R
(30)

The values of 2 d ln ½kH�ð Þ=d 1=Tð Þ and k�H are given by

Zheng et al.34 and by Kavanaugh and Trussell35 for CO2 and

CH4, respectively, which is shown in Table 1. The activity

coefficient at infinite dilution c1i is calculated as

c1i ¼ f1i
kH Tð Þ (31)

where

f1i ¼ e 2bl1ið Þ
where f1i is the fugacity of component i, while l1i is calcu-

lated from Ref. 37. The activity coefficient can be regressed

using the model for equilibrium to fit experimental solubility

data. The chemical potential of water can be written as

lw ¼ lpure liquid
w Tð Þ1RTln 12xð Þcw1vw P2Poð Þ (32)

where lpure liquid
w is pure water chemical potential and vw is the

molar volume of water. The strategy for calculating activity

coefficient is given by Svandal et al.36

Thermodynamics outside of equilibrium

The PFT model presented in this work have dynamically

varying local densities, temperatures and concentrations, and

the constraints on the system is the pressure. Unlike our earlier

PFT models,21,51 which were kept at constant temperature, the

calculations of nonequilibrium thermodynamic15 properties

are implemented implicit calculations into the PFT model in

this version since the free energies of all coexisting phases

change dynamically with local conditions and possibly com-

peting phase transitions. We use examples based on conver-

sion of CH4 hydrate into CO2 hydrate or mixed CO2ACH4

hydrate, which have two primary mechanisms. The first one is

that CO2 creates a new hydrate from free water in the porous

media and the released heat dissociate the in situ CH4 hydrate.

This mechanism is primarily dominated by mass-transport

rates through fluid phases. A second mechanism is the direct

conversion of the in situ CH4 hydrate with the CO2, which is a

much slower solid-state-phase transition. The first mechanism

implies heat release as well as heat consumption and complex

coupled behavior of mass and heat transport around the

hydrate core is expected. Also note that fluid thermodynamics

and aqueous thermodynamics outside of equilibrium is trivial

in contrast to hydrate, for which the thermodynamic model is

derived from statistical mechanics based on equilibrium

between hydrate and fluid phases. For this reason, we expand

the thermodynamic properties of hydrate by a first-order Tay-

lor-expansion. This is considered accurate enough since the

rate-limiting kinetic contributions are expected to be in the

mass transport according to earlier studies.16,17,35 First of all

note that the mass is conserved inside the PFT. The thermody-

namics have to be developed in terms of gradients in all

directions (P, T, mole-fractions) without conservation of

mole-fractions in order to obtain the appropriate relative local

driving forces and also avoid double conservation constraints

in the free enrgy minimalization. In this article, we limit our-

selves to three components, where CH4 is the additional com-

ponent to CO2 and water. This can be directly extended to

more components though straightforward extensions of the

equilibrium and supersaturation thermodynamics, and appro-

priate adjustment of the PFT. As the thermodynamic changes

are outlined here the primary additional change in the PFT

model is in the free energy of the thermal fluctuations16,37,38

as function of concentrations, which is mathematically trivial.

Supersaturations of fluid phases is straightforward and not dif-

ferent from what we have published before12,16 and in the first

part of this article.
The Gibbs free energy of the hydrate phase is written as a

sum of the chemical potentials of each component12,16

GH ¼
X
r

xrl
H
r (33)

where lHr and xr is chemical potential and mole fraction of

component r, respectively. GH is the free energy of hydrate.

In the earlier work by Svandal,16 a simple interpolation in

mole-fractions was used between pure CH4 hydrate and pure

CO2 hydrate, which was considered as sufficient to

Table 1. Values of Parameters

Constants CO2 CH4

k�H (M/atm) 0.036 0.0013
2 d ln ½kH �ð Þ=d 1=Tð Þ(K) 2200 1800
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theoretically illustrate the exchange concept under PFT. This
will of course not reproduce the absolute minimum in free
energy for a mixed hydrate in which CH4 occupies portions of
the small cavities and increases stability over pure CO2

hydrate. The expression for free energy gradients with respect
to mole fraction, pressure, and temperature is

GEXP
H ¼ GEQ1

X
r

@GH

@xr






P;V;T;xi 6¼r

xactr 2xEQr
� �

1
@GH

@P






T;V;~x

Pact2PEQ
� �

1
@GH

@T






P;V;~x

Tact2TEQ
� � (34)

here GEXP
H is the free energy of hydrate away from equilibrium

and the superscripts, EQ and act; represent the corresponding
states at equilibrium and actual states, respectively. We are
now seeking gradients in all directions, independent of mole-
fraction conservation (sum of mole-fractions are conserved
inside PFT). So in terms of super saturation in mole-fractions,
these have to be evaluated as orthonormal gradient effects. In
simple terms that means

@xz
@xr

¼
0; z 6¼ r

1; z ¼ r

(
(35)

where z and r both represent any of the components of the
hydrate: water, methane, and carbon dioxide. This is just means
that the mole fractions are all independent. Using Eq. 33, we sim-
ply take the derivative with respect to one of the mole fractions
(r ¼ m; c, or w) and the mole fraction derivatives are obtained
using Eq. 35 for mole fraction independence, resulting in

@GH

@xr
¼ xc

@lHc
@xr

1xm
@lHm
@xr

1xw
@lHw
@xr

1lr
@xr
@xr

(36)

It was previously shown16 that the chemical potential of a
guest molecule can be approximated to a high degree of accu-
racy and in gradient terms

lHk ¼ Aln xkð Þ1B;
@lHk
@xr

¼ 0; r 6¼ kf g (37)

where k and r both represents any of the components of the
hydrate (CO2, CH4, and water). For the gradient due to a guest
molecule, these simplifications lead to

@GH

@xk
¼ xk

@lHk
@xk

1lHk (38)

For water, the form has two more terms

@GH

@xw
¼
X
r

xr
@lHr
@xw

1lHw (39)

The chemical potential of a guest in the hydrate lHk can be
written as (Kvamme and Tanaka8)

lHk ¼ Dginckj 1RTln hkj
� �

(40)

where Dginckj is the Gibbs free energy of inclusion of guest mol-
ecule k in cavity j, hkj the cavity partition function of compo-
nent k in cavity j, the universal gas constant is R and T is
temperature. The derivative of Eq. 40 with respect to an arbi-
trary molecule r is

@lHk
@xHr

¼ @Dginckj

@xHr
1
@ RTln hkj

� �� �
@xHr

(41)

The first term of Eq. 41 is the stabilization energy, which
can be evaluated either via the Langmuir constant or using the

harmonic oscillator approach.8 In either case, it can be safely
assumed to be a function of only temperature and pressure.
Omitting the first term of Eq. 41 and disregarding the impact
of guest–guest interactions, one will arrive at

@lHk
@xHr

¼ RT

hkj

@hkj
@xHr

(42)

The wisdom of omitting guest–guest interactions may be
questionable in certain cases, even though they are either ignored
or empirically corrected for by the majority of hydrate equilib-
rium codes (the latter can be implemented at a later stage).

The chemical potential of water

lHw T;P;~h
� �

¼ l0;Hw T;P0ð Þ2
X
j

RTtjln 11
X
k

hkj

" #
(43)

where l0;Hw is the chemical potential of water in an empty
hydrate structure, the first sum is taken over both small and a
large cavity, the second one is over the components k in the
cavity j. Here tj is the number of type- j cavities per water
molecule. Hydrate structure I contains three large cavities and
one small cavity per 23 water molecules, tl ¼ 3

23
and ts ¼ 1

23
.

The paper by Kvamme and Tanaka8 provides the empty
hydrate chemical potential as polynomials in inverse tempera-
ture, the Gibbs free energies of inclusion, and chemical poten-
tial of pure water lpurew Tð Þ. The derivative for the above
equation with respect to an arbitrary molecule r results in

@lHw
@xr

¼ 2RT
X
j

tj

P
k
@hkj
@xr

11
P

k hkj

" #
(44)

From Eqs. 42 and 44, the derivative of the partition function
can be evaluated from the equation that relates the filling frac-
tion to the partition function

hkj ¼ hkj
12
P

i hij
(45)

where hkj is the filling fraction of the components k in the cav-
ity j. But it is easier to recast everything in terms of mole frac-
tion because of the basic assumption of mole fraction
independence

hkj ¼ xkj
tjxw

(46)

since mass conservation is not used, the usual form of 12xT is
not considered. This is substituted into Eq. 45 and we get

hkj ¼ xkj
tjxw2

P
i xij

(47)

Now we can take the derivative with respect to an arbitrary
component r and using Eq. 47, we get

@hkj
@xr

¼ hkj
xkj

@xkj
@xr

2
h2kj
xkj

tj
@xw
@xr

2
X
i

@xij
@xr

" #
(48)

The first thing that must be dealt with the cavity mole frac-
tions as a function of total mole fraction of a component

xk ¼
X
j

xkj (49)

since the derivative of one mole fraction with respect to
another is independent, the mole fraction in the cavity is also
independent

3948 DOI 10.1002/aic Published on behalf of the AIChE November 2015 Vol. 61, No. 11 AIChE Journal



@xkj
@xr

� �
¼

0; k 6¼ r or r ¼ w

1; k ¼ r

(
(50)

If r ¼ w, then the derivative has to be zero because the
mole fraction of the guest are independent of the mole fraction
of water. Now Eq. 48 is simplified using Eqs. 49 and 50

@hkj
@xw

¼ 2
h2kjtj
xkj

(51)

@hkj
@xp

¼ hkj
xkj

@xkj
@xp

1
h2kj
xkj

@xpj
@xp

(52)

where p is an arbitrary guest molecule and k is also a guest
molecule. These can be the same or different. If k and p are
the same molecule, this gradient still exist and the “cross
terms” are still able to be found even if there is independency
in the mole fractions.

dxkj
dxk

is calculated by starting with the Eq.
49, which is the basic definition of the mole fraction of the
cavities and how they relate to the total mole fraction of the
component. The total methane mole fraction xm, is the sum of
the mole fraction in the large cavities xml, and the mole frac-
tion in the small cavities xms

xm ¼ xml1xms (53)

From discussions, it is assumed that there is a constant ratio
between the partition functions and between different cavities
of the same component. This is defined as A

A � hml
hms

(54)

The partition function can be written in terms of the filling
fraction as shown in Eq. 45. Using Eqs. 45, 46, 54 and assuming
that the filling fraction of CO2 in small cavities is zero, we get

A �
xml
tlxw
xms
tsxw

12 xms
tsxw

12 xml
tlxw

2 xcl
tlxw

" #
(55)

This simplifies into

xml 2tsxw½ �1xms Atlxw2Axcl½ �1xmsxml 12A½ � ¼ 0 (56)

Taking derivative of above equation with respect to total
methane mole fraction

xms 12Að Þ2tsxw½ � @xml
@xm

1 Atlxw2Axcl1xml 12Að Þ½ � @xms
@xm

¼ 0

(57)

Substitutions were made to simplify the above equation and
get it into a simpler form:

X ¼ xms 12Að Þ2tsxw

Y ¼ Atlxw2Axcl1xml 12Að Þ

X
@xml
@xm

1Y
@xms
@xm

¼ 0 (58)

taking the derivative of Eq. 53 with respect to the total mole
fraction of methane and simplification results in

@xml
@xm

1
@xms
@xm

¼ @xm
@xm

¼ 1

@xml
@xm

¼ 2
Y

X2Y
(59)

@xms
@xm

¼ X

X2Y

substituting the values of X and Y gives the final answer:

@xml
@xm

¼ 2
Atlxw2Axcl1xml 12Að Þ

xms 12Að Þ2tsxw2Atlxw2Axcl1xml 12Að Þ
@xms
@xm

¼ xms 12Að Þ2tsxw
xms 12Að Þ2tsxw2Atlxw2Axcl1xml 12Að Þ (60)

@GH

@P is calculated by taking derivative of Eq. 33 with respect

to pressure

@GH

@P
¼ xc

@lHc
@P

1xm
@lHm
@P

1xw
@lHw
@P

1lc
@xc
@P

1lm
@xm
@P

1lw
@xw
@P
(61)

where the chemical potential gradients with respect to pressure

can be given by

@lHr
@P

¼ �Vr (62)

Thus, Eq. 62 can be written as

@GH

@P
¼ xc �Vc1xm �Vm1xw �Vw1lHc

@xc
@P

1lHm
@xm
@P

1lHw
@xw
@P

(63)

The sum of the molar volumes (�Vc, �Vm; �Vw) is in fact the

total clathrate molar volume

�V
clath ¼ xc:�Vc1xm:�Vm1xw:�Vw (64)

using the above value of �V
clath

simplifies the Eq. 64 to

@GH

@P
¼ �V

clath
1lHc

@xc
@P

1lHm
@xm
@P

1lHw
@xw
@P

(65)

The mole fraction derivatives can be calculated from EOS

but there is no change under this derivative so Eq. 66 can be

rewritten as

@GH

@P

� 	
T;V;~x

¼ �V
clath

(66)

The free energy gradient with respect to temperature comes

from the same fundamental relationship as used for the chemi-

cal potential gradient

2
@

@T

G

T

� 	
P;~x

¼
�H

T2
(67)

PFT model

The effects of nonequilibrium thermodynamics on phase

transition are incorporated by implementing the thermody-

namic model implicitly into phase field simulation. The hydro-

dynamics effects and variable density were incorporated in a

three components PFT by Kvamme et al.39 through implicit

integration of Navier–Stokes equation following the approach

of Qasim et al.14 The basic phase field model for two compo-

nents is described/used by Wheeler et al.40 and other referen-

ces41–45 and other references therein. The PFT for three

components is a straightforward extension of the basic theoret-

ical model. The phase field parameter / is an order parameter

describing the phase of the system as a function of spatial and

time coordinates. The phase field parameter / is allowed to

vary continuously from 0 to 1 on the range from solid to

liquid.
The solid state is represented by the hydrate, and the liquid

state represents fluid and aqueous phase. The solidification of
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hydrate is described in terms of the scalar phase field /
x1; x2; x3ð Þ where x1; x2; and x3 represents the molar fractions
of CH4, CO2, and H2O, respectively, with obvious constraint
on conservation of mass

P3
i¼1 xi ¼ 1. The field / is a struc-

tural order parameter assuming the values / ¼ 0 in the solid
and / ¼ 1 in the liquid.16 Intermediate values correspond to
the interface between the two phases. The starting point of the
three component phase field model is a free energy
functional14

F ¼
ð
d r

 
a2/

2
Tðr/Þ21

X3
i;j¼1

a2xi;j

4
Tqðxirxj2 xjrxiÞ2

1fbulk /; x1; x2; x3; Tð Þ
! (68)

which is integration over the system volume, while the sub-
scripts i; j represents the three components, q is molar density
depending on relative compositions, phase, and flow. The bulk
free energy density described as

fbulk ¼ WTg /ð Þ1 12p /ð Þð ÞfS x1; x2; x3; Tð Þ1p /ð ÞfL x1; x2; x3; Tð Þ
(69)

The phase field parameter switches on and off the solid and
liquid contributions fS and fL through the function p /ð Þ ¼ /3

10215/16/2
� �

; and note that p 0ð Þ ¼ 0 and p 1ð Þ ¼ 1. This
function was derived from density functional theory studies of
binary alloys and has been adopted also for our system of
hydrate-phase transitions. It might be modified by fitting profiles
for hydrate/fluid interfaces derived from molecular simulations
but for the time being the profile is sufficiently representative.
The binary alloys are normally treated as ideal solutions. The
free energy densities of solid and liquid is given by

fbulk ¼ WTg /ð Þ1 12p /ð Þð ÞfS x1; x2; x3; Tð Þ1p /ð ÞfL x1; x2; x3; Tð Þ
(70)

fs ¼ GHq
H
m (71)

fL ¼ GLq
L
m (72)

where the expressions for the free energy of hydrate in a super
saturate (or an undersaturated) state as functions of different
thermodynamic variables are given through Eqs. 33–68, and
the free energies of fluids are described in the first part of the
article from some fluid states and in references36,39,41,42 for
other states. The details of densities qhydm and qLm can be found
in Qasim et al.14 Also note that a possible phase transition will
only proceed unconditionally if the free energy change is neg-
ative, and more negative than the interface free energy barrier
imposed by the interface work needed to give space for the
new phase, and also all gradient in free energies results in neg-
ative free energy changes for the phase transition. Practically,
this latter condition implies that the system is supersaturated
with respect to gradients of free energies in all thermodynami-
cally independent variables for the system. If one or more gra-
dients result in positive free energies and the phase transition
will compete with other phase transitions.

The function g /ð Þ ¼ /2 12/2
� �

=4 ensures a double well

form of the fbulk with a free energy scale W ¼ 12 xi
vm

� �
WA1

xi
vm

WB with g 0ð Þ ¼ g 1ð Þ ¼ 0, where vm is the average molar vol-
ume of water. In order to derive a kinetic model we assume
that the system evolves in time so that its total free energy
decreases monotonically.36,39,41

The usual equations of motion are supplemented with
appropriate convection terms, as explained in Tegze and
Granasy18; given that the phase field is not a conserved quan-
tity, the simplest form for the time evolution that ensures a

minimization of free energy is

@/
@t

1 ~v:rð Þ/ ¼ 2M/ /; x1; x2; x3ð Þ aF
a/

(73)

@xi
@t

1 ~v:rð Þxi ¼ r: Mxi /; x1; x2; x3ð Þr aF

axi

� �
(74)

where ~v is the velocity, Mxi ¼ xi 12xið Þ 1
RT D and M/

¼ 12 xi
vm

� �
MA1 xi

vm
MB are the mobilities associated with

coarse-grained equation of motion which in turn are related to
their microscopic counter parts; D ¼ DS1 DL2DSð Þp /ð Þ is
the diffusion coefficient. Additional details can be found

elsewhere.16,39

We have formulated an extended version of the phase field
model, which takes into account the effects of fluid flow, den-
sity change, and gravity. This is achieved by coupling the time
evolution with the Navier–Stokes Equations. The phase and
concentration fields associate hydrodynamic equation as

described by Conti and coworkers46–48

@q
@t

¼ 2qmr:~v (75)

q
@~v

@t
1q ~v:rð Þ~v ¼ q~g1r:P (76)

where ~g is the gravitational acceleration. qm is the density of
the system in hydrate qHydm

� �
and liquid qLm

� �
. Further

(77)

is the generalization of stress tensor,46–48 represents non-
dissipative part and P represents the dissipative part of the
stress tensor.

For hydrate formation following water adsorption on rusty
walls,22,23 heat transport is very fast compared to mass trans-
port and not likely to have any significant rate-limiting impact
on the kinetic rates. Formation of hydrates inside bulk CO2 (or
inside CO2/CH4 fluid) heat-transport rates may have an

impact. For these cases, we have so far extended our PFT code
according to a simplified scheme as described below.

First consider the general thermodynamic relationship

dH ¼ @H

@T

� �
P;~x

dT1 V2T
@V

@T

� 	
P;~x

 !
dp (78)

where the molar volume V, as well as the gradient of molar

volume with respect to T, is very small for solids and con-
densed phases. The latter term is also exactly zero for ideal
gas. So except for regions of high-pressure gas, the latter term
is normally negligible. So for simplicity and also in view of
other uncertainties which will be described below the latter

term is omitted as an approximation. Strictly speaking, it is
not necessary since the volumetric terms are readily available
from the solution of the EOS used. The correction could be
estimated but the latter term implies couplings to Navier–

Stokes that will require some modifications in the integration
algorithm.

The two primary contributions to heat transport are conduc-
tion and convection. For the systems that we consider, the
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conduction term is the dominating. A common approximation

in hydrate modeling, as well as in interpretation of experimen-

tal data, is therefore, to lump both these contributions into an

“apparent” conductivity. Accordingly

_Q ¼ kADT (79)

where k is the “apparent” heat conductivity, A is the area for

the heat transport and DT the temperature difference. In the

integrations of Eqs. 79 and 80, the 2-D or 3-D space in consid-

eration is discretized into grid blocks, and for each grid block,

the total molar enthalpy can be written as

Hi ¼ 12uið ÞHS;i T;P;~xS;i
� �

1uiHL;i T;P;~xL;i
� �

(80)

where subscript i is the index for grid block number and sub-

scripts S and L denote hydrate and fluid, respectively. These

enthalpies are readily available from the individual thermody-

namic models involved but are more conveniently evaluated

directly from the free energy of each grid block using Eq. 69.

From the first law of thermodynamics and combining Eqs. 79

and 80, we arrive at the simple result

DH
Dt

� �
i

¼ kiAiDTi (81)

In discretized form for a chosen time step of the integration,

Dt, and corresponding changes in enthalpy and temperature

over a time step of progress. Ai is trivially given by the geome-

try of the grid block system and the dimensions of the system

(3-D or 2-D simulation). We make no rigorous discussion on

the most appropriate form of an average thermal conductivity

of each grid block and have so far implemented the following

average value51

ki ¼ 12uið ÞkS;i T;P;~xS;i
� �

1uikL;i T;P;~xL;i
� �

(82)

in which a number of different correlations are available for

gas mixtures in the fluid part of the latter term. For liquid

water part of the latter term, values are fairly independent of

pressure, and since solubility of CO2 as well CH4, is limited

liquid water provides a fair approximation. Thermal conduc-

tivity for hydrate in the solid position of the grid block phase

distribution, the value is almost insensitive to both pressures

and compositions of the hydrate. Fixed values for kS;i and kL;i
are available elsewhere.52

Results

The injection of CO2 into the pore will first displace some

of the water surrounding the hydrate due to the minerals nor-

mally having a higher thermodynamic affinity for water than

hydrate. But this will, of course, depend on the mineral wet-

ting properties. As an example, first few layers of water

adsorbed on hematite may have chemical potentials lower by

2–4 kJ/mole than that of liquid water.13 If the mineral surface

is CO2-wetting, then a greater fraction of the in situ liquid

water will surround the hydrate core inside the pores. In this

case, the in situ free gas (if existing) will partially dissolve in

the injected CO2. The rate of dissolution will depend on disso-

lution kinetic rates compared to flow dynamics and rates of

CO2 conversion into hydrate. The rate of CO2 conversion into

hydrate is depends on the diffusion of CO2 into the porous

medium, which would depend on the properties of the medium

such as pore sizes, pore connections, and porosity.53 The 3-D

bond pore network model presented by Mu et al.53 showed

that diffusivity increases with mean pore diameter when the
pore size is less than 1 lm as a result of the Knudsen effect,
with a very strong dependence of effective diffusivity on pore

size (which is due to nanoscale to microscale impact of inter-
actions between solid and fluid on energy and entropy genera-
tion as well as stress). The increased hydrate formation due to

increased diffusion rate of CO2 into the nanoscale pore size is
observed by Adeyemo et al.54 The relative fraction of water
surrounding the hydrate core is of course dependent on several

additional factors, but in the example used here for illustration
purposes, we have chosen to have water-wetting mineral sur-
face. The degree of water wetting is not important for these

examples since thermodynamics of fluids adsorbed on mineral
surfaces is not yet implemented but quite feasible along the
lines described by Kvamme et al.21 with additional data on

chemical potential of adsorbed water as described by Cuong
et al.22,23 for calcite.

Conversion of CH4 hydrate over to CO2 hydrate may pro-
ceed via two primary mechanisms. The direct solid-state con-

version will be slow, since its rate is related to solid-state
diffusivity of CH4 and CO2 inside hydrate. The second mecha-
nism implies that injected CO2 is able to form a new hydrate
together with free water surrounding hydrate (and of course

also with adsorbed water). Heat released by hydrate formation
will contribute to dissociation of in situ CH4 hydrate. This
effect could be expected to enhance the conversion rate as the

amount of water surrounding the initial CH4 hydrate core
increases. The larger volume of liquid water around the
hydrate would mean greater contact area between it and the

CO2, which would also facilitate the formation of new hydrate.
This second mechanism will not be limited by heat transport
since the rate of heat transport is 2–3 orders of magnitude

faster than that of mass transport16 through liquid water and
hydrate. Conversely, heat transport through the CO2 phase
will be comparatively slow. This factor will, therefore, facili-

tate heat transfer from the CO2 hydrate formation region
toward the in situ CH4 hydrate. Liquid-state diffusivity associ-
ated with mass transport to and from the hydrate surface will

be orders of magnitude faster than the solid-state transport.
The second mechanism is, therefore, expected to utterly domi-
nate as long as there is any free water left around the CH4

hydrate. We, therefore, have considered three different thick-

nesses of injected CO2 to study the relative impact.55

To save CPU time, simulations are conducted in 2-D
although there are no constraints to this in the theory or the
PFT code. Two-dimensional is also sufficient for the simple

crystal morphology that we are using in our examples at this
stage. As mentioned, there are two primary mechanisms
involved in the conversion of methane hydrate into a mixed

hydrate of carbon dioxide and methane in which some meth-
ane will occupy the small cavities. As an approximation, we
neglect filling of carbon dioxide in the small cavities since it is

so far uncertain if this will be significant for rapid phase transi-
tions in a dynamic reservoir flow environment. The thermody-
namic stabilization from CO2 filling in large is also uncertain

since the cavity partition functions for CO2 in small cavities
are extremely small and in molecular dynamics simulations,
using different well-known interaction models for CO2, the

hydrate dissociates fast. These are so far unpublished results.
So even though experimental evidence may suggest that CO2

might be trapped in small cavities, it does not necessary imply
that chemical potential of hydrate water will be lowered by

this occupancy. On the contrary, it might even result in large
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CO2 molecule hindering water liberations. Even a spherical

CO2 model in large cavity will interfere with some water lib-

erational frequencies.8 The chemical potential for water is

roughly 1 kJ/mole at 273 K higher when water movement is

accounted for by molecular dynamics simulations compared to

the Langmuir constant integration using a fixed water lattice.8

The difference is likely to be substantially worse for the small

cavity. So given that it is uncertain if CO2 is actually trapped

in small cavities in significant amounts under the dynamic sit-

uations, we focus on we approximate to zero filling of CO2 in

small cavities.
The three 2-D systems of size 5000 Å 3 5000 Å represent-

ing the sample pores size. The initial hydrate saturation was

same for all systems, with hydrate cores represented by disks

of radius 1136 Å located at the center of the 2D systems. The

initial pure methane saturation is approximately 20% of the

pore area. Water strips of varying thickness (5, 50, and 70 Å)

are introduced around the hydrate core, with the rest of the

system saturated with CO2 to represent two different amounts

of free water surrounding the hydrate and corresponding dif-

ferent water/CO2 contact areas. A sample system is shown in

Figure 1.
The distribution of phases and components shown in

Figure 1 is based on average liquid water saturation, free gas

saturation, and hydrate saturation of a real reservoir. Thickness

of water film around the hydrate core shown in Figure 1 is 50

Å as an example. The model pore is a square shape of size

5000 Å3 5000 Å in Figure 1 and sI Structure hydrate is repre-

sented by circular region in red color right in center of the

pore. The water saturation is represented with maroon color

around hydrate in addition to the two strips adjacent to the

walls. Considering the injection of CO2 has moved methane

up from its original position around the hydrate is, therefore,

represented by the upper dark blue strip. The rest of the region

shows the injected CO2. The pressure is kept constant at 83

bars and the initial temperature is uniform and 277.15 K.

These conditions have been used in this initial study since

these conditions were applied in a number of experiments con-

ducted in ConocoPhillips laboratory in Bartlesville over more

than a decade. See for instance Kvamme and coworkers,19,21

for examples and description of the experimental setup. Com-

parison with these experimental data will also require inclu-

sion of realistic mineral surfaces, and that is a future goal.
The existence of free water and CO2 liquid form a new CO2

hydrate and as a result releases heat as shown in Figure 2.

Heat released here is a dominating factor in the fast initial dis-

sociation of methane hydrate and as a result allowing a faster

initial exchange process. The second, dominating factor in the

initial dissociation process is the lower energy state of CO2 as

the guest molecule in sI gas hydrate structures vs. CH4. This

results in more favorable thermodynamics conditions of for-

mation for the pure CO2 vs. pure CH4 hydrates over large

regions of pressures and temperatures, while mixed hydrate in

which CO2 dominates occupation of large cavities and CH4

Figure 1. Initial snapshot of density (moles/m3) profile
shows the initial distribution of phases and
components for (5000 Å 3 5000 Å) system;
red disk in the center is CH4 hydrate core,
water regions are represented by maroon
color, dark blue region is methane, and rest
is CO2, Similar distribution for other two 2-D
systems.

[Color figure can be viewed in the online issue, which is

available at wileyonlinelibrary.com.]

Figure 2. (a) Snapshot of temperature in kelvin shows
an increased around the CH4 hydrate due to
formation of CO2 hydrate, color bar is asso-
ciated with (a) representing temperature in
kelvin. For a more clear insight, a region at
interface is highlighted and zoomed in. (b)
Temperature curve from one end to another
passing through center of CH4 hydrate.

[Color figure can be viewed in the online issue, which is

available at wileyonlinelibrary.com.]
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dominates occupation of small cavities is more stable at all
conditions of temperature and pressure.

The formation of hydrate is an exothermic process and,
therefore, result an increase in temperature in the area of new
CO2 hydrate formation, as shown in Figure 2a. Heat transport
through CO2 region is slow which will, therefore, also facili-
tate the heat being transported from the CO2 hydrate formation
region toward the in situ CH4 hydrate as shown in Figure 3.
The calculation details are given in Appendix.

The encircled region in Figure 2a is also show gaps in the
increasing temperature regions at the interface which are typi-
cally escape regions for dissociating methane mainly from the
large cavities of hydrate. The dissociation extracts heat since it
is an endothermic process. Hydrate dissociation extracts heat
from the surroundings which is illustrated in Figures 2a, b by
regions of reduced temperature.

All the curves in Figure 4 and in coming figures show varia-
tion in parameters along the line starting from the boundary of
the 2-D geometry in Figure 1 adjacent to blue methane region
to the opposite boundary passing through the center of
hydrate. This will show the variation in parameters in the pore
with a single curve. The CO2, CH4 concentrations, and phase
field curves in Figure 4 show that CO2 has converted the inter-
face water layer into hydrate and created a new interface
dominated by CO2 in favor of CH4 with water and then started
the (slow) solid-state conversion of the CH4 hydrate core. The
phase parameter is represented by the third curve in Figure 4
is drawn here to show precisely the changes in mole fraction
of CO2 and CH4 inside hydrate.

Due to dissolution kinetics, the surrounding CO2 will not be
able to dissolve the released methane within the time window
of simulation time. Methane will, therefore, exist as free gas
bubbles near the interface and then gradually increasing in

Figure 4. CO2 filling in hydrate while curve of methane
mole fraction shows dissociation of methane,
phase parameter curve to indicate hydrate
and fluid phases.

The zoomed graph is showing the clear picture of

exchange process. [Color figure can be viewed in the

online issue, which is available at wileyonlinelibrary.

com.]

Figure 3. Heat flux profile.

[Color figure can be viewed in the online issue, which is

available at wileyonlinelibrary.com.]

Figure 5. Snapshot of methane mole fraction in entire
system after 4.84 ns.

(a) Methane mole fraction across the system after 4.84

ns for the system with water thickness 70 Å. A region at

the interface is highlighted and zoomed in to show meth-

ane as free gas. (b) A comparison of methane mole frac-

tion after 4.84 ns of three examples. [Color figure can

be viewed in the online issue, which is available at

wileyonlinelibrary.com.]
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CO2 content. CH4 and CO2 are mutually soluble at these con-
ditions according to the thermodynamics but there are con-
straints on the solubility kinetics in terms of diffusivities
compared to the impact of Navier–Stokes on the local varia-
tions in densities. The existence of free CH4-dominated gas
bubbles from released CH4 can be observed in this example as
shown in Figure 5. Some few regions of free gas are particu-
larly expressed by encircling them within the fluid phase in
Figure 5. The mole fraction of methane in those regions varies
in the range of 0.4–0.65. The system with the larger water
layer thickness around initial hydrate has more methane at
interface after a particular simulation time. The larger water
layer ensures a higher dissociation rate of methane from
hydrate due to a larger amount of new CO2 hydrate being
formed per unit time and rapid heat transport inward toward
the hydrate core and slow heat transport into surrounding CO2

phase. A comparison of dissociation rates of methane is pre-
sented in Figure 6 to emphasize this picture.

The simulation results covered a limited time interval due
to computational restrictions, with only a fraction of the large
cavities being filled with CO2. Achieving a full exchange will
require substantially longer simulation runs even when using a
supercomputer with relatively high parallelization. The rate of
CH4 release, as illustrated in Figure 6, clearly shows that
methane was still being released even toward the end of the
simulations, though with the rate did decrease as the amount
of free liquid water diminished due to transition to the slow
solid-state exchange mechanism. All of the systems appear to
enter a stationary slow progress dominated by solid-state
exchange. To illustrate this, the numeric results were extrapo-
lated to experimental time as the interface in these simulations
is perfectly follows the power law, which is proportional to
square root of time showing a diffusion control process (Fig-
ure 7). The dissociation rate by second mechanism is orders of
magnitude faster than solid-state transport, which is illustrated
in Table 2.

As expected, a system with the thinnest liquid water layer
entered the slow-exchange stage faster than systems with
more free water available to create new CO2 hydrate. The dif-
ference in transition of rates between the heat supply mecha-
nism vs. the solid-state transport is illustrated in Figure 8.
These results will have significant practical implications; the
conclusion that initial saturation of free water capable of pro-
ducing new CO2 hydrate will be a critical dynamic factor for
conversion of in situ CH4 hydrate into CO2 and mixed CO2/
CH4 hydrate being of utmost importance. And since the rate of
heat absorption related to dissociation of CH4 hydrate will be
controlled and rate-limited by mass transport across the liquid
water/hydrate interface, there will be a kinetic balance
involved as well. Given that it is the interface that provides the
most favorable site for hydrate formation from injected CO2

and pore water, pore blockage can occur fast due to relatively
thin but mechanically strong interface hydrates will potentially
be able to trap liquid water and CO2. This impact can be
reduced by several additives. The high hydrate saturations typ-
ical for Alaska may, therefore, not be ideal for the conversion
method, although CO2/N2 injection will work (Ignik Sikumi
gas hydrate field trial26) and would perform better with a dif-
ferent completion type (separate injection and production
wells) since the CH4ACO2Anitrogen exchange will result in a
beneficent gas density gradient between injection and produc-
tion sites.

Conclusions

The exchange of CH4 with CO2 in the hydrate will be con-
trolled by two primary mechanisms. The fastest one will
involve creation of new CO2 hydrate. This new hydrate can
nucleate from phases adsorbed on mineral surfaces, existing

Figure 6. A comparison of estimated methane release
rate in three systems.

[Color figure can be viewed in the online issue, which is

available at wileyonlinelibrary.com.]

Figure 7. Extrapolation of CH4 flux into experimental
time-scale.

The solid red line represents simulation with 50-Å water

thickness and dashed black line is for simulation with

70-Å water thickness around hydrate core. [Color figure

can be viewed in the online issue, which is available at

wileyonlinelibrary.com.]

Table 2. CH4 Dissociation Rates

Simulation 2 with water thickness 50 Å Simulation 3 with water thickness 70 Å

Time (s) 1.6 e 2010 1 1.6 e 2010 1
Dissociation rates (mol/m2s) 3.365 e 1003 2.858 e 2008 3.815 e 1003 7.249 e 2008
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hydrate, or interface between liquid water and CO2. Heat

released by hydrate created from water surrounding the hydrate

core will be mainly transported through water and existing

hydrate since the surrounding CO2 can be considered a thermal

insulator, given its heat-transport rate is extremely small com-

pared to liquid water and hydrate. In practice, this would mean

that kinetic rate of this mechanism will be determined by the

rate of liquid-state mass transport. This will be in contrast to a

second, much slower mechanism, whose rate is proprotional to

that of solid-state transport of molecules through hydrate.
We have applied a PFT developed and discussed in more

detail through our previous studies14–21 to investigate and ana-

lyze these complex hydrate phase transitions. Three examples

of square 2-D model systems identical in size (5000 Å 3 5000

Å) and having the same initial spherical CH4 hydrate core

(radius of 1136 Å) but differing in water film thickness around

the hydrate core have been simulated to illustrate our

approach. The initial conversion process has proven to be fast

in all three systems as expected, since this stage is dominated

by rapid formation of new CO2 hydrate and subsequent disso-

ciation of CH4 hydrate facilitated by released heat of forma-

tion. The thickness of the water film was shown to strongly

affect the rate of exchange, which increased with the thick-

ness. The availability of free water facilitates the formation of

new CO2 hydrate, which results in release of heat and, there-

fore, promotes a faster dissociation of initial CH4 hydrate

core, eventually raising the exchange rate. After the free water

has been consumed, the exchange rate is governed by solid-

state transport, with all three systems observed to reach the

same asymptotic limit accordingly.
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Appendix
Heat flux profile is calculated using the conduction equation:

q

A
¼ 2kDT

~q ¼ 2ðTt1dt2TtÞ
X

i¼CH4;CO2;&water
xiki

where ~q is the heat flux in units W/m2. ki is the thermal conduc-

tivity of component i in W/mK and subscript i represents
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components CO2, CH4, and H2O. DT is the change in tempera-

ture at different time in kelvin (K) and xi is the mole fraction of

component i and subscript i represents components CO2, CH4,

and H2O.

A1: Thermal conductivity of liquid CO2
56

kCO2
¼ a11b1q1c1q

21d1q
31e1 T� 11

0:9q�
2:86

T�

 !" #20:6

q0:5r

(A1)

where

a1 ¼ 24:40618031022

b1 ¼ 5:98144731024

c1 ¼ 21:33192531026

d1 ¼ 1:02200631029

e1 ¼ 2:73933431023

T� ¼ jT2Tc
Tc

j

q� ¼ jq2qc
qc

j

T, is the temperature in kelvin (K)

The critical temperature of CO2, TC ¼ 304:21 Kð Þ
The critical density of CO2, qc ¼ 4:643102 kg

m3

� �
The reduced density, qr ¼ 0:95,
q, is the liquid CO2 density in kg/m3

A2: Thermal conductivity of pure water58

kH2O ¼
X4
i¼1

ai
T

300

� �bi

(A2)

where

a1 ¼ 0:80201

a2 ¼ 20:25992

a3 ¼ 0:10024

a4 ¼ 20:032005

b1 ¼ 20:32

b2 ¼ 25:7

b3 ¼ 212

b4 ¼ 215

T, is the temperature in kelvin (K)

A3: Thermal conductivity of CH4
58

kCH4
¼ 0:01

X6
i¼0

cis
i (A3)

where

c0 ¼ 0:4796

c1 ¼ 1:8732

c2 ¼ 37:413

c3 ¼ 247:440

c4 ¼ 38:251

c5 ¼ 217:283

c6 ¼ 3:2774

s ¼ T

1000

T, is the temperature in kelvin (K)

Manuscript received Sep. 29, 2014, and revision received May 7, 2015.

AIChE Journal November 2015 Vol. 61, No. 11 Published on behalf of the AIChE DOI 10.1002/aic 3957



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.7
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages false
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages false
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages false
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice




