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Abstract

This work studies the use of augmented Lagrangian methods for water flooding
production optimisation from an oil reservoir. Commonly, water flooding is used
as a means to enhance oil recovery, and due to heterogeneous rock properties, wa-
ter will flow with different velocities throughout the reservoir. Due to this, water
breakthrough can occur when great regions of the reservoir are still unflooded so
that much of the oil may become ”trapped” in the reservoir. To avoid or reduce this
problem, one can control the production so that the oil recovery rate is maximised,
or alternatively the net present value (NPV) of the reservoir is maximised.

We have considered water flooding, using smart wells. Smart wells with
down-hole valves gives us the possibility to control the injection/production at
each of the valve openings along the well, so that it is possible to control the flow-
regime. One can control the injection/production at all valve openings, and the
setting of the valves may be changed during the production period, which gives
us a great deal of control over the production and we want to control the injec-
tion/production so that the profit obtained from the reservoir is maximised.

The problem is regarded as an optimal control problem, and it is formulated as
an augmented Lagrangian saddle point problem. We develop a method for optimal
control based on solving the Karush-Kuhn-Tucker conditions for the augmented
Lagrangian functional, a method, which to my knowledge has not been presented
in the literature before.

The advantage of this method is that we do not need to solve the forward
problem for each new estimate of the control variables, which reduces the compu-
tational effort compared to other methods that requires the solution of the forward
problem every time we find a new estimate of the control variables, such as the
adjoint method.

We test this method on several examples, where it is compared to the adjoint
method. Our numerical experiments show that the method is convergent, and
when comparing it to the adjoint method it converges faster, in terms of computa-
tional effort, than the adjoint method.

Furthermore, the method is also applied to a history matching problem, where
we estimate permeabilities. Also for this problem, the method shows good results.



Moreover, we consider the augmented Lagrangian method, for optimal con-
trol problems. We study several marching schemes, that have previously been
used to solve optimal control problem, and we develop a new marching scheme.
Examples are tested with the new marching scheme and compared to other known
marching schemes. From our experiments, we see that the scheme is convergent
and that it find higher NPV than the marching schemes which we compare it to.



Preface

This dissertation is financed by the Norwegian Research Council, Petromaks pro-
gramme, project No. 163383/S30, and the aim is to investigate the possibility of
using augmented Lagrangian methods to solve optimal control problems which
occur in connection with oil production, more concrete optimisation of water
flooding of reservoirs and history matching. The work was started in November
2004, and the main adviser is Sigurd I. Aanonsen, while Xue-Cheng Tai and Trond
Mannseth are co-advisers. During this three-year period, the work has been con-
ducted at the Centre for Integrated Petroleum Research (CIPR) and at the Depart-
ment of Mathematics at the University of Bergen. The main new contribution is
the development, testing and application of a method for optimal control based on
solving the Karush-Kuhn-Tucker conditions for the augmented Lagrangian func-
tional, a method, which to my knowledge has not been presented in the literature
before.

The thesis consists of two parts, where the first part explains some theory
related to the problems we are studying and the mathematical algorithms we are
using. The second part of the thesis consists of papers that have been written
during my time at CIPR, which relates to part one of the thesis. A brief outline of
the thesis, is as follows,

Part I:

Chapter 1 explains the motivation and the main objective of the study done in this
dissertation, and an survey of earlier works on the subject is listed.

Chapter 2, presents the fluid flow equations, and specifically the two-phase
flow model that is used in this work.

Furthermore, in chapter 3 we explain how the fluid flow equations introduced
in chapter 2 are discretised.

Chapter 4, states the production optimisation problem, which we are studying.
In chapter 5, we give a brief overview of inverse problems in general, and we

introduce the problem of history matching. Also a section on regularisation is
included.



In chapter 6, we discuss unconstrained minimisation, where we talk about line
search methods, and give a overview of the unconstrained optimisation methods
that is used in this work.

Chapter 7 continues to discuss constrained optimisation, where we state the
optimality conditions. Moreover we explain what methods have been used to
handle bounds on the variables and equality constraints.

Chapter 8 gives an explanation on what optimal control is. We state the op-
timal control problem as a saddle point problem of the Lagrangian and the aug-
mented Lagrangian. Then we analyse different possible approaches for solving
the problem, and motivates the methods used in this work.

Chapter 9 discusses future work, on the subject treated in this thesis.
Finally, chapter 10 summarises the papers that are included in part II of this

thesis.

Part II:

Four papers are included in part The works included are the following,

Paper A: An Efficient Method for Smart Well Production Optimi-
sation.

Daniel Chr. Doublet, Sigurd I. Aanonsen and Xue-Cheng Tai.
To be submitted to the Journal of Petroleum Science and Engineering

Paper B: Marching Schemes for the Augmented Lagrangian
Method.

Daniel Chr. Doublet, Xue-Cheng Tai and Sigurd Ivar Aanonsen.
To be submitted to the SIAM Journal on Scientific Computing

Paper C:Efficient History Matching and Production Optimisation
with the Augmented Lagrangian Method.

Daniel Chr. Doublet, Sigurd I. Aanonsen and Xue-Cheng Tai.
Submitted to SPE Journal
Presented at SPE Reservoir Simulation Symposium, 26-28 February 2007, Hous-
ton, Texas, U.S.A.



Paper D:Efficient Optimisation of Production from Smart Wells
Based on the Augmented Lagrangian Method

Daniel Chr. Doublet, Raymond Martinsen, Sigurd I. Aanonsen and Xue-Cheng
Tai.
Presented at 10th European Conferance on the Mathematics of Oil Recovery.
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Part I

Background





Chapter 1

Introduction

1.1 Motivation

In connection with enhanced oil recovery, optimal control problems arise quite
frequently. All parameter estimation problems or optimisation problems related
to some sort of physical process can be formulated as an optimal control problem.
Since, optimal control problems are so important in enhanced oil-recovery, it is
seems to be a good idea to investigate the different methods we have for solving
optimal control problems, and find which are suited for solving parameter estima-
tion problems in connection with oil recovery. Work has earlier been done, with
the so called adjoint method for these type of problems, but the use of augmented
Lagrangian methods has not to our knowledge been applied to problems occur-
ring in connection with enhanced oil-recovery. Although the adjoint methods has
proved to be successful, it is always of interest to improve the existing technol-
ogy, so that we can solve these problems faster and more accurately. In this work,
we attempt to investigate the use of the method of multipliers for optimal con-
trol, with the application for production optimisation with water flooding and for
history matching. Additionally, we investigate other possible methods, using the
augmented Lagrangian functional. Intuitively it appears to be a good idea to use
this sort of formulation, since in the adjoint method one always have to solve the
forward problem at each iteration, which is the most expensive

1.2 Problem

Water flooding is frequently used as a means to enhance oil recovery, and due to
heterogeneous permeability one may experience early water breakthrough result-
ing in oil being trapped in the reservoir. However, by controlling the injection and
production in the wells we may avoid or minimize this problem.
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Figure 1.1: Water flooding of reservoir with smart wells. The figure is inspired by
Brouwer et al. [7]

Smart wells are wells which have sensors and valves on the tubing, allow-
ing us to control the injection/production at the separate valve openings. Figure
1.1 shows a horizontal reservoir with one smart well injector and one smart well
producer.

Optimising of the profit or oil recovery from an oil reservoir, can be achieved
through controlling the injection/production in the different wells. In the case of
smart wells, one has in addition the possibility to control the injection/production
at each valve opening of the well which allows for a better flooding of the wells.

One can then control the production/injection in such a way that one minimises
the amount of trapped oil in the reservoir, and thereby maximising the net present
value(NPV) from the reservoir.

In order to maximise the production, we need a reservoir simulator and thus a
reservoir description (permeabilities, porosities etc.).

At the beginning of production we have some initial parameters, which de-
scribe the reservoir and we can use this for optimising the production. Once the
optimisation has terminated, we continue to produce according to the optimal
production plan. While producing the wells continuously provide measurement
data, which can be used to history match the geological parameters. When a new
update of the geological parameters are available the production optimisation is
then done again. A schematic view of this process can found in figure 1.2. Since
the optimisation problem must be done repeatedly, it is therefore important to do
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have fast methods to do both the production optimisation and to solve the history
matching problem.

1.3 Literature Survey

1.3.1 Optimisation Techniques

Optimisation techniques can be divided into two groups of methods -stochastic
methods and deterministic methods. Stochastic methods, such as genetic algo-
rithms [45], [25] and simulated annealing [34], [45],[39] make only use of func-
tion evaluation and does not include gradient information. These methods has,
usually much slower convergence rate than deterministic approaches, which in-
clude gradient information when searching for the optimum. These methods in-
clude for example the Steepest Descent method, the non-linear conjugate gradi-
ent method, quasi-Newton methods, the Gauss-Newton method and Levenberg-
Marquardt. The deterministic, gradient based methods generally converge faster,
and in this work we have only considered these type of methods.

1.3.2 Production Optimisation

We divide production optimisation into two groups, reactive and predictive ap-
proach. Reactive methods are methods that change valve settings when change
in water production occurs, such that regions producing too much water are shut
down.

In Yeten et al. [47] and Kharghoria et al. [31], genetic algorithms are used
to optimise production by reducing production in zones with high water cut.
Brouwer et al. [8] consider water flooding with smart wells, where the produc-
tion is decreased or shut in when water breakthrough occurs. In this case the
production strategy is also a direct reaction to the measurements from the valve
openings. Gai [18] investigate the optimisation of valve settings for a multilateral
well, where the decisions are based on well measurements, and this comes into the
group of reactive control. In the work by Arenas and Dolle [2], a two-dimensional
reservoir with fractures where valves are only present in the injector. The valves
are either fully open or closed, and they are open or closed as a response to water
cut measurements in the producer. Snaith et al. [46] documents the use of reactive
control has to real reservoirs, and Al-Khodhori [1] also shows the use of reactive
optimisation in a real application.

When using reactive control, no action is performed before some change in the
well measurements is observed. The profit of the reservoir can be enhanced even
further if one acts before. If for example, change in valve settings is done when
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water breakthrough occurs, we might then already have large volumes of trapped
oil in the reservoir. Thus, by using reservoir simulators one can predict the fluid
flow in the reservoir and hence optimise it by adjusting the valve settings. In this
way, the optimal valve settings are found before the measurements are made, and
this strategy can be used to avoid possible problems occurring at the wells at a
later time. This is what is termed predictive control.

Brouwer et al. [7] uses predictive control, where they use an optimal control
theory method, the adjoint method, in combination with a gradient based optimi-
sation algorithm, to find the optimal valve settings. Horizontal, two-dimensional
reservoirs are considered, and they maximise the net present value (NPV), where
they associate a cost with water production and a profit with oil production. The
approach has provided good results, but it has the disadvantage that one has to
solve the forward problem each time a new estimate of the controls is available.

Lien et al. [33] use the same problem definition as in Brouwer et al. [7], where
the adjoint method is used in combination with a multiscale regularisation. The
results are good and, with the aid of multiscale regularisation, the adjoint method
converges faster and in some examples they find a higher profit than one does
with the adjoint method alone. Additionally there has been done some work by
Zakirov et al. [48] and Sarma et al. [44], using the adjoint method for optimising
the production.

In this work we study the use of optimal control techniques to optimise net
present value by adjusting the valve settings in smart wells. We take the problem
definition from Brouwer et al. [7]. Our aim is to investigate the use of augmented
Lagrangian methods, to solve the optimal control problem. In augmented La-
grangian methods, there will not be a need to solve the forward problem every
time a new estimate of the controls is available, and consequently one iteration of
such an algorithm is cheaper than one iteration of the adjoint method. The forward
model fulfils itself at the same time as the NPV is maximised as the algorithms
converge. Due to this, it has been of interest to see if one can devise algorithms,
based on the augmented Lagrangian method, which are cheaper in terms of com-
putational effort, than the adjoint method.

1.3.3 History Matching

The history matching problem is similar to that of the production optimisation
problem, since they both can be regarded as optimal control problems. However,
the history matching problem is an ill-posed problem which present supplemen-
tary complications, compared to that of the production optimisation problem. On
the other hand, for the history matching problem, the objective function has the
form of a least-squares problem, while the production optimisation problem does
not.
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Figure 1.2: Schematic view of production optimisation cycle.

There has been done many studies of the history matching problem, and opti-
mal control methods have been used to address this problem as well. Chen et al.
[14] and Chavent et al. [13] stated the problem as an optimal control problem and
used an adjoint algorithm as solution method, and later others has continued the
use of adjoint methods for the solution of the problem, see for example Ramirez
[43].

As for the production optimisation problem, we need to solve the forward
problem every time we have a new set of parameters available. Therefore we
want to investigate the use of augmented Lagrangian methods to solve the his-
tory matching as well, although the production optimisation problem is the main
problem considered here.

1.3.4 Augmented Lagrangian

The augmented Lagrangian method was first introduced independently by
Hestenes [24] and Powell [42]. Hestenes considered the method for solving con-
strained optimisation problems. Glowinski [19], [20] has studied the augmented
Lagrangian method for non-linear problems, and Bertsekas [5] has also studied
the method for solving constrained optimisation problems, and has studied the
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possibility of using second order methods in combination with the augmented La-
grangian methodology [4].

Later the use of the augmented Lagrangian method was studied by Itô and
Kunisch [27, 28, 26] where they considered the use of the augmented Lagrangian
method for parameter identification in elliptic systems. They considered a least-
squares objective function with regularisation term.

Kunisch and Tai [32], considered a more general optimal control problem,
where the study the parameter identification problems, where the controls and
the state variables are related through a bilinear term and they present numerical
examples

Chan and Tai [11] used the augmented Lagrangian method with total varia-
tions regularisation for finding discontinuous parameters in elliptic and hyperbolic
systems. Chen et al. [15] also used an augmented Lagrangian approach to identify
discontinuous parameters in elliptic problems.

Keung and Zou [30, 29], also considered parameter identification in parabolic
and in elliptic systems, where they in the latter paper used a modified Uzawa
algorithm of the augmented Lagrangian method to solve the problem.

Guo and Zou [21] also has investigated the use of the augmented Lagrangian
method to identify parameters in parabolic systems.

Nilssen and Tai [36] considered the use of marching schemes of the augmented
Lagrangian method to solve parameter identification problems from a parabolic
system, and and Nilssen et al. [37] considered the same marching schemes for
estimating permeability from a non-linear diffusion equation.

The goal of this work, is to investigate how augmented Lagrangian methods
can be used to solve the production optimisation problem, and other optimal con-
trol problems that occur in connection with reservoir engineering. The studies
done with the augmented Lagrangian method for solving optimal control prob-
lems, has only(to our knowledge) been focused on parameter identification prob-
lems.

These type of problems have a least-squares objective function, where the
goal is to find the best fit to some measurements. In this study, we investigate
an optimal control problem where the objective function is not of the type least-
squares. The difference is that we do not know the value of the objective function
at the optimum.

In this study we have investigated the marching schemes of the augmented
Lagrangian used in [36, 37], and investigated if they can be used to solve the
production optimisation problem.

Our studies indicate that the marching schemes in [36, 37], are not well suited
for problems where the objective function is not on the form of a least squares
function, and we have proposed a new marching scheme that circumvents this
problem. Numerical examples show that it converges, and the new marching
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scheme is a method of applying the augmented Lagrangian method to optimal
control problems, which can be used with all sorts of objective functions.

Based on an augmented Lagrangian saddle point problem formulation of the
optimal control problem, we have proposed a new method to solve optimal con-
trol problems, which is called the KKT method. With this method we have used
solved production optimisation problems and history matching problems with this
method, and it shows rapid convergence to a high value of the NPV.





Chapter 2

Fluid flow in porous media

Since our work is concentrated on solving optimal control problems, which occur
in connection to reservoir engineering, we will give a general survey of modelling
of fluid flow in porous media.

The porous medium is a rock which contains a network of pores. In petroleum
exploitation, we are considering rocks in which fluids can flow. Thus we are
considering rocks where the pores are connected, so that it is possible to have fluid
flow through the medium. The porous medium is characterised by its porosity φ
and its absolute permeability κ, which both may vary with the position in the
media. The porosity is the percent of volume of pores of the medium, and it is
defined by

φ =
Vp

VT
, (2.1)

where Vp is the volume of the connected pores, where fluids can flow, and VT is
the total volume. The absolute permeability is a measurement of how well a fluid
flows through the medium, and it is dependent on the position. In this work, we
have only considered two-phase fluid flow (oil and water), and we give here a
short description of the fluid flow equations that are used in this work. For more
information on fluid flow in porous media, the reader may consult for example
[3], [40], [23], [41].

2.1 Two-phase flow

We will now consider the case where we have two fluids present in a porous
media, where there is no mass transfer between the two phases. This is a situation
that occurs when we displace oil by water in the reservoir. This situation occurs
often in practice, since the water is commonly injected in to reservoirs in order
to facilitate oil production. First we must introduce some new variables in order
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to describe the fluid flow, and we will here denote the two different phases by
α = {o,w}, where o means water and w means water. The saturation of phase α,
Sα is defined as the volume of the fluid α divided by the total pore volume, that is

Sα =
Vi
Vp

. (2.2)

Furthermore it is natural to assume that the porous media is completely saturated,
and thus we must have that

So+Sw = 1. (2.3)

Both the saturation’s for water and oil, must be between zero and one, but the
saturation for phase α cannot be below the what is called the residual saturation
for phase α, Sαr, meaning that the reservoir can never be completely saturated
with one of the fluids. Thus we have that

Swr ≤ Sw ≤ 1−Sor (2.4)

Sor ≤ So ≤ 1−Swr. (2.5)

For each of the phases mass is conserved, and we will for simplicity consider the
conservation of mass per unit volume. Given a reference volume of the porous
medium, Ω, the conservation of mass for phase α in Ω is given by∫

Ω

∂Γα

∂t
dV = −

∫
∂Ω

Fds+
∫
Ω
qdV, (2.6)

where Γα is the mass of phase α per unit volume, F is the flux of Γα over the
boundary ∂Ω of Ω and q is source and sink terms within Ω. Using the divergence
theorem we find that ∫

Ω

∂Γα

∂t
dV = −

∫
Ω
∇·FdV +

∫
Ω
qdV. (2.7)

Since the equation (2.7) is valid for any arbitrary volume Ω, equation (2.7) must
also be valid point wise, giving

∂Γα

∂t
= −∇·F + q. (2.8)

The mass per unit volume is given as

Γ = φραSα, (2.9)

where ρα is the density of phase α. Furthermore, the flux is given as the velocity
times the density,

F = ραuα. (2.10)
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The velocity u is described by Darcy’s law,

uα = −κα
μα

(∇pα +ραgh), (2.11)

where g is the gravitational acceleration, h is height, μα is the viscosity and κα is
the effective permeability for fluid α. Since two fluids are present in the porous
medium, the effective permeability is lesser than the permeability when there is
only one fluid present in the medium (the absolute permeability), since the mobil-
ity of each fluid is hindered by the presence of the other. The effective permeabil-
ity is the absolute permeability, κ, times the relative permeability κrα = κrα(Sα)
which is a scalar between 0 and 1, so that the effective permeability is given by

κα = κκrα(Sα). (2.12)

By combining the mass conservation equations (2.8) and (2.11) we find that

∂φρoSo

∂t
−∇·(ρoκλo(∇po+ρogh)

)
= qo, (2.13)

∂φρwSw

∂t
−∇·(ρwκλw(∇pw +ρwgh)

)
= qw, (2.14)

where the mobility λα =
κrα
μα

. There will be a difference in the pressure for the two
fluids, and we call this for the capillary pressure, Pc, defined by

Pc(Sw) = po−pw, (2.15)

where water is assumed to be wetting the medium relatively to the oil. The two-
phase flow of water and oil a porous medium is now described completely by the
equations (2.3),(2.13),(2.14) and (2.15). These equations are referred to as the
fluid-flow equations for two-phase flow in porous media.





Chapter 3

The Forward model

In order to model our reservoir flow equations we make use of an in-house reser-
voir simulator for two-phase (water and oil), two-dimensional flow where we ig-
nore gravitational effects and capillary forces, and we will here give a description
of the model. The reservoir flow equations can be modelled in many different
ways, but we have chosen a simple model since the aim our study is the solution
of optimal control problems in connection with reservoir flow, and not to find the
optimal reservoir model. For discussions on how to do forward modeling, we re-
fer the reader to for example Aziz and Sattari [3], Ewing [16], Chavent and Jaffré
[12] or Heimsumd [23].

Since the capillary pressure is zero, we will denote the pressure as p. In order
to discretise the flow equations (2.13) and (2.14), we use a cell centred finite
difference method, where the backward Euler method is used to discretise the
time derivative. We divide our reservoir into a discrete number of grid cells as
shown in figure 3.1, where we assume that all variables are constant within each
cell. The horizontal axis is divided into nx intervals, and the vertical axis is divided
into ny intervals, giving a total of nx×ny grid cells. The length of the vertical edge
of cell {i, j} is Δyj and its horizontal length is Δxi. Furthermore we divide the
time line into a discrete set of N time intervals, where the length of time interval
number n is denoted by Δtn. The interval corresponding to Δtn is called time step
n. We want that our equations should be on dimensionless form, and therefore we
multiply by the discrete time step Δtn and we find that the discrete approximation
of the flow equations for cell {i, j} and phase α ∈ {w,o} at time step n is given by

φi,j(S
n
i,j,α −Sn−1

i,j,α)−ΔtnΦn
i,j,α = Δtnqni,j,α, (3.1)

where the operator Φn
i,j,α is a discrete approximation to the second term in equa-

tions (2.13) and (2.14). The discrete operator Φn
i,j,α is discretised according to a
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Figure 3.1: Grid

formula from [3]. When omitting the subscript α, it gives that

Φn
i,j =

(
λi+ 1

2 ,j
Ti+ 1

2 ,j
(pni+1,j −pni,j)−λi− 1

2 ,j
Ti− 1

2 ,j
(pni,j −pni−1,j)

)
/Δxi (3.2)

+
(
λi,j+ 1

2
Ti,j+ 1

2
(pni,j+1 −pni,j)−λi,j− 1

2
Ti,j− 1

2
(pni,j −pni,j−1)

)
/Δyj, (3.3)

where the transmisibilities T are given by

Ti+ 1
2 ,j

=
1

1
2

(
Δxi
κi,j

+ Δxi+1
κi+1,j

) , (3.4)

Ti− 1
2 ,j

=
1

1
2

(
Δxi
κi,j

+ Δxi−1
κi−1,j

) , (3.5)

Ti,j+ 1
2
=

1

1
2

(
Δyj
κi,j

+
Δyj+1
κi,j+1

) , (3.6)

Ti,j− 1
2
=

1

1
2

(
Δyj
κi,j

+
Δyj−1
κi,j−1

) . (3.7)

For the mobilities λ, we use upstream weighting. That is

λi+ 1
2 ,j

=
{

λi+1,j, pi+1,j > pi,j
λi,j, pi+1,j ≤ pi,j

(3.8)
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λi− 1
2 ,j

=
{

λi−1,j, pi−1,j > pi,j
λi,j, pi−1,j ≤ pi,j

(3.9)

λi,j+ 1
2
=
{

λi,j+1, pi,j+1 > pi,j
λi,j, pi,j+1 ≤ pi,j

(3.10)

λi,j− 1
2
=
{

λi,j−1, pi,j−1 > pi,j
λi,j, pi,j−1 ≤ pi,j

(3.11)

For the relative mobilities, we will use the Corey models, i.e.

κro = κ�ro

( 1−S−Sor

1−Sor−Swr

)eo
(3.12)

and

κrw = κ�rw

( S−Swr

1−Swr−Sor

)ew
, (3.13)

where eo and ew are the Corey exponents, κ�ro and κ�rw are the endpoint permeabil-
ities, and Sor and Swr are the residual saturations, for oil and water respectively.

Furthermore, we assume that the liquids are incompressible, and let the total
injection/production rate, V , be constant, not varying with time. We will assume
that we have two smart wells, one injector and one producer, where we can control
the injection/production in the different valve openings along the two wells. We
denote the number of valve openings along the injector by Ninj and the number of
valve openings along the producer by Nprod. Additionally, we define the percent-
age of the total injection/production in well segment i at time step n as vni . Since
the vni are percentages, we have that, for n = 1, . . . ,N

0 ≤ vni ≤ 1 for i = 1, . . . ,Ninj +Nprod. (3.14)

Moreover, the sum of the injection rates over all the valve openings along the
injector must equal the total injection, and for the producer the sum of the produc-
tion rates over all the valve openings must also equal the total production rate V .
This gives us the additional equality constraints for n = 1, . . . ,N

Ninj∑
i=1

vni = 1, (3.15)

and
Ninj+Nprod∑
i=Ninj+1

vni = 1. (3.16)

Since we only inject water, the injection rate at well segment i is

qnwi = vni V, for i = 1, . . . ,Ninj, (3.17)
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where qnwi is the water rate at injection segment i at time step n. The different
phase production rates can be expressed as functions of the liquid rate and the
fractional flow at the well segment so that

qnwi = − λnwi
λnwi+λnoi

vni V for i = 1+Ninj, . . . ,Nprod+Ninj, (3.18)

and

qnoi = − λnoi
λnoi+λnwi

vni V, for i = 1+Ninj, . . . ,Nprod+Ninj, (3.19)

where λnwi and λnoi are the water and oil mobilities, respectively, in the grid cell
containing well segment i and at time step n. The discrete approximations to the
reservoir flow equations for time step n (3.1) can be written on vectorial form as

en(vn,un,un−1) =
{

eno
enw

}
= 0 (3.20)

where the en is the discrete equation residual, the subscripts w and o denotes the
equation residual for the flow equations for oil and water, respectively, and where
un = {pn,Sn

w}. The pressures and the water saturations, grouped together as u =
{un}Nn=1, are referred to as the state variables. Now we have that

enα(vn,un,un−1) = φ(Sn
α −Sn−1

α )−ΔtnΦn
α −Δtnqnα, (3.21)

where this vector equation is organised so that the flow equation for grid cell
{1,1} is its first element, grid cell {nx,1} is element nx in the vector and grid cell
{nx,ny} is the last element.



Chapter 4

Production Optimization

In this chapter we present the problem of maximising the profit from an oil-
reservoir by controlling the injection/production and we formulate the problem
as an optimal control problem.

4.1 Smart well, production optimisation

When an reservoir goes in to the secondary recovery phase, water is injected in
order to enhance oil-recovery. Since the rock is a heterogeneous medium, water
will flow with different velocities throughout the reservoir. Due to this, water
breakthrough can occur when great regions of the reservoir are still unflooded so
that much of the oil may become ”trapped” in the reservoir. Such a situation might
make it necessary to drill additional wells in order to recover the remaining oil,
which is a costly procedure along with the halt of production.

Smart wells with down-hole valves gives us the possibility to control the injec-
tion/production at each of the valve openings along the well, so that it is possible
to control the flow-regime. A schematic figure is depicted in figure 1.1. One can
control the injection/production at all valve openings, and this setting of the valves
may be changed during the production period, which gives us a great deal of con-
trol over the production and we want to control the injection/production so that
the profit obtained from the reservoir is maximised.

Increased recovery rate and reduced water production increases the profit from
the reservoir, since it costs money to remove water from the oil. Additionally, one
wants to produce the reservoir as fast as possible, in order to reduce the total
operating costs.

The production optimisation problem is often formulated as that of maximis-
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ing the net present value (NPV), given by

JNPV =
N∑
n=1

Jn
NPV , (4.1)

where Jn
NPV is the NPV obtained during the time interval Δtn, which is

Jn
NPV = ΔxΔyh

[Nprod+Ninj∑
i=1+Ninj

−Iw · qnwi−Io · qnoi
(1+b/100)tn

]
Δtn, (4.2)

where the constants Io and Iw are, respectively, the revenue of oil produced and the
cost of water produced per volume expressed in $/m3, b is the annual interest rate
expressed in %, Δx and Δy are the dimensions of the grid cells in, respectively,
horizontal and vertical direction(using a uniform grid), Δtn is the size of the n’th
time step, and tn =

∑n
i=1Δt

i is the time expressed in years at time step n. Since
the production rates of water and oil, qnwi and qnoi, are less than or equal to zero, Io
is a positive constant and Iw is a negative constant.

For our controls to physically feasible, the reservoir model must be fulfilled,
and our problem is therefore an optimal control problem, which we can formulate
as follows

max
v

J (v,u) subject to en(vn,un,un−1) = 0, for n = 1, . . .N, (4.3)

where v are our control variables and u are our state variables. The state variables
u are the pressures and the saturations in all the grid cells and for the controls, v,
we use the percentage of total injection/production in each of the valve openings
along the injector and the producer.

In practice, the injection/production is controlled at each valve opening by
adjusting the surface of the valve opening, but since this can easily be converted
to pressure control or injection/production rate control and we assume therefore,
for simplicity, that we may control the injection/production rate directly.

In addition to the state equations constraints, we also have bounds on the con-
trols and the state variables, and also the equality constraints (3.15) and (3.16),
and we restate here these additional constraints. As earlier defined, vni denote the
percent of total injection or production in valve opening i at time step n, and the
constraints are

Ninj∑
i=1

vni = 1, for n = 1, . . . ,N, (4.4)

and
Nprod+Ninj∑
i=1+Ninj

vni = 1, for n = 1, . . . ,N. (4.5)
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All the valve openings from number 1 to number Ninj are assumed to belong
to the injection well, while the valve openings from number 1+Ninj to number
Nprod+Ninj are assumed to belong to the production well. Moreover, the control
variables must also satisfy the following inequality constraints, for n = 1, . . . ,N ,

0 ≤ vni ≤ 1, for i = 1, . . . ,Ninj +Nprod. (4.6)

Furthermore for the state variables, u = {p,S} we have that

Swr ≤ S ≤ 1−Sor (4.7)

and that
p > 0. (4.8)

Now the equations (4.3), (4.4), (4.5), (4.6), (4.7) and (4.8) define our production
optimisation problem. In the following chapters we will specify how this problem
is handled.





Chapter 5

Parameter estimation

When simulating the fluid flow in a reservoir, we need to have information on the
characteristics of the reservoir, such as absolute and relative permeability, porosity
and capillary pressure in order to simulate accurately. These parameters cannot
be observed directly since we have no way of ’looking’ into the reservoir and we
must thus try to estimate their value via some indirect approach. The parameter
estimation problems are problems of a class of problems called inverse problems.

5.1 Inverse Problems

Inverse problems can generally be written as

G(s) = b, (5.1)

where G is some operator which work on s and give b. In the direct problem, G
and s are known, and one seeks to determine b. The inverse problem is when either
b and G is known, and one seeks s or when b and s is known and one seeks to
find G. Parameter estimation problems in reservoir mechanics, is of the first type.
These type of problems are typically more difficult than their direct counterpart,
and the difficulties are usually as a result of ill-posedness, which we define next.
The mathematician Hademard [22] defined a problem to be well posed if all of the
three conditions hold

Well Posedness

1. The solution exists,

2. The solution is unique,

3. The solution depends continuously on the data.
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Problems where one of the above conditions is not fulfilled, are called ill-posed
problems. For parameter estimation problems in reservoir engineering context,
we have some measurements of pressure, water-cut and other quantities in the
wells, in addition to data obtained from seismic surveys. The task is then to find
the unknown parameters which best fit the production history data and the data
obtained from other sources such as seismic surveys etc. Often these problems
are referred to as history matching, since one tries to match the production data.

5.2 History matching

In this work, we estimate the absolute permeability The measurements which we
use, consist of two types of measurements where the first is measurements of
pressures and saturations in both the production and injection wells. Even though
the saturations are not measured directly from a real-life field, they can easily be
found and we have thus treated them as measurements. Additionally we have
at certain distinct time steps, measurements seismic surveys available giving us
information of the pressure and saturations in the entire reservoir. The inversion
of seismic data, is an inverse problem but for simplicity we have assumed that
the seismic gives pressure and saturation at every grid cell at certain time steps.
This leaves us with essentially two types of measurement data, where the well-
measurements are made often they are made at few points of the reservoir (the
wells). On the other hand, the seismic measurements are made more seldom, but
they provide information over the entire reservoir. This problem does not have a
unique solution and violates thus the second condition of the well-posed criteria.
We will denote data measurements as dobs, and we will denote the data obtained
from the reservoir model given a permeability field κ for

dsim = g(κ), (5.2)

where g is the forward model operator, which gives the pressures and saturations
at the same instances and locations as the measurements. Now our goal is to find
κ so that

dsim−dobs (5.3)

is minimal. To find a reasonable objective function, we ask what the probability
is to find dobs given the parameters κ. The probability density function is then,

P (dobs|κ) = a · exp[− 1
2

(dsim−dobs)TC
−1
D (dsim−dobs)

]
, (5.4)

where a is a constant scalar and CD is the covariance matrix of the measurements,
containing information about the uncertainties of the observations dobs. Now we
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want to find κ so that the probability in (5.4) is maximised, since its maximum
will give the most probable distribution that resulted in the measurements dobs.
Maximising of (5.4) is equivalent to the problem of minimising the function

JHMo =
1
2

(dsim−dobs)TC
−1
D (dsim−dobs). (5.5)

5.3 Regularisation

Due to the ill-posedness of the problem, we cannot know if the minimum of our
problem (5.5) will give us the solution which we desire. If the problem has a non-
unique solution it makes sense to try to incorporate some prior information, so
that the we find a solution which agrees with our prior known information. One
source of prior information, may for example be some geostatistical model of
the permeability, κprior, with a corresponding covariance matrix, CP , containing
information about the uncertainties of this prior model. We may then form the
new objective function as

JHM =
1
2

(dsim−dobs)TC
−1
D (dsim−dobs)+

1
2

(κ−κprior)TC
−1
M (κ−κprior), (5.6)

which is the data matching objective function (5.4) plus the prior term.





Chapter 6

Unconstrained Optimisation

Unconstrained optimisation is the simplest case of optimisation, where one wants
to minimise some function J : RNx → R,

min
x

J (x). (6.1)

Methods for solving (6.1), can divided into two groups of optimisation methods,
line search methods and trust region methods. Since we have only considered line
search methods in our work, we will not discuss trust region methods here. For
more information on this topic, one can consult for example Bonnans et al. [6] or
Nocedal and Wright [38].

6.1 Line Search Methods

Optimisation algorithms where we solve problems of the form (6.1), usually finds
a sequence of variables x1,x2, . . . such that

lim
k→∞

J (xk) = min
x

J (x). (6.2)

The sequence of variables are found by first choosing an initial value x0 and then
updating for k = 1,2, . . .

xk+1 = xk+αkpk, (6.3)

where pk is the search direction and αk is a positive scalar called the step length.
If xk is to be a minimising sequence, we must have that pk is a descent direction,
i.e.

(∇xJ (xk),pk) < 0. (6.4)

Once the search direction pk has been determined, the step length αk can then be
found from the following minimisation problem

min
αk

J (xk+αkpk). (6.5)
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Firstly we will discuss some methods for calculating the search direction, and then
we will discuss how to find the step length αk.

6.2 Steepest Descent Method

The simplest line search method for solving unconstrained minimisation problems
is the steepest descent method, where the search direction equals the negative of
the gradient, that is

pk = −∇xJ (x). (6.6)

We see that this search direction is a descent direction c.f. (6.4), but the method
may be slowly convergent. Consequently we we have chosen to use a second
order method to solve our optimisation problems, since these methods are known
to converge faster.

6.3 Quasi Newton methods

Second order methods make use of the Hessian to calculate the search direction,
but the Hessian is not always easily accessible, i.e. it may be computationally
expensive to find it, and we can instead use some approximation of the Hess-
ian. Second order methods, where the Hessian is approximated are called Quasi-
Newton methods. Like the steepest descent method, these type of methods only
require evaluation of the objective function and its gradient. But information from
previous iterations is used to approximate the Hessian, and the resulting conver-
gence rate is much better than for the steepest descent method. For quasi-Newton
methods, we start with making the following quadratic model, m, of the objective
function, J at the current estimate xk, giving

J (xk+pk) ≈ m(pk) = J (xk)+∇JT (xk)pk+
1
2
pTkBkpk, (6.7)

where Bk is an n× n symmetric positive definite matrix which approximates the
second derivative. The minimiser, pk, of this quadratic model (6.7) is given as

pk = −B−1
k ∇J (xk). (6.8)

If we use the true Hessian, for Bk in (6.8), the search direction becomes the New-
ton search direction. However, the idea of quasi-newton methods is to use some
sort of approximation to the Hessian in (6.8) and use the resulting search direc-
tion in the line search method. Since the meaning of using an approximation to
the Hessian, instead of calculating it is to reduce the computational effort spent, it
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is important that our Hessian approximation can be found easily, and we wish to
have some sort of update of Bk. In addition to requiring that, Bk, should be sym-
metric positive definite for all k, we demand that the gradient of m should match
the gradient of J at the two latest iterates, xk−1 and xk. Clearly, ∇m(0) =∇J (xk),
and for the k−1 iterate, we have that

∇m(pk−1) = ∇J (xk)−Bkpk−1 = ∇J (xk−1), (6.9)

which can be written as
Bksk−1 = yk−1, (6.10)

where
sk = xk+1 −xk, (6.11)

and
yk = ∇J (xk+1)−∇J (xk). (6.12)

This is called the quasi-Newton or the secant equation. In order to compute the
search direction in (6.8), we need to find the inverse of Bk, thus it is an advantage
if we are able to update the inverse of the Hessian, instead of solving a linear
system of equations every time we need a new search direction. Letting Hk =B−1

k ,
the secant equation for Hk becomes

Hk+1yk = sk. (6.13)

The update of Bk and Hk, so that they satisfy the secant equation and so that Bk

and Hk are symmetric positive definite can be done in large number of ways. The
first quasi-Newton method was the method of Davidon-Fletcher-Powell (DFP),
where

DFP

Bk+1 =
(
I − γkyks

T
k

)
Bk

(
I − γksky

T
k

)
+ γkyky

T
k , (6.14)

with the corresponding update of the inverse Hessian,

Hk+1 =Hk−
Hkyky

T
kHk

yTkHkyk
+
sks

T
k

yTk sk
. (6.15)

One of the most common quasi-Newton methods is the Broyden-Fletcher-
Goldfarb-Shanno (BFGS) method, which we have chosen to use. In this method,
Bk is updated by



30 Unconstrained Optimisation

BFGS

Bk+1 = Bk−
Bksks

T
kBk

sTkBksk
+
yky

T
k

yTk sk
. (6.16)

with the corresponding update of the inverse Hessian,

Hk+1 =
(
I −ρkyks

T
k

)
Hk

(
I −ρksky

T
k

)
+ρkyky

T
k , (6.17)

where

ρk =
1

yTk sk
. (6.18)

For more information on this topic, see e.g. Fletcher [17], Bonnans et al. [6] or
Nocedal and Wright [38].

6.3.1 The LBFGS method

When the problem size is large, the BFGS algorithm requires much memory to
store the Nx×Nx large Hessian approximation matrices. This motivates the use
of methods that are able to approximate these matrices, using less memory. The
limited memory BFGS method (LBFGS method) is a version of the BFGS method
for large problems. This method, differs from the BFGS method in the way that
the matrix update is performed. Instead of storing the matrix Hk, the m most
recent pairs {si,yi} is stored at all times. This approach is well functioning for
large problems, since studies have shown that small values of m give satisfactory
results. In [9] it is claimed that for m ∈ [3,7] works well. We give here an outline
of the procedure. Firstly we define the correction matrices

Yk = [yk−m, . . . ,yk−1], (6.19)

and
Sk = [sk−m, . . . , sk−1]. (6.20)

If we let Θ be a positive parameter and we have that sTi yi > 0 for i ∈ {k−m,. . . ,k−
1}, the BFGS matrix is

Bk = ΘI −WkMkW
T
k , (6.21)

where
Wk = [Yk ΘSk], (6.22)

Mk =
[ −Dk LT

k
Lk ΘST

k Sk

]−1

, (6.23)
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and where Lk and Dk are m×m matrices given by

(Lk)i,j =
{

(sk−m−1+i)T (yk−m−1+j) if i > j
0 else

(6.24)

and
Dk = diag[sTk−myk−m, . . . , s

T
k−1yk−1]. (6.25)

As explained in [10], since the matrix Mk ∈ R2m×2m, the cost of computing the
inverse in (6.23) is negligible in comparison to other costs. In a similar manner,
there is also a LBFGS representation of the inverse Hessian approximation Hk,
given as

Hk =
1
Θ
I + W̄kM̄kW̄

T
k , (6.26)

where

W̄k =
[

1
Θ
Yk Sk

]
, (6.27)

M̄k =
[

0 −R−1
k

−R−T
k R−T

k (Dk+ 1
ΘY

T
k Yk)R−1

k

]−1

, (6.28)

and

(Rk)i,j =
{

(sk−m−1+i)T (yk−m−1+j) if i ≤ j
0 else

(6.29)

To maintain the positive definiteness of the BFGS matrix, we must have that
sTk yk > 0. However, there is no guarantee that this condition always holds, for
the LBFGS method. Consequently, the pair {sk,yk} is discarded if

sTk yk ≤ ε||y||2, (6.30)

for some small constant ε.

6.4 Step Length

After having decided on which method to use in order to find a search direction,
we need to decide upon how far we shall go along the direction of search. That is,
we need to find the step length αk in (6.3). As previously stated, we find αk from
(6.5), and there are several strategies to solve this problem. In this work we have
decided to use the Wolfe conditions, as these conditions have some favourable
qualities when used in combination with the BFGS method.
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6.4.1 Wolfe conditions

For the step length αk, we need to impose some conditions on it to insure conver-
gence. Firstly it is important that the step length αk gives sufficient decrease in the
objective function, measured by

J (xk+αkpk) ≤ J (xk)+ c1αk∇J (xk)T pk, (6.31)

where c1 ∈ {0,1} is a constant. By only imposing the sufficient decrease condition
above, we may encounter the problem of having very small step lengths, leading
to a slow convergence rate. Thus in order to avoid too small step lengths, we
demand that the curvature condition is fulfilled,

∇J (xk+αkpk)T pk ≥ c2∇J (xk)T pk, (6.32)

where the constant c2 ∈ {c1,1}. This assures that the gradient of the objective
function is decreased as well, and these two conditions constitutes the Wolfe con-
ditions.

The Wolfe Conditions

J (xk+αkpk) ≤ J (xk)+ c1αk∇J (xk)T pk, (6.33)

∇J (xk+αkpk)T pk ≥ c2∇J (xk)T pk, (6.34)

However, it is possible that a step length satisfying the Wolfe conditions, is not
close to a local minimiser of the problem, but this can be remedied by changing
the curvature condition, giving what is called the strong Wolfe conditions,

The Strong Wolfe Conditions

J (xk+αkpk) ≤ J (xk)+ c1αk∇J (xk)T pk, (6.35)

|∇J (xk+αkpk)T pk| ≤ c2|∇J (xk)T pk|, (6.36)

When BFGS is used to find the search directions and the step lengths satisfies the
Wolfe conditions, the convergence is super-linear see for example [6].
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Constrained Optimisation

Both of the problems considered in this thesis, can be formulated as optimal con-
trol problems, which are a special type of constrained optimisation problems.
Thus, before we begin to discuss how to solve the optimal control problem, it
is useful to discuss constrained optimisation first. Furthermore our optimal con-
trol problems are subject to additional constraints and we will here go in to detail
on how these are handled.

7.1 Constrained Optimisation Problem

Often it is of interest to minimize a real valued function, J : Ω→ R defined on an
open set Ω ∈ RNx , subject to a set of constraints on the variables x. We can divide
our constraints into two groups of either equality constraints ci(x) = 0, for i ∈ E
or inequality constraints ci(x) ≤ 0, for i ∈ I , where we suppose that the index sets
E and I have mE and mI elements, respectively. The constraints can be written
on vectorial form as,

cE (x) = 0, (7.1)

cI (x) ≤ 0, (7.2)

meaning that all elements of cE (x) ∈ RmE must be zero and that all elements of
cI (x) ∈ RmI must be non-positive. The objective is to find an x that minimises
J (x) on the feasible set

X = {x ∈Ω|cE (x) = 0, cI ≤ 0}, (7.3)

and we can write problem as

min
x∈Ω

J (x) subject to

{
cE (x) = 0
cI (x) ≤ 0

(7.4)
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Furthermore we call the inequality constraints which are zero at a point x, for
active at x, and we define the set of active constraints as

I0(x) = {i ∈ I |ci(x) = 0}. (7.5)

7.2 First Order Optimality Conditions

In order to define the first order optimality conditions it is convenient to introduce
the Lagrangian, L, of the problem (7.4) as

L(x,μ) = J (x)+μTI cI (x)+μTEcE (x), (7.6)

where μ = (μI,μE ) are the Lagrangian multipliers. For our first order optimality
conditions to be fulfilled, it is required that our constraints are qualified at the
solution. There are several sufficient conditions for qualification, and we list some
of them here c.f. [6]

Constraint qualification
We say that the constraints are qualified at x if one of the following condi-
tions is satisfied

(A-CQ) cE∪I0(x) is affine in a neighborhood of x (7.7)

(S-CQ) Slater’s condition (7.8)

• cE is affine with c′E (x) surjective, (7.9)

• the components of cI0(x) are convex, (7.10)

• there exist a point x̂ ∈X so that cI0(x)(x̂) < 0. (7.11)

(LI-CQ) The gradients of the active constraints, (7.12)

∇xci(x), for i ∈ E ∪I0(x) are linearly independent. (7.13)

(MF-CQ) Mangasarian-Fromovitz Qualification, if (7.14)∑
i∈E∪I0(x)

αi∇xci(x) = 0, with αi ≥ 0 for i ∈ I0(x), (7.15)

then αi = 0 for all i ∈ E ∪I0(x). (7.16)

If x� is a local solution to (7.4), J and c are Gâteaux differentiable at x� and the
constraints are qualified, then there exist a Lagrangian multiplier μ� so that the
following Karush Kuhn Tucker (KKT) conditions hold,
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Karush Kuhn Tucker Conditions

∇xL(x�,μ�) = 0 (7.17)

cE (x�) = 0, (7.18)

cI (x�) ≤ 0, (7.19)

μ�I ≥ 0, (7.20)

μ�IcI (x�) = 0. (7.21)

These conditions, assures that the solution is a stationary point, but for this to be
a minimum we need second order conditions.

7.3 Second Order Optimality Conditions

We state here the second order sufficient conditions. Assume that {x�,μ�} satis-
fies the KKT conditions, and that

dT∇2
xxL(x�,μ�)d > 0, for d ∈ C�{0}, (7.22)

then x� is a local solution of (7.4). This assures that our solution is local minimum
and not a local maximum solution.

7.4 Inequality constraints

There are several different ways of handling inequality constraints, where one can
use for example slack variables etc. But, in our problems, the only inequality
constraints which are part of our problem formulations are simple bounds on the
variables. Bounds are much easier to handle than general inequality constraints,
and we will discuss here how these bounds are dealt with.

7.4.1 Bounds on the variables

Bound constrained problems can be written as

min
x∈Ω

J (x) subject to l ≤ x ≤ u, (7.23)

and this is a somewhat simpler problem than the general inequality constrained
optimisation problem. In this work we have used a java version of the LBFGS
method for bound constrained optimisation, described in detail in [10], [49] and
[9], where the bounds on the variables are handled by projected gradients. Below
we give a description of this strategy.
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7.4.2 Projected Gradients

At iterate k we have available the current estimate xk, so that l ≤ xk ≤ u, the
function value Jk = J (xk), the gradient ∇Jk = ∇J (xk) and the BFGS matrix Bk

and Hk. Now we want to find a new estimate, xk+1, which lies within the bounds.
We are using BFGS, so we form a quadratic model of J at xk,

mk(x) = J (xk)+∇JT
k (x−xk)+

1
2

(x−xk)TBk(x−xk). (7.24)

Furthermore we define the piecewise linear path

x(t) = P (xk− t∇Jk, l,u), (7.25)

where P is the projection of xk− t∇Jk onto the feasible region, so that

P (x, l,u)i =

⎧⎨
⎩

li if xi < li
xi if xi ∈ [li,ui]
ui if xi > ui

(7.26)

First we calculate the generalized Cauchy point xc, which is defined as the local
minimiser of the piece-wise quadratic

qk(t) = mk(x(t)). (7.27)

The variables which are at one of the bounds at xc, form what is called the active
set, Il,u(xc). We hold these variables fixed and then solve the following problem
for the free variables

min{mk(x) : xi = xci , ∀i ∈ Il,u(xc)} (7.28)

subject to li ≤xi ≤ ui, ∀i /∈ Il,u(xc). (7.29)

First, we solve (7.28), ignoring the bounds on the free variables. Then, the path
is truncated towards the solution, so that it satisfies the bounds(7.29). When we
have found an approximate solution, x̄k in this way, we compute the new xk+1
by performing a line search along the direction dk = x̄k+1 − xk, so that the step
length satisfies the strong Wolfe conditions. Finally, we calculate a new gradient
∇J (xk+1), update the BFGS matrices, Bk+1 and Hk+1, and repeat the process.

7.5 Equality constraints

In our formulation of the production optimisation problem, equality constraints
on the control variables is part of problem. To handle this we make use of a
transformation of variables so that the dimension of the problem is reduced by
one and the problem is without these constraints.
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7.5.1 The additional Constraints on the Control Variables

The production optimisation problem is formulated with a set of equality con-
straints on the control variables, equations (4.4) and (4.5), which state the sum of
the individual injection rates must equal the total injection rate and that the sum
of the individual production rates must equal the total production rate at all times.
We restate these constraints here,

Ninj∑
i=1

vni = 1, for n = 1, . . . ,N, (7.30)

and
Nprod+Ninj∑
i=1+Ninj

vni = 1, for n = 1, . . . ,N. (7.31)

In addition, we also have inequality constraints given in (4.6),

0 ≤ vni ≤ 1, for i = 1, . . . ,Ninj +Nprod, (7.32)

for n= 1 . . .N . To incorporate these equality constraints, we define a set of (Ninj+
Nprod−2) ·N functions

0 ≤ ξn1 , . . . , ξ
n
Ninj+Nprod−2 ≤ 1, for n = 1 . . .N, (7.33)

and denote ξn = {ξni }
Ninj+Nprod−2
i=1 . Now the vn are given in terms of ξn by the

relations,

vn1 =ξn1 (7.34)

vn2 =(1− ξn1)ξn2
vn3 =(1− ξn1)(1− ξn2)ξn3

...

vnNinj−1 =ξ
n
Ninj−1

Ninj−2∏
i=1

(1− ξni )

vnNinj
=

Ninj−1∏
i=1

(1− ξni ),
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and

vn1+Ninj
=ξnNinj

(7.35)

vn2+Ninj
=(1− ξnNinj

)ξn1+Ninj

vn3+Ninj
=(1− ξnNinj

)(1− ξn1+Ninj
)ξn2+Ninj

...

vnNprod+Ninj−1 =ξ
n
Nprod+Ninj−2

Nprod+Ninj−3∏
i=1

(1− ξni )

vnNprod+Ninj
=

Nprod+Ninj−2∏
i=1

(1− ξni ).

Now we observe that, when defining the rates as in (7.34) and (7.35) , (7.30) and
(7.31) hold for all

0 ≤ ξn1 , . . . , ξ
n
Ninj+Nprod−2 ≤ 1. (7.36)

Using ξn instead of vn, we have a optimisation problem without the linear equality
constraints. However the inequality constraints in (7.33) are transformed to the
inequality constraints in (7.36), which we handle with a projected method, de-
scribed in the previous section. To solve the optimal control problems, we need to
calculate the derivative of the augmented Lagrangian with respect to the controls.
The derivative of the augmented Lagrangian with respect to v has been described
in chapter 3, but since we have changed the variables from v to ξ we must find
their derivatives also. To find the derivative, we have by the chain rule that for
n = 1, . . . ,N ,

∂Ln
c

∂ξni
=

Ninj∑
j=1

∂Ln
c

∂vnj

∂vnj

∂ξni
, for 0 ≤ i ≤Ninj −1, (7.37)

and

∂Ln
c

∂ξni
=

Ninj+Nprod∑
j=1+Ninj

∂Ln
c

∂vnj

∂vnj

∂ξni
, for Ninj ≤ i ≤Ninj +Nprod−2. (7.38)

The derivative ∂Ln
c

∂vnj
, we already know, see paper B, and the other derivative is given

by

∂vnj

∂ξni
=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0 if i > j∏j−1
k=1(1− ξnk) if i = j, and j, i < Ninj

− ξnj
1−ξni

∏j−1
k=1(1− ξnk) if i < j, and j, i < Ninj

− 1
1−ξni

∏j−1
k=1(1− ξnk) if i < j =Ninj
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This method of handling the equality constraints (7.30) and (7.31) is used in all
the paper contained in part II of the thesis.





Chapter 8

Optimal Control

Optimal control problems is the problem of minimising a functional, J (x), with
respect to x ∈ RNx , where there are a set of equality constraints e(x) = 0, so that
e(x) ∈ RMs , where Ms <Nx. It is then possible to partition our variables, x, into
a set of control variables v ∈ RNx−Ms and a set of state variables u ∈ RMs , so that
x = {v,u}. The constraints e(x) = 0 are called the state equations. These type of
problems appear in many important engineering situations. And it is possible, as
shown earlier, to regard both the production optimisation problem and the history
matching problem as optimal control problems. For both these problems we want
to optimise a functional J , under the constraints that the reservoir flow equations
are zero. The state variables are the pressures and saturations at each grid cell
of the reservoir, and the control variables are the injection/production rates or the
permeabilities for the production optimisation problem or the history matching
problem, respectively.

8.1 Problem Formulation

Let us define a set of control variables vn = {vn1 , . . . , vnMc
} ∈ RMc , and a set of state

variables un = {un1, . . . , unMs
} ∈ RMs , for n = 1, . . . ,N , where n is the discrete time

step, N is the total number of time steps as before, Mc =Nx−Ms is the number
of control variables at time step n and Ms is the number of state variables at time
step n. We want to solve

min
v,u

J (v,u) subject to en(vn,un,un−1) = 0, for n = 1, . . . ,N, (8.1)
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where en ∈ RMs are nonlinear functions in un and vn, and the functional J is given
by

J =
N∑
n=1

Jn(vn,un). (8.2)

Since both en ∈ RMs and un ∈ RMs , the en are defining equations for the state
variables, i.e. if we have a set of control variables, it is possible to find the state
variables by solving the state equations, en = 0, for n = 1, . . . ,N . Optimal control
problems are a sort of constrained optimisation problems, and we can therefore
state the Lagrangian of the problem,

L =
N∑
n=1

Ln, (8.3)

where
Ln = Jn+μnT en(vn,un,un−1). (8.4)

Furthermore, we define the augmented Lagrangian by

Lc =
N∑
n=1

Ln
c, (8.5)

where
Ln
c = Jn+ (μn+

c

2
en(vn,un,un−1))T en(vn,un,un−1), (8.6)

and c is a positive scalar, so that c > 0. Since our problem is a constrained optimi-
sation problem, the KKT conditions hold at the solution of (8.1), and we restate
them here for the optimal control problem.

Karush Kuhn Tucker conditions Suppose that {v�,u�} is a solution of (8.1).
Then there exists a set of vectors μ� such that the following conditions are fulfilled
at the point {v�,u�}, for all n

∇unL(v�,u�,μ�) = 0, (8.7)

∇vnL(v�,u�,μ�) = 0, (8.8)

∇μnL(v�,u�,μ�) = 0. (8.9)

Since equation (8.9) states that the state equations are zero, the KKT conditions
must also be valid for the augmented Lagrangian, so that these conditions are
equivalent to

∇unLc(v�,u�,μ�) = 0, (8.10)

∇vnLc(v�,u�,μ�) = 0,

∇μnLc(v�,u�,μ�) = 0.
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In order to find the solution of (8.1), we need to solve the KKT system (8.7) or
equivalently (8.10). But it must be noticed, however, that the KKT conditions
state that the solution of our problem is a stationary point of the Lagrangian and
of the augmented Lagrangian, but they do not tell us if we should search for a
maximum of a minimum. In fact, the solution is a saddle point of the Lagrangian
and the augmented Lagrangian, which we show next.

8.2 The Saddle Points of L and Lc

Theorem Let {v�,u�,μ�} be a saddle point of L. Then {v�,u�,μ�} is solution
of (8.1). Furthermore {v�,u�,μ�} is also a saddle point of Lc, for all c > 0. If
{v�,u�,μ�} is a saddle point of Lc, then {v�,u�,μ�} is a solution of (8.1).

Proof:

1. Assume that {v�,u�,μ�} is a saddle point of L. Then we have that

L(v�,u�,γ) ≤ L(v�,u�,μ�) ≤ L(p,q,μ�), (8.11)

∀{p,q,γ} ∈ V ×H ×H, {v�,u�,μ�} ∈ V ×H ×H.

From the first inequality (8.11) and from (8.4) it follows that

N∑
n=1

γnT en(v�n,u�n,u�n−1) ≤
N∑
n=1

μ�n
T
en(v�n,u�n,u�n−1), ∀μ ∈H. (8.12)

This implies that

en(v�n,u�n,u�n−1) = 0, for n = 1, . . .N. (8.13)

From the second inequality of (8.11), we have that

L(v�,u�,μ�) ≤ L(p,q,μ�), ∀{p,q} ∈ V ×H. (8.14)

Using equation (8.13), this is equivalent to

J (v�,u�) ≤ L(p,q,μ�), ∀{p,q} ∈ V ×H. (8.15)

Let us choose {p,q} so that en(pn,qn) = 0 for all n = 1, . . . ,N in (8.15). It
then follows that

J (v�,u�) ≤ L(p,q,μ�) = J (p,q), (8.16)

∀{p,q} ∈ {{p,q} ∈ V ×H | en(pn,qn) = 0,∀n}.
And we see that {v�,u�} is a solution to the optimisation problem (8.1).
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2. Since en(v�n,u�n,u�n−1) = 0,∀n, we have that

Lc(v�,u�,γ) = L(v�,u�,γ) = J (v�,u�), ∀γ ∈H. (8.17)

From equation (8.17) and the second inequality of (8.11) it then follows
that

Lc(v�,u�,γ) = Lc(v�,u�,μ�) ≤ L(p,q,μ�), ∀{p,q,γ} ∈ V ×H ×H.
(8.18)

Since Lc(p,q,μ�) = L(p,q,μ�)+
∑N

n=1
c
2e

nT en, we get

Lc(v�,u�,γ) ≤ Lc(v�,u�,μ�) ≤ Lc(p,q,μ�), ∀{p,q,γ} ∈ V ×H ×H,
(8.19)

which proves that {v�,u�,γ} is also a saddle point of Lc on V ×H ×H .

3. Assume that {v�,u�,μ�} is a saddle point of Lc, with c > 0. Then we have
that

Lc(v�,u�,γ) ≤ Lc(v�,u�,μ�) ≤ Lc(p,q,μ�), (8.20)

∀{p,q,γ} ∈ V ×H ×H, {v�,u�,μ�} ∈ V ×H ×H.

The first inequality of (8.20) gives that

N∑
n=1

γnT en(v�n,u�n,u�n−1) ≤
N∑
n=1

μ�n
T
en(v�n,u�n,u�n−1), ∀μ ∈H, (8.21)

which implies that

en(v�n,u�n,u�n−1) = 0, for n = 1, . . .N. (8.22)

From the second inequality (8.20) and from (8.22), it follows that

J (v�,u�) = Lc(v�,u�,μ�) ≤ Lc(p,q,μ�), ∀{p,q} ∈ V ×H. (8.23)

Let us denote the solution of (8.1) as {ṽ, ũ} ∈ V ×H . Since {ṽ, ũ} is the
solution of (8.1), we have that

Lc(ṽ, ũ,μ�) = J (ṽ, ũ) ≤ J (p,q), (8.24)

∀{p,q} ∈ {{p,q} ∈ V ×H | en(pn,qn) = 0,∀n}. (8.25)

Since this holds for all {p,q} ∈ {{p,q} ∈ V ×H | en(pn,qn) = 0,∀n}, it also
holds for {v�,u�}, so that

Lc(ṽ, ũ,μ�) = J (ṽ, ũ) ≤ J (v�,u�). (8.26)

Thus, it follows from (8.23) and (8.26) that

J (v�,u�) ≤ J (ṽ, ũ) ≤ J (v�,u�), (8.27)

such that {v�,u�} = {ṽ, ũ}, and hence {v�,u�} is a solution of (8.1).
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8.3 Solving the Optimal Control Problem

All of the methods presented further on in this book, on how to solve the op-
timal control problem are based on searching for the saddle point of either the
Lagrangian or the augmented Lagrangian. We will here try to give a survey of the
different algorihtms that solve the optimal control problem. The algorithm called
the KKT algorithm has not been used before, to our knowledge, and it is our main
contribution. It is used in papers A,C and D. Furthermore we have developed a
new marching scheme of the augmented Lagrangian, which is the algorithm called
New Marching Scheme. It is an improvement of earlier marching schemes, and is
used in B.

These methods can be regarded as stemming from one common general ap-
proach, which result in a variety of methods which we describe here. It is possible
to regard the saddle point problem as a constrained problem, in one of the follow-
ing ways,

min
v

Lc(v, û, μ̂) subject to

{
μ̂ = argmaxμLc(v,u,μ)
û = argminuLc(v,u,μ)

(8.28)

min
u

Lc(v̂, u, μ̂) subject to

{
μ̂ = argmaxμLc(v,u,μ)
v̂ = argminv Lc(v,u,μ)

(8.29)

or

max
μ

Lc(v̂, û,μ) subject to

{
v̂ = argminv Lc(v,u,μ)
û = argminuLc(v,u,μ)

(8.30)

The common idea is to maximise or minimise the augmented Lagrangian subject
to that the optimisations in the two other variables are fulfilled. This gives us three
possibilities, but since the state variables and the Lagrangian multipliers are in the
same space, these may be interchanged, so that, for example, one finds μ so that
it minimises Lc with respect to u. As we show later, this gives a total of four
possibilities. The details are given in this section as we proceed, and we start with
the familiar adjoint method.

8.4 The Adjoint Method

We use the adjoint method as a method for comparison of the results obtained with
the methods are testing in the papers in part II of this dissertation. In the adjoint
method one regards the saddle point problem as the problem

min
v

Lc(v, û, μ̂) subject to

{
μ̂ = argmaxμLc(v,u,μ)
û = argminuLc(v,u,μ)

(8.31)
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Here the first of the constraints simply states that the state equations, en(v,u) = 0
for n = 1, . . . ,N , are fulfilled, so that this can be rewritten as

min
v

Lc(v, û) subject to

{
en(v,u) = 0, for n = 1, . . . ,N
û = argminuLc(v,u)

(8.32)

Since one of the constraints is that the state equations are fulfilled, en(v,u) = 0 for
n = 1, . . . ,N , the augmented Lagrangian reduces to the Lagrangian. It is possible
to find û so that en(v, û) = 0, for n = 1, . . . ,N and μ so that û = argminuLc(v,u),
but since en(v,u) is independent of μ, this is the only way of doing it, i.e. we
cannot find μ so that en(v,u) = 0, for n = 1, . . . ,N . Now to classify this strategy,
we consider the following. The conditions for a solution of the optimal control
variables, includes the control variables, v ∈ V , the state variables, u ∈ U , and
the Lagrangian multipliers, μ ∈ U . But if we let the control variables be the only
independent variables so that u = u(v) and μ = μ(v), then we have that

dL

dv
=

∂L

∂v
+
∂L

∂u

du

dv
+
∂L

∂μ

dμ

dv
. (8.33)

If we can find u such that
∂L

∂μn
= en(vn,un,un−1) = 0, for n = 1, . . . ,N, (8.34)

and μ so that

∂L

∂un
=

∂Jn

∂un
(vn,un)+

∂en

∂un

T

(vn,un)μn+
∂en+1

∂un

T

μn+1 = 0, for n = 1, . . . ,N−1

∂L

∂uN
=

∂JN

∂uN
(vN,uN )+

∂eN

∂uN

T

(vN,uN )μN = 0 (8.35)

then we will have that
dL

dv
=

∂L

∂v
. (8.36)

Furthermore, by using equation (8.34), we have that

L(v,u) = J (v,u), (8.37)

and thus it follows that
dJ

dv
=

dL

dv
=

∂L

∂v
. (8.38)

Solving the problem in (8.34) is the same as solving the forward problem, and
the problems in equations (8.35) is a linear inverse problem, that is fairly easy to
solve. The gradient in (8.38) can then be used in a gradient based minimisation
procedure, using for example the LBFGS or some other method for optimisation,
see for example Nocedal and Wright [38] or Bonnans et al. [6]. The algorithm is
as follows,
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Algorithm 1 The Adjoint Method

1. Choose v0 = {vn0}Nn=1. For k = 1,2, . . . do:

2. For n = 1,2, . . . ,N , find unk such that

en(unk,u
n−1
k ,vnk−1) = 0

3. Find λNk such that

−∂JN

∂uN
+λNk

T ∂eN

∂uN
= 0,

4. For n =N −1,N −2, . . . ,1, find λnk, such that

−∂Jn

∂un
+λnk

T ∂e
n

∂un
+λn+1

k

T ∂en+1

∂un
= 0,

5. Finally we find the gradient of −J as

−dJn

dvn
=

∂Lc

∂vn
= −∂Jn

∂vn
+λnk

T ∂e
n

∂vn
= 0,

and use this gradient in a gradient-based minimisation procedure to
find vk = {vnk}Nn=1.

The adjoint method has been used to solve the History matching problem, several
times, see e.g. , and it has also been used to solve the production optimisation
problem, see for example [7] and [33].

8.5 Augmented Lagrangian Methods

The augmented Lagrangian method, or the method of multipliers was first intro-
duced independently by Hestenes in [24] and by Powell in [42], where the con-
strained minimisation problem is solved as a sequence of minimization problems.
For the augmented Lagrangian methods we regard the saddle point problem as a
maximum problem, where the minimum problems are treated as constraints, so
that we get the second alternative listed in initially

max
μ

Lc(v̂, û,μ) subject to

{
v̂ = argminv Lc(v,u,μ)
û = argminuLc(v,u,μ)

(8.39)

In standard augmented Lagrangian methods, one finds μ from the outer maximi-
sation problem and u from the constraint that u must minimise the augmented
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Lagrangian functional. As for the adjoint method, we can let two of the variables
be dependent of the third, so that v = v(μ) and u = u(μ). Then we find that

dL

dμ
=

∂L

∂μ
+
∂L

∂u

du

dμ
+
∂L

∂v

dv

dμ
. (8.40)

If we find u and v so that

∂L

∂u
= 0 (8.41)

∂L

∂v
= 0, (8.42)

then it follows that
dL

dμ
=

∂L

∂μ
. (8.43)

From the expression of the augmented Lagrangian we have that

∂Lc

∂μn
= en(vn,un,un−1). (8.44)

And if we now use the steepest ascend method to solve (8.39), we find the standard
augmented Lagrangian method,

Algorithm 2 Augmented Lagrangian Method

1. Choose λ0, v0 and c > 0

2. For k = 1, . . ., do:

3. Find uk and vk such that

uk = argmin
u

Lc(vk−1, u,λk−1) (8.45)

and
vk = argmin

v
Lc(v,uk,λk−1) (8.46)

4. Update
λk = λk−1 +αc · e(vk,uk). (8.47)

Here we see that the update in equation (8.47) is a steepest ascend search direction
where αc is the step length. A natural question to ask, is why we need c > 0. The
reason for this is that, in order for this to work, we need that there exists a local
solution of (8.45) and (8.46). By having c larger then a certain value, we can
assure that the second derivative of the augmented Lagrangian is positive definite,



8.6 The Augmented Lagrangian Method 49

so that the second order conditions (7.22) are fulfilled. For the choice of the scalar
αc, it is common practice to set αc = c. However, Bertsekas in [5], has tried to find
an optimal step length and it is shown in [4], that the convergence rate may be
improved by using a more optimal step length then the choice αc = c. Instead
of the steepest ascend method, it is possible to use second order methods to find
the search direction. We have not considered this in our work, and we refer the
interested reader to for example [5].

8.6 The Augmented Lagrangian Method

In the Augmented Lagrangian method, described in the last section, we need to
find v and u simultaneously in equation (8.45) and (8.46). Due to a large number
of variables, this may become computationally expensive. One, may then use a
Gauss-Seidel strategy and split this minimisation up in two, one for the controls
and one for the state variables, and solve them sequentially. In this way, they will
converge in the end. The algorithm, goes as follows, using the step length αc = c

Algorithm 3 Uzawa Augmented Lagrangian Method

1. Choose λ0, v0 and c > 0

2. For k = 1, . . ., do:

3. Find uk such that

uk = argmin
u

Lc(vk−1, u,λk−1) (8.48)

4. Find vk such that

vk = argmin
v

Lc(v,uk,λk−1) (8.49)

5. Update
λk = λk−1 + c · e(vk,uk). (8.50)

8.7 Marching Schemes

The global augmented Lagrangian method, has for optimal control problems, the
disadvantage that the minimisation in the state variables in (8.48) may be very
time consuming, since the number of state variables is usually large. To remedy
this, it was proposed in Nilssen et al. [36], [37], [35] to do the minimisation in
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(8.48) and in (8.49) sequentially, time step by time step, thereby reducing the
number of variables in each minimisation significantly. The idea is that, in stead
of doing the minimisation in step (8.48), one should use the approximation, for
n = 1, . . . ,N ,

unk = argmin
un

Ln
c (vnk−1, u

n,un−1
k ,λnk−1), (8.51)

and in stead of equation (8.49) one should do for n = 1, . . . ,N ,

vnk = argmin
vn

Ln
c (vn,unk,u

n−1
k ,λnk−1). (8.52)

With these modifications to the global algorithm, the resulting algorithm is

Algorithm 4 The Old Marching Scheme

1. Choose v0, λ0 and c > 0

2. For k = 1,2, . . . do:

3. For n = 1, . . . ,N , find unk so that

unk = argmin
un

Ln
c (vnk−1, u

n,un−1
k ,λk−1) (8.53)

4. For n = 1, . . . ,N , find vnk so that

unk = argmin
vn

Ln
c (vn,unk,u

n−1
k ,λk−1) (8.54)

5. Update
λk = λk−1 + c · e(vk,uk). (8.55)

In Nilssen et al. [36] and [37], this has been applied successfully, for solving
least-squares minimisation problems with constraints. Here we attempt to analyse
certain aspects of the old marching scheme, in order to understand it better. Con-
trary to the global optimisation algorithm witch a solution satisfying the equations
(8.10), the old marching scheme finds a solution {v†, u†,λ†} satisfying the follow-
ing equations, for n = 1, . . . ,N ,

− ∂Jn

∂vn
(v†, u†)+λn†

T ∂e
n

∂vn
(v†, u†) = 0, (8.56)

−∂Jn

∂un
(v†, u†)+λn†

T ∂e
n

∂un
(v†, u†) = 0,

en(v†, u†) = 0.
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If this is a solution of (8.1), the solution must satisfy the equations (8.10). Thus a
solution found by the old marching scheme can only be a solution of (8.1) if

∂Lm
c

∂un
(v�,u�,λ�) = 0, for m �= n and n,m ∈ {1, . . . ,N}, (8.57)

and if

∂Lm
c

∂vn
(v�,u�,λ�) = 0, for m �= n and n,m ∈ {1, . . . ,N}. (8.58)

For both our production optimisation problem and for our history matching prob-
lem, (8.58) fulfilled, but (8.57) is only fulfilled for the history matching problem.
From our model we have that, for n = 1, . . . ,N −1

∂Lc

∂un
=

∂Ln
c

∂un
+
∂Ln+1

c

∂un
(8.59)

=
∂Jn

∂un
+
∂en

∂un

T

(λn+ c · en)+
∂en+1

∂un

T

(λn+1 + c · en+1), (8.60)

and that
∂Lc

∂uN
=

∂LN
c

∂uN
=

∂JN

∂uN
+
∂eN

∂uN

T

(λN + c · eN ). (8.61)

Now, for n = 1, . . . ,N , if ∂Jn

∂un (vn�,u
n
�) = 0, we see that must have that λn� = 0 since

en(vn�,u
n
�,u

n−1
� ), showing that the old marching scheme finds a solution to the prob-

lem if we have that

∂Jn

∂un
(vn�,u

n
�) = 0, for n = 1, . . . ,N. (8.62)

Condition (8.62) will typically be fulfilled if we have a least-squares objective
function where one expects that the objective function will be close to zero at the
minimum. For the problems that was solved by Nilssen et al. in [36] etc. this
has been the case. With regards to the history matching problem, we have a least-
squares objective function, and if the noise in the data is low, condition (8.62) is
approximately true. However, for the production optimisation problem, condition
(8.62) does not hold, since the objective function is not a least squares functional.
As a result, the old marching scheme will not produce the right answer for the
production optimisation problem. As an attempt to improve the old marching
scheme, so that it can be used to solved a larger class of problems, we propose in
paper B a new marching scheme. Where we have compared it to the old marching
scheme.
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8.7.1 The new marching scheme

Although the global Uzawa scheme is convergent, it has the drawback of being
quite time consuming, since the minimisation problem (8.48) involves a very
large number of variables. To remedy this, the old marching scheme splits this
minimisation problem into N , one for each time step, smaller minimisation prob-
lems in (8.51). Unfortunately the resulting algorithm is only capable to solve a
limited number of optimisation problems, and the new marching scheme tries to
improve this. In the old marching scheme the optimisation is done sequentially
by neglecting the gradient term

∂Ln+1
c

∂un
=
(
λn+1 + c · en+1

)T ∂en+1

∂un
, (8.63)

to improve the speed of the global optimisation algorithm. This may work, when
condition (8.57) is fulfilled, but since this is not the case for our problem we
cannot use the old marching scheme.

Here we present a different way to approximate the minimisation with respect
to u in the global optimisation algorithm, such that this sub-minimisation problem
can be solved sequentially. We want to do the minimisation with respect to u
sequentially, time step by time step, to improve the speed of the algorithm. Since
en+1 depends on un+1, which is unknown at iteration n, we must do some sort of
approximation. When this minimisation is done in the old marching scheme, we
find un such that

−∂Jn

∂un
+
(
λn+ c · en

)T ∂en

∂un
= 0.

But it is not necessary to neglect the term (8.63) entirely, because it is only en+1

which depends on un+1. We propose instead to find un sequentially such that

− ∂Jn

∂un
+
(
λn+ c · en

)T ∂en

∂un
+λn+1T ∂e

n+1

∂un
= 0. (8.64)

In paper B we show that if we find un so that

un = argmin
un

[
−Jn+

(
λn+

c

2
en
)T

en+λn+1T S̃n+1
]
, (8.65)

where S̃n+1 is given by

S̃n+1 = [φ1s
n
1, . . . ,φms

n
m,−φ1s

n
1, . . . ,−φms

n
m]T , (8.66)

is equivalent to finding un such that (8.64) is satisfied, since ∂S̄n+1

∂un = ∂en+1

∂un , cf.
paper B. In fact, if en approaches 0 for n= 1, . . . ,N at convergence, this algorithm
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will satisfy the KKT conditions of (8.1) and thus solve the problem. Let us define
L̃n
c by

L̃n
c = −Jn+

(
λn+

c

2
en
)T

en+λn+1T S̃n+1. (8.67)

Now the new marching algorithm, which is used in paper B, is as follows.

Algorithm 5 New Marching Scheme

1. Choose v0 = {vn0}Nn=1, λ0 = {λn0}Nn=1, c > 0. For k = 1,2, . . . do:

2. For n = 1, . . . ,N , find unk such that

unk = argmin
un

L̃n
c (vnk−1, u

n,un−1
k ,λn+1

k−1,λ
n
k−1). (8.68)

3. Then, for n = 1, . . . ,N find vnk such that

vnk = argmin
vn

Ln
c (vn,unk,u

n−1
k ,λnk−1), (8.69)

4. And finally update the Lagrangian multiplier by

λnk = λnk−1 + c en(vnk,u
n
k,u

n−1
k ). (8.70)

This will be done iteratively until convergence. And as in the previous opti-
misation algorithms, equation (8.70) of the algorithm will assure that en, for
n = 1, . . . ,N , tends to zero.

8.8 The KKT method

The KKT method has not to our knowledge been documented before, and the
development and testing of this algorithm is the main contribution in this thesis.
We have studied it for both the production optimisation problem and the history
matching problem in papers A, C and D. In the KKT method we regard the saddle
point problem as the problem

max
μ

Lc(v̂, û,μ) subject to

{
v̂ = argminv Lc(v,u,μ)
û = argminuLc(v,u,μ)

(8.71)

which is the same as for the augmented Lagrangian method. However, in the
augmented Lagrangian method, we find u and v so that

û = argmin
u

Lc(v,u,μ), (8.72)
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and
v̂ = argmin

v
Lc(v,u,μ), (8.73)

and then maximise Lc with respect to μ in an outer loop. But, since u ∈ U and
μ ∈ U it is possible to find μ so that

û = argmin
u

Lc(v,u,μ). (8.74)

And it is then possible to find v and μ so that

û = argmin
u

Lc(v,u,μ), (8.75)

and
v̂ = argmin

v
Lc(v,u,μ), (8.76)

and use u to maximise Lc with respect μ in an outer loop. Thus one can imagine
a general algorithm for solving the problem in the following way

Algorithm 6 General KKT

1. Choose u0 = {un0}Nn=1

2. For k = 0,1, . . ., do

3. Find μk and vk so that

vk = argmin
v

Lc(v,uk,μk) (8.77)

and
uk = argmin

u
Lc(vk,u,μk) (8.78)

4. Find uk+1 so that

|∇μLc(vk,uk+1,μk)| < |∇μLc(vk,uk,μk)|. (8.79)

To perform the last step in equation (8.79), it is natural to consider Newton’s
method, but in principle it should be possible to use other methods. As for the
augmented Lagrangian method, we will do the minimisation in equations (8.77)
and (8.78) sequentially, by a Gauss-Seidel method, giving us what we have named
the KKT algorithm, which we have been applying in papers A, C and D,
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Algorithm 7 KKT Algorithm

1. Choose v0 = {vn0}Nn=1, u0 = {un0}Nn=1 and c > 0

2. For k = 0,1, . . ., do

3. Find μk so that
uk = argmin

u
Lc(vk,u,μk) (8.80)

4. Find vk+1 so that

vk+1 = argmin
v

Lc(v,uk,μk) (8.81)

5. For n = 1, . . . ,N , find unk+1 so that

unk+1 = unk−
(∂en
∂un

)−1
en(vnk+1, u

n
k,u

n−1
k+1). (8.82)

In equation (8.80), the Lagrangian multipliers are found so that ∂Lc
∂un = 0 for all n.

Written out in detail, equation (8.80) are the system of linear equations,

∂JN

∂uN
+ (μN + c · eN )T

∂eN

∂uN
= 0, (8.83)

and for n = 1, . . . ,N −1

∂Jn

∂un
+ (μn+ c · en)T

∂en

∂un
+ (μn+1 + c · en+1)T

∂en+1

∂un
= 0. (8.84)

We see that that we can easily solve this, in a similar manner as for the adjoint
method, where we first solve equation (8.83) for μN and then for n =N −1, . . . ,1
solve equation (8.84) for μn.

With regards to equation (8.81), we see that we can solve it recursively, time
step by time step, since ∂J

∂vn =
∂Jn

∂vn . And the KKT method for our problems, be-
comes
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Algorithm 8 KKT Algorithm, for our problems

1. Choose v0 = {vn0}Nn=1, u0 = {un0}Nn=1 and c > 0

2. For k = 0,1, . . ., do

3. Find μNk so that

∂JN

∂uN
+ (μNk + c · eN )T

∂eN

∂uN
= 0, (8.85)

4. For n =N −1, . . . ,1 find μnk so that

∂Jn

∂un
+ (μnk+ c · en)T

∂en

∂un
+ (μn+1

k + c · en+1)T
∂en+1

∂un
= 0. (8.86)

5. For n = 1, . . . ,N , find vnk+1 so that

vnk+1 = argmin
vn

Ln
c (vn,uk,μk) (8.87)

6. For n = 1, . . . ,N , find unk+1 so that

unk+1 = unk−
(∂en
∂un

)−1
en(vnk+1, u

n
k,u

n−1
k+1). (8.88)

8.8.1 The role of the penalty constant in the KKT algorithm

As for the augmented Lagrangian method, we make use of a penalty constant,
c > 0, and we know from numerical experience that the method does not converge
if c is too small. Furthermore, when c is greater than some value, the algorithm
converges for our examples. After this critical value, where the KKT algorithm
converges, the convergence rate tends to get slower, the more we increase c. It
is not known how to find an optimal c, and what its role is in the optimisation.
However, it may be connected to that one needs that the second order conditions
for optimality to be fulfilled, as for the augmented Lagrangian method.

8.9 Other Possibilities

We have investigated the adjoint method, the augmented Lagrangian method and
the KKT algorithm, and all of these methods correspond to either the way of
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looking at the problem as (8.28) or as (8.30), but we have not investigated the
possibility (8.29). If we consider the saddle point problem as

min
u

Lc(v̂, u, μ̂) subject to

{
v̂ = argminv Lc(v,u,μ)
μ̂ = argmaxμLc(v,u,μ)

(8.89)

we may develop a method based on this. Since the derivative of Lc with respect
to μ is the equation residual, and the state variables are of the same dimension as
the Lagrangian multipliers, we get the algorithm

Algorithm 9 Other possibility

1. Choose u0 = {un0}Nn=1

2. For k = 0,1, . . ., do

3. Find uk and vk so that

vk = argmin
v

Lc(v,uk,μk) (8.90)

and
en(vk,uk) = 0, for n = 1, . . .N (8.91)

4. Find μk+1 so that

|∇uLc(vk,uk,μk+1)| < |∇uLc(vk,uk,μk)|. (8.92)

Even though it may be possible to solve the saddle point problem with this method,
we are required to solve the forward problem at each iteration. This is compu-
tationally expensive, and when comparing to the KKT method we see that one
iteration of the KKT method is cheaper and is the preferred one. Therefore, we
have not considered this method in our work.





Chapter 9

Future Work

In this thesis we have investigated the possibility of using a saddle point for-
mulation of the augmented Lagrangian to develop algorithms, in order to solve
optimal control problems. Although the emphasis has been on solving optimal
control problems which occur in reservoir engineering, we have tried to formu-
late the algorithms as generally as possible. We have investigated the augmented
Lagrangian method introduced by Hestenes [24] and Powell [42] for this pur-
pose. Since it in it’s original form may be quite time consuming, we have looked
at several possible different marching schemes, that simplifies the calculations
in hope to find more efficient ways of solving the problem. The old marching
scheme which has been used by Nilssen et al. in [36] and [37] has been analysed,
and we have found that it cannot work for problems where the optimal value
of the objective function is far from zero. To remedy this we have proposed a
new marching scheme, that attempts to circumvent these shortcomings in paper
D. The new marching scheme has shown to be convergent for our problems, but
the convergence rate is unfortunately slow. It is possible that one could speed up
the convergence of this scheme, by applying second order methods for the outer
maximisation problem instead of a steepest descent method, and this could be an
interesting way of further research.

Furthermore, we have proposed a new method of solving the optimal control
problem, by what we have named the KKT method, where the we start with an
augmented Lagrangian saddle point formulation, and try to solve the outer max-
imisation problem with Newton’s method by changing the state variables. The
strength of the method is that we do not need to solve the forward problem at each
iteration. Since solving the forward problem is a very expensive in terms of com-
putational effort, it makes one iteration of the KKT method much cheaper than for
instance the adjoint method. This method has shown to be very efficient, and it
looks very promising as it compares well in computational effort used, when com-
pared to the adjoint method. We have proved this method to be convergent, for a
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simplified optimal control problem, but still we have no proof of convergence for
the general optimal control problem. In the future we hope to complete a proof of
convergence for the general case. The KKT method uses Newton’s method in the
outer loop, and thus it could be interesting to look at techniques for globalising
the method.

In the marching schemes, derived from the augmented Lagrangian method
and in the KKT method, the penalty parameter plays a significant role, where we
know that it has to be greater than some value in order to have convergence, and
for the KKT method, we have found that a very large value of the parameter slows
down the convergence. There seems to be a problem-dependent optimal penalty
parameter, and it is of great interest to construct a method for finding this optimal
value, or at least a criterion for it’s optimal value.



Chapter 10

Summary of Papers

10.1 Summary of Paper A and D

Paper A: An Efficient Method for Smart Well Production Optimisation.
Authors: Daniel Chr. Doublet, Sigurd I. Aanonsen and Xue-Cheng Tai.

Paper D:Efficient Optimisation of Production from Smart Wells Based on
the Augmented Lagrangian Method
Authors: Daniel Chr. Doublet, Raymond Martinsen, Sigurd I. Aanonsen and
Xue-Cheng Tai.

In paper D, we consider water flood optimisation with smart well manage-
ment for a two-dimensional oil-water reservoir. We enforce valve control by
allocation of total injection/production amongst the different valve openings, so
that our control is the percentage of total rate at each valve opening.

The problem is defined as the as it is in Brouwer and Jansen [7]. The prob-
lem is stated as an augmented Lagrangian saddle point problem, where we solve
the KKT conditions for the augmented Lagrangian with the KKT method. The
unconstrained optimisation problems are solved with the LBFGS method.

We provide numerical examples, where we consider three different horizontal
synthetic reservoirs. For comparison, we also solve these problems with the ad-
joint method. We plot the objective function against the number of iterations of
the KKT method and compare it to adjoint method, where the objective function
is plotted against the number of times the forward problem is solved. The KKT
method shows rapid convergence, and the optimal NPV found, is approximately
the same as the one found with the adjoint method in all the cases we test.

Paper A is an extension of paper D. We state the production optimisation prob-
lem is stated as an optimal control problem, and we apply the KKT method to
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solve it. To do the sub-minimisations of that are required in the KKT method,
we use the LBFGS method as in paper D, with a line-search that ensures that the
Wolfe conditions are fulfilled.

Furthermore we provide a proof of convergence for the KKT method for a
simplified problem.

To deal with the additional constraints on the controls, we use projected gradi-
ents to deal with the bounds, and a technique for transforming the controls in order
to eliminate the equality constraints. This technique is also described in chapter
7.

Finally we present 6 numerical examples, where we first consider a coarse dis-
cretisation with one channel. Then we refine our discretisation and increase the
number of controls. We look at permeability distributions with one high perme-
able channel and with two high permeable channels. Our examples are inspired
by those in Brouwer and Jansen [7].

As a basis of comparison we use the adjoint method, and in our examples we
see that the KKT method finds the same or higher NPV than the adjoint method.
Since one iteration of the KKT method is computationally cheaper than one iter-
ation of the adjoint method, we count the number of times that linear systems are
solved for both methods, in order to compare the convergence rate of the KKT
method against that of the adjoint method.

Our results indicate that the KKT method converges faster than the adjoint
method, when using computational effort as a measure.

10.2 Summary of Paper B

Paper B: Marching schemes for the Augmented Lagrangian Method, applied to
Optimal Control Problems Occurring in Reservoir Engineering.
Authors: Daniel Chr. Doublet, Xue-Cheng Tai and Sigurd I. Aanonsen.

Paper B considers optimal control problems that occur in connection with
reservoir engineering. Specifically optimisation problems, under the constraints
that the reservoir flow equations are fulfilled. Examples of such problems include
the production optimisation problem and the history matching problem as defined
in this work. We investigate the use of the augmented Lagrangian method to
these type of problems, and we analyse the marching schemes of the augmented
Lagrangian method used by Nilssen et al. in [37, 36]. They are termed the
Gauss-Seidel scheme and the old marching scheme. In the papers by Nilssen et
al. [37, 36], the old marching scheme seems to be the better of the two.

It is shown that the old marching scheme can only be utilised for problems
where the objective function is close to zero at optimum. For the problems con-
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sidered by Nilssen et al. [37, 36], this was always the case which explains why it
works for their problems.

For the production optimisation problem, the optimum value of the objective
function cannot be zero, since we are maximising the NPV, thus the old marching
scheme will not converge to the maximum NPV.

To remedy this, we propose an improvement the old marching scheme, which
we call the new marching scheme, where we circumvent this problem by adding
an additional term to the augmented Lagrangian functional.

Numerical examples are presented, where we consider the production optimi-
sation problem. In the first example we consider a problem with two controls.
Since we have only two controls, it enables us to plot the NPV as a function of the
controls. This is valuable, as we can easily test the quality of the solution found.
In the second example, the number of controls is increased. In both examples we
consider a permeability field with a high permeable channel connecting the injec-
tor with the producer. For both examples we solve the problem with the adjoint
method, so that we can compare the results.

For both examples we apply the Gauss-Seidel scheme, the old marching
scheme and the new marching scheme. We see that the new marching scheme
finds the highest value of NPV, comparable to the NPV found with the adjoint
method. The Gauss-Seidel scheme, also finds an NPV close to that found with the
adjoint method. However, we observe that the Gauss-Seidel method seems to be
more unstable, showing a oscillatory behaviour. As our analysis indicated, the old
marching scheme does not seems to be able to find as high profit as the adjoint
method.

10.3 Summary of Paper C

Paper C: Efficient History Matching and Production Optimisation with the
augmented Lagrangian Method.
Authors: Daniel Chr.Doublet, Sigurd I. Aanonsen and Xue-Cheng Tai

This paper considers the history matching problem and the production opti-
misation problem. The two problems are stated as optimal control problems and
viewed as an augmented Lagrangian saddle point problem. The KKT method is
used to solve these two problems.

For the history matching problem, we attempt to determine absolute perme-
ability one the basis of pressure and saturation measurements from the wells at
every time step, and seismic information of pressures and saturations at some dis-
tinct time steps.

We provide three numerical examples, from a synthetic field with one injec-
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tion well and one production well, where the the difference between the three
experiments is the frequency of the seismic measurements.

First the measurements are produced by running the forward model, and than
adding random Gaussian noise. After generating synthetic measurements, we
solve the problem with the KKT method and to compare the results, we have
also solved the same problems with the adjoint method.

For all the experiments, we see that the KKT method converges, and see that
the results are comparable to the results obtained with the adjoint method.

For the production optimisation problem, we consider a reservoir with two
smart wells, and try to optimise the net present value, by adjusting the percentage
of the total injection/production at each valve opening.

We solve the problem with the KKT method, for three different values of the
penalty parameter, and we provide comparisons with the adjoint method. Again,
we see that the KKT method is convergent, but the convergence rate depends on
the value of the penalty parameter c.
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Abstract

A method for dynamic optimisation of water flooding with smart
wells is presented, which finds the optimal injection and production
rates for every well segment of the smart wells. We formulate the
problem as a constrained optimisation problem and state this problem
as an augmented Lagrangian saddle point problem, which we solve
efficiently with the method. Comparisons are made with a more tradi-
tional optimal control method, based on solving the adjoint systems of
equations. In the examples tested the method obtains same maximum
profit, using less computational effort.

1 Introduction

As the oil resources of the world are becoming increasingly difficult to re-
cover, it has become more important to produce existing fields as efficiently
as possible and to decrease the development and operating costs. This prob-
lem is an optimisation problem where we want to maximise some profit
function. In this paper we propose a method for maximising the net present
value (NPV) of an oil reservoir, by reducing water production and increas-
ing oil recovery at the same time as we are delaying water breakthrough.
Optimal control theory methods has earlier been used to solve this problem
in [3], [12], [15], [16], using the adjoint method. However, when solving the
problem by this method, it is required to solve the state equations exactly
for each new estimate of the control variables, which is computationally
expensive.

In this work, we formulate the optimisation problem as an augmented
Lagrangian saddle point problem, and present a method for solving it, by
solving the Karush-Kuhn-Tucker (KKT) conditions for the augmented La-
grangian functional. The KKT conditions are solved sequentially, avoiding
to solve the state equations exactly for each new estimate of the control
variables, and thereby reducing the computational cost for finding a new
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estimate of the controls. Although the state equations are not fulfilled dur-
ing the optimisation procedure, they will be so at convergence. Preliminary
results has been presented earlier in [7] and [6].

The use of the augmented Lagrangian functional for constrained opti-
misation, with, was introduced by Hestenes in [9] and has been applied to
optimal control problems later in [10], [11]. In this paper we make use of the
augmented Lagrangian functional, but the solution approach is somewhat
different than the one used in [10] and [11].

A proof of convergence is provided for a quadratic optimisation problem
with linear constraints, showing that it is possible to find a penalisation
parameter that guaranties convergence in the quadratic case. Several nu-
merical examples are presented, showing the effectiveness of the method and
we also present comparisons with the more traditional adjoint method.

2 Problem Formulation

We consider a rectangular, heterogeneous, two-dimensional, two-phase (oil
and water) reservoir with no-flow boundaries inspired by the model of Brouwer
and Jansen [3]. The model is horizontal such that gravitational effects can
be ignored. There is a smart well injector along the left edge of the reservoir,
and a smart well producer along the right edge of the reservoir, as shown in
figure 1. The two smart wells have several valve openings, indicated by black
dots, such that the injection and the production can be controlled individ-
ually at each of the valve openings. Initially the reservoir is completely oil
saturated, and at the start of operation water is injected in the valve open-
ings at the left hand side of the reservoir, whilst we are producing from the
valve openings at the right hand side of the reservoir. In the beginning only
oil is produced, but after a certain time we will start to produce both oil and
water, and finally only water is produced. There is a profit associated with
production of oil. However when producing both oil and water simultane-
ously we must remove the water from the oil, resulting in a cost associated
with water production. The total production rate is fixed, and we assume
that we inject at the same rate as we produce. We have the possibility to
control the profit by adjusting the percentage of total injection/production
in each of the valve openings. Consequentially our objective is to maximise
the NPV from an oil reservoir by adjusting the individual injection and pro-
duction rates, in the valve openings, at distinct times. The reservoir flow
equations for two phase flow without gravity are,

−φ
∂So

∂t
−∇ ·

(
κ(x)λo(So)∇po

)
= qo(x), (1)

and

−φ
∂Sw

∂t
−∇ ·

(
κ(x)λw(Sw)∇pw

)
= qw(x), (2)
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Injector
Water

Producer

Figure 1: Reservoir.

where x is position, t is time, φ is porosity, κ is absolute permeability,
λα = κrα/μα is the phase mobility, where κrα is relative permeability and
μα is viscosity, pα is pressure, Sα is saturation and the well term, qα, is flow
rate per unit volume, where the subscripts α denotes the fluid phase, o or
w. The reservoir is assumed to be fully saturated so that

Sw + So = 1. (3)

From now on, and in the rest of this paper, we will denote the water satu-
ration as S, and the oil saturation as 1 − S. Furthermore we assume that
the capillary pressure, pc = po − pw, is zero so that

pw = po = p. (4)

In the remaining part of this paper, the pressure is denoted by p. In addition
we have no-flow boundaries so that,

∂p

∂�n
= 0, (5)

where �n is the unit normal vector to the boundary. The relative permeabil-
ities are defined by the Corey models

κro = κ�
ro

(
1 − S − Sor

1 − Sor − Swr

)eo

(6)

and

κrw = κ�
rw

(
S − Swr

1 − Swr − Sor

)ew

, (7)

where eo and ew are the Corey exponents, κ�
ro and κ�

rw are the endpoint
permeabilities, and Sor and Swr are the residual saturations, for oil and
water respectively.
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The equations (1) and (2) are discretised using a standard cell centred
grid, with the scheme given by Aziz and Sattari in [1], with upstream weight-
ing and using backward Euler to approximate the time derivative. From the
discretisation we get a discrete time model of the two-phase conservation
equations

en(v̂n, ûn, ûn−1) = 0, for n = 1, . . . N, (8)

where en = {en
o , en

w}T is the residual column vector corresponding to the
discretised equations of (1) and (2) , the superscript n denotes the discrete
time step, N is the total number of time steps, ûn = {pn, Sn} is a column
vector consisting of the pressures and the water saturations in all the grid
cells at time step n, and v̂n is the column vector consisting of the control
variables, at time step n, which elements are related to the water injection
and liquid production rates in the different valve openings of the wells.

Instead of using a well model, we will directly control water injection
and liquid production at each valve opening, such that the valve openings
of the wells are treated as source terms. We assume that the total water
injection rate equals the total liquid production rate, and we denote the
total injection/production rate by V .

Letting vn
i denote the percent of total injection or production in valve

opening i at time step n, we have the relations
Ninj∑
i=1

vn
i = 1, for n = 1, . . . , N, (9)

and
Nprod+Ninj∑
i=1+Ninj

vn
i = 1, for n = 1, . . . , N, (10)

where Ninj is the number of valve openings in the injector and Nprod is
the number of valve openings in the producer. All the valve openings from
number 1 to number Ninj are assumed to belong to the injection well, while
the valve openings from number 1+Ninj to number Nprod+Ninj are assumed
to belong to the production well. Moreover, the control variables must also
satisfy the following inequality constraints, for n = 1, . . . , N ,

0 ≤ vn
i ≤ 1, for i = 1, . . . , Ninj + Nprod. (11)

Since only water is injected, the liquid rate equals the water rate for the
valve openings in the injector. Thus we have that, for n = 1, . . . , N ,

qn
wi = vn

i V, for i = 1, . . . , Ninj , (12)

where qn
wi is the water rate at injection valve opening i at time step n. In

the valve openings of the producer, however, the liquid rate equals the sum
of the water and oil rates so that, for n = 1, . . . , N ,

qn
wi + qn

oi = −vn
i V, for i = 1 + Ninj, . . . , Nprod + Ninj, (13)
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where qn
wi and qn

oi are the water and oil rates, respectively, at production
valve opening i at time step n. The different phase production rates can be
expressed as functions of the liquid rate and the fractional flow at the well
segment so that

qn
wi = − λn

wi

λn
wi + λn

oi

vn
i V for i = 1 + Ninj, . . . , Nprod + Ninj , (14)

and

qn
oi = − λn

oi

λn
oi + λn

wi

vn
i V, for i = 1 + Ninj , . . . , Nprod + Ninj, (15)

where λn
wi and λn

oi are the water and oil mobilities, respectively, in the grid
cell containing well segment i and at time step n.

2.1 Profit Function

Our aim is to maximise net present value, by controlling the individual valve
opening rates during the entire production period. The net present value
(NPV), J , is given as

J(v̂, û) =
N∑

n=1

Jn(v̂n, ûn), (16)

with

Jn(v̂n, ûn) = ΔxΔyh

[ Nprod+Ninj∑
i=1+Ninj

−Iw · qn
wi − Io · qn

oi

(1 + b/100)tn

]
Δtn, (17)

where the constants Io and Iw are, respectively, the revenue of oil produced
and the cost of water produced per volume expressed in $/m3, b is the annual
interest rate expressed in %, Δx and Δy are the dimensions of the grid cells
in, respectively, horizontal and vertical direction, Δtn is the size of the n’th
time step, and tn =

∑n
i=1 Δti is the time expressed in years at time step

n. Since the production rates of water and oil, qn
wi and qn

oi, are less than or
equal to zero, Io is a positive constant and Iw is a negative constant. The
objective is to maximise the function (16) by adjusting the percentage of
total injection and production in each of the individual valve openings of,
respectively, the injection well and the production well. It must however be
noted that if we at some point produce so much water that Jn in equation
(17) is negative, then we set Jn to zero, since we in practice will stop the
production if this happens. This is done so that we maximise the profit
over the period of time when we produce, while still letting the profitable
production period be unknown.
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2.2 A Saddle Point Formulation

Let us define the control variables at time step n as v̂n = {vn
i }Ninj+Nprod

i=1 ,
and let v̂ = {v̂n}N

n=1 and û = {ûn}N
n=1. We can now formulate our problem

as a constrained minimisation problem where we want to solve

min
v̂,û

−J(v̂, û) (18)

subject to
en(v̂n, ûn, ûn−1) = 0, for n = 1, . . . , N. (19)

The corresponding Lagrangian is

L(v̂, û, η) =
N∑

n=1

Ln(v̂n, ûn, ûn−1, ηn), (20)

where

Ln(v̂n, ûn, ûn−1, ηn) = −Jn(v̂n, ûn) + ηnT en(v̂n, ûn, ûn−1), (21)

and η = {ηn}N
n=1 are the Lagrangian multipliers. Furthermore, we define

the augmented Lagrangian by

Lc(v̂, û, η) =
N∑

n=1

Ln
c (v̂n, ûn, ûn−1, ηn), (22)

where

Ln
c (v̂n, ûn, ûn−1, ηn) = Ln(v̂n, ûn, ûn−1, ηn)+

c

2
en(v̂n, ûn, ûn−1)T

en(v̂n, ûn, ûn−1),

(23)
and c > 0 is a penalisation constant. It is known that the solution of (18),
(19) is a saddle point of (22) for a sufficiently large penalisation parameter
c, see for example Bonnans et al. [2] pp. 275 − 279. for proof. Given
that the set of constraint gradients is linearly independent at the solution
of (18), (19), the following conditions hold at the solution of (18), (19), see
e.g. Nocedal and Wright [13].

2.2.1 Karush Kuhn Tucker (KKT) conditions

Suppose that {v̂�, û�} is a solution of (18). Then there exists a set of vectors
η� such that the following conditions hold at the point {v̂�, û�},

∇ûnL(v̂�, û�, η�) =0, (24)
∇v̂nL(v̂�, û�, η�) =0,
∇ηnL(v̂�, û�, η�) =0,
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for n = 1, . . . , N . Since the last of these conditions yields en = 0, for
n = 1, . . . , N , it is easy to see that the KKT conditions also hold for the
augmented Lagrangian functional

∇ûnLc(v̂�, û�, η�) =0, (25)
∇v̂nLc(v̂�, û�, η�) =0,
∇ηnLc(v̂�, û�, η�) =0,

for n = 1, . . . , N . In order to find the solution of (18), we can thus solve
the KKT system (24) or equivalently (25). In the recent years this problem
has been solved using the adjoint method, see e.g. Brouwer and Jansen [3],
which has given satisfactory results. However, when solving this problem by
the adjoint method, we are required to solve the forward problem, eq.(8),
exactly each time we want to find a new gradient. Solving the forward
problem is time consuming, and we present here a method for solving this
problem, without the need to solve the forward problem exactly, at each
iteration. Thus we propose here a algorithm to solve (18), (19) by solving
the system of equations (25).

3 Optimisation Method

Letting the subscript k be the outer iteration counter, we propose the fol-
lowing algorithm to solve the KKT conditions (25).

Algorithm 1 KKT Optimisation Algorithm

1. Choose v̂0 = {v̂n
0 }N

n=1, û0 = {ûn
0}N

n=1, c > 0. For k = 1, 2, . . . do:

2. Find ηN
k such that

∇ûN LN
c (v̂N

k−1, û
N
k−1, û

N−1
k−1 , ηN

k ) = 0. (26)

3. For n = N − 1, N − 2, . . . , 1, find ηn
k , such that

∇ûnLn+1
c (v̂n+1

k−1 , ûn+1
k−1 , ûn

k−1, η
n+1
k )+∇ûnLn

c (v̂n
k−1, û

n
k−1, û

n−1
k−1 , η

n
k ) = 0.
(27)

4. Then, for n = 1, 2, . . . , N , find v̂n
k such that

v̂n
k = arg min

v̂n
Ln

c (v̂n, ûn
k−1, û

n−1
k−1 , η

n
k ). (28)

5. Then update ûk−1 = {ûn
k−1}N

n=1 by

ûn
k = ûn

k−1 −
(
∇ηnûnLc(v̂k, ûk−1, ηk)

)−1

∇ηnLc(v̂k, ûk−1, ηk).

(29)
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After finding ηk from equations (26) and (27) in the algorithm, the first of
the KKT conditions are fulfilled. By studying the augmented Lagrangian
given by equation (22) and (23) we observe that ∇ûN Lc = ∇ûN LN

c and that
∇ûnLc = ∇ûnLn

c + ∇ûnLn+1
c , so that ∇ûN Lc is dependent on v̂N , ûN , ûN−1

and ηN and ∇ûnLc, for n = 1, 2, . . . , N − 1, is dependent on v̂n+1, v̂n, ûn+1,
ûn, ûn−1, ηn+1 and ηn. Thus the first of the KKT conditions can be solved
exactly for η if we start by finding ηN such that ∇ûN Lc = 0 and then, for
n = N − 1, N − 2, . . . , 1, we find ηn such that ∇ûnLc = 0. Furthermore
we observe that, when calculating v̂k from equation (28) in the algorithm
above, we find v̂k such that

∇v̂nLc(v̂k, ûk−1, ηk) = 0,

for n = 1, . . . , N . Thus the second of the KKT conditions are fulfilled after
performing the calculations in equation (28). Finally in equation (29) of the
algorithm, we are solving the third of the KKT conditions by a Newton-
iteration. In this way, the third of the KKT conditions is fulfilled at con-
vergence, and since we are enforcing the first and the second of the KKT
conditions in equation (26), (27) and (28) the solution is found at conver-
gence. Using this algorithm on our particular problem, we get, omitting
here the arguments

Algorithm 2 KKT Optimisation Algorithm, in Detail

1. Choose v̂0 = {v̂n
0 }N

n=1, û0 = {ûn
0}N

n=1, c > 0. For k = 1, 2, . . . do:

2. Find ηN
k such that

−∂JN

∂ûN
+

(
ηN

k + c · eN
)T ∂eN

∂ûN
= 0, (30)

3. For n = N − 1, N − 2, . . . , 1, find ηn
k , such that

−∂Jn

∂ûn
+

(
ηn

k + c · en
)T ∂en

∂ûn
+

(
ηn+1

k + c · en+1
)T ∂en+1

∂ûn
= 0, (31)

4. Then, for n = 1, 2, . . . , N ,we will find v̂n
k such that

v̂n
k = arg min

v̂n

[
− Jn +

(
ηn +

c

2
en

)T

en

]
(32)

5. And finally update the state variables ûn by

ûn
k = ûn

k−1 −
(

∂en

∂ûn

)−1

en. (33)
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When finding ηn, for n = N, . . . , 1 in equations (30) and (31) of the algorithm
we need to solve a linear system of equations, and we do this with the
GMRES method, as described in for example Golub and van Loan [8] or
Saad [14]. For the minimisation in equation (32), we use the LBFGS method
which is a quasi-Newton method. For more information on this method see
Byrd et al. [5], [4]. Finally, for the update in equation (33), we use as in
equations (30) and (31), the GMRES method to solve the linear system of
equations.

3.1 The Quadratic Problem with Linear Constraints

In order to understand the convergence properties of the optimisation method
proposed, it makes sense to investigate the performance of the algorithm on
a simplified problem. And we will thus consider a quadratic optimal control
problem with linear constraints. Let us consider the simplified problem

min
v̂,û

J(v̂, û) = min
v̂,û

1
2
v̂T Hv̂v̂ v̂ +

1
2
ûT Hûûû + v̂T Hûv̂û + gT

v̂ v̂ + gT
û û, (34)

subject to
K(v̂, û) = Nv̂ + Bû − b = 0, (35)

where Hv̂v̂ ∈ R
nc×nc , Hûû ∈ R

ns×ns , B ∈ R
ns×ns , Hûv̂ ∈ R

nc×ns , N ∈
R

nc×ns , gv̂ ∈ R
nc, gû ∈ R

ns , b ∈ R
ns and K ∈ R

ns . Furthermore, B is
assumed to be non-singular. Let us define the augmented Lagrangian as

Lc(v̂, û) = J(v̂, û) + K(v̂, û)T η +
c

2
K(v̂, û)T K(v̂, û), (36)

where η ∈ R
ns is the Lagrangian multipiler. Now, the KKT conditions of

optimality for Lc gives that⎡
⎣Hv̂v̂ + cNT N Hûv̂ + cNT B NT

HT
ûv̂ + cBTN Hûû + cBT B BT

N B 0

⎤
⎦

⎡
⎣v̂

û
η

⎤
⎦ = −

⎡
⎣gT

v̂ − cNT b
gT
û − cBT b

−b

⎤
⎦ . (37)

The second order conditions of optimality gives that

zT

[
Hv̂v̂ Hûv̂

HT
ûv̂ Hûû

]
z > 0, (38)

for all z ∈ N(A), where A = (N B). Solving the problem (34)-(35) with
our algorithm gives the following iterations

ûk+1 = −B−1(−b + Nv̂k)

ηk+1 = −B−T (gT
û − cBT b + (HT

ûv̂ + cBT N)v̂k + (Hûû + cBT B)ûk+1) (39)

v̂k+1 = −(Hv̂v̂ + cNT N)−1[gT
v̂ − cNT b + (Hûv̂ + cNT B)ûk+1 + NT ηk+1].
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We may simplify this iteration by substituting ûk+1 in the second equation
by the first, giving

ηk+1 = −B−T (gT
û − cBT b + (HT

ûv̂ + cBT N)v̂k (40)

− (Hûû + cBT B)B−1(−b + Nv̂k)).

Furthermore we substitute ûk+1 and ηk+1 in the third equation by the first
and the second equation, giving

v̂k+1 = −(Hv̂v̂ + cNT N)−1[gT
v̂ − cNT b − (Hûv̂ + cNT B)B−1(−b + Nv̂k)

− NT B−T (gT
û − cBT b + (HT

ûv̂ + cBT N)v̂k (41)

− (Hûû + cBT B)B−1(−b + Nv̂k))].

By simple algebraic manipulation this algorithm becomes

ûk+1 = −B−1(−b + Nv̂k)

ηk+1 = −B−T (gT
û + HûûB−1b + (HT

ûv̂ − (Hûû)B−1N)v̂k)

v̂k+1 = (Hv̂v̂ + cNT N)−1[−gT
v̂ − Hûv̂B

−1b + NT B−T gT
û (42)

+ NT B−T HûûB−1b + (Hûv̂B
−1N + NT B−THT

ûv̂

+ cNT N − NT B−THûûB−1N)v̂k].

From (42), we observe that ûk+1 and ηk+1 depend on v̂k and are independent
of ûk and ηk, so that the spectrum of the algorithm equals the spectrum of
v̂k+1. Thus, when defining M by

M = (Hv̂v̂ + cNT N)−1(Hûv̂B
−1N + NT B−THT

ûv̂ (43)

+ cNT N − NT B−THûûB−1N),

the algorithm is convergent if the spectral radius of M

ρ(M) = |max(eig(M)| < 1. (44)

Lemma 1 The spectral radius of M has the following properties

1. ρ(M) < 1

2. For ∀ε > 0, ρ(M) ∈ (−ε, 1) for c large enough.

10



Proof:
Denoting a eigenvalue of M by α and the corresponding eigenvector
by w, we have that

(Hûv̂B
−1N + NT B−THT

ûv̂ + cNT N − NT B−THûûB−1N)w (45)

= α(Hv̂v̂ + cNT N)w.

Multiplying (45) on the right by wT , and can reformulate as

wT Hv̂v̂w − 2wT Hûv̂B
−1Nw + wT NT B−T HûûB−1Nw (46)

= (1 − α)(wT Hv̂v̂w
T + c||Nw||2).

It follows from the second order optimality conditions (38) that

wT Hv̂v̂w − 2wT Hûv̂B
−1Nw + wT NT B−T HûûB−1Nw > 0, (47)

so that (46) gives that

(1 − α)(wT Hv̂v̂w
T + c||Nw||2) > 0. (48)

According to Finsler’s lemma, see for example Bonnans et al. [2], p.
285 , the second order optimality conditions (38) gives that

wT Hv̂v̂w
T + c||Nw||2 > 0, (49)

and it follows that
α < 1. (50)

Now, we look at the second part. Let ε > 0, and assume by contradic-
tion that
α ≤ −ε. Suppose, that for a sequence of c → ∞, there exists a se-
quence of corresponding unit eigenvectors wc → w �= 0 so that (46)
holds

wT
c Hv̂v̂wc − 2wT

c Hûv̂B
−1Nwc + wT

c NT B−THûûB−1Nwc

= (1 − α)(wT
c Hv̂v̂w

T
c + c||Nwc||2). (51)

≥ (1 + ε)(wT
c Hv̂v̂w

T
c + c||Nwc||2)

(52)

If we divide equation (51) by c, and let c tend to its limit, we get that

(1 + ε)||Nw||2 ≤ 0, (53)

Hence it follows that Nw = 0, and equation (51) gives when c tends
to its limit

wT Hv̂v̂w ≥ (1 + ε)(wT Hv̂v̂w
T ), (54)

which yields the desired contradiction.

By Lemma 1, we can always choose a sufficiently large c such that
ρ(M) ∈ (−1, 1) and thereby verifying condition (44) such we are en-
sured convergence.
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3.2 Comparison With The Adjoint Method

To compare the results of the KKT algorithm, we use an optimal control
theory method, the adjoint method, used previously in [3], [12], [15] and [16],
to solve the production optimisation problem. Letting, as for the KKT algo-
rithm, the subscript k be the outer iteration counter, the adjoint algorithm
is as follows.

Algorithm 3 The Adjoint Algorithm

1. Choose v̂0 = {v̂n
0 }N

n=1, û0
0 and c > 0. For k = 1, 2, . . . do:

2. For n = 1, 2, . . . , N , find ûn
k such that

en(v̂n
k−1, û

n
k , ûn−1

k ) = 0. (55)

3. Find ηN
k such that

−∂JN

∂ûN
(v̂N

k−1, û
N
k ) + ηN

k
T ∂eN

∂ûN
(v̂N

k−1, û
N
k , ûN−1

k ) = 0. (56)

4. For n = N − 1, N − 2, . . . , 1, find ηn
k , such that

−∂Jn

∂ûn
(v̂n

k−1, û
n
k ) + ηn

k
T ∂en

∂ûn
(v̂n

k−1, û
n
k , ûn−1

k ) (57)

+ ηn+1
k

T ∂en+1

∂ûn
(v̂n+1

k−1 , ûn+1
k , ûn

k) = 0.

5. Finally we find the gradient of −J as

−dJn

dv̂n
(v̂n

k−1) =
∂Lc

∂v̂n
(v̂n

k−1, û
n
k ) (58)

= −∂Jn

∂v̂n
(v̂n

k−1, û
n
k ) + ηn

k
T ∂en

∂v̂n
(v̂n

k−1, û
n
k , ûn−1

k ) = 0,

and use this gradient in a the LBFGS algorithm to find v̂k =
{v̂n

k }N
n=1.

Equation (55) in the algorithm is in fact the same as solving the forward
problem, and when solving the non-linear systems of equations in (55), we
use Newton’s method so that we find ûn

k as

• Choose ûn
k,0. For l = 1, 2, . . . do until convergence: For n = 1, 2, . . . , N

do:

ûn
k,l = ûn

k,l−1 −
(

∂en

∂ûn
(v̂n

k−1, û
n
k,l−1)

)−1

en(v̂n
k−1, û

n
k,l−1, û

n−1
k,l ), (59)

where we solve the linear system of equations with the GMRES method.

In order to find ηn for the adjoint algorithm we need to solve a linear system
of equations in (56) and in (57), for which we use the GMRES method.
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3.3 Estimation of Cost per Iteration

Let us denote the number of grid cells by Mc, and let Mw = Ninj + Nprod

denote the total number of valve openings of injection and production type.
Now we investigate the computational cost of our two algorithms.

For one iteration of the KKT algorithm:

• N linear systems of equations of size 2 · Mc (equation (30) and (31).

• N non-linear systems of equations of size Mw(equation (32))

• N linear systems of equations of size 2 · Mc(equation (33)).

In practice, the computational time required to perform the calculations in
(32) in the KKT algorithm is negligible compared to that of (30), (31) and
(33), since Mw << Mc. Thus the dominating factor is the time required to
solve 2 · N linear systems of equations of size 2 · Mc.

For one iteration of the adjoint method:

• N linear systems of equations of size 2 · Mc(equation (56) and (57))

• N non-linear systems of equations of size 2 · Mc(equation (55))

• plus some calculations needed to find an approximation to the second
derivative in the outer LBFGS loop.

For the adjoint method, the calculation of the derivative and the ap-
proximation to the Hessian in (58) is negligible in comparison with the work
done in (55), (56) and (57). In (56) and (57) we are solving N linear systems
of equations of size 2 ·Mc, and in (55) the computational time depends upon
how many iterations of Newton’s method which is required in order to solve
the forward problem. For each iteration of Newton’s method, we must solve
N linear systems of equations of size 2 ·Mc. Our experience shows that one
needs to do between 3 to 5 iterations of Newton’s algorithm in order to reach
convergence, giving a total of 4N to 6N linear systems of equations of size
2 ·Mc to solve in each outer loop of the algorithm. From this, one sees that
the KKT algorithm is from two to three times faster per iteration compared
to the adjoint algorithm. Furthermore it must be noted here that by one
iteration of the adjoint algorithm we mean one iteration of the algorithm as
it is stated here.

3.4 The additional Constraints on the Control Variables

In addition to the constraints given in (8), we have other equality constraints
given in (9) and (10), restated here

Ninj∑
i=1

vn
i = 1, for n = 1, . . . , N, (60)
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and
Nprod+Ninj∑
i=1+Ninj

vn
i = 1, for n = 1, . . . , N. (61)

In addition, we also have inequality constraints given in (11),

0 ≤ vn
i ≤ 1, for i = 1, . . . , Ninj + Nprod, (62)

for n = 1 . . . N .
A method of handling the linear equality constraints (60) and (61), could

be to do the optimisation with respect to the variables vn
1 , vn

2 , . . . , vn
Ninj−1

and vn
Ninj+1, v

n
Ninj+2, . . . , v

n
Ninj+Nprod−1 for n = 1, . . . , N. Then we can

calculate the remaining variables using the linear equality constraints (60)
and (61) so that

vn
Ninj

= 1 −
Ninj−1∑

i=1

vn
i for n = 1, . . . , N (63)

and

vn
Ninj+Nprod

= 1 −
Nprod+Ninj−1∑

i=1+Ninj

vn
i for n = 1, . . . , N. (64)

One can ensure that the inequality constraints (62) are fulfilled for the vari-
ables vn

1 , vn
2 , . . . , vn

Ninj−1 and vn
Ninj+1, v

n
Ninj+2, . . . , v

n
Ninj+Nprod−1 for n =

1, . . . , N by using a projected method in the optimisation, but for the vari-
ables vn

Ninj
and vn

Nprod+Ninj
for n = 1, . . . , N , there is however no easy way

of ensuring that the inequality constraints (62) are fulfilled.
To overcome this difficulty, we will instead use a different approach,

where we define a set of (Ninj + Nprod − 2) · N functions

0 ≤ ξn
1 , . . . , ξn

Ninj+Nprod−2 ≤ 1, for n = 1 . . . N, (65)

and denote ξn = {ξn
i }Ninj+Nprod−2

i=1 . Now the vn are given in terms of ξn by
the relations,

vn
1 =ξn

1 (66)
vn
2 =(1 − ξn

1 )ξn
2

vn
3 =(1 − ξn

1 )(1 − ξn
2 )ξn

3

...

vn
Ninj−1 =ξn

Ninj−1

Ninj−2∏
i=1

(1 − ξn
i )

vn
Ninj

=
Ninj−1∏

i=1

(1 − ξn
i ),
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and

vn
1+Ninj

=ξn
Ninj

(67)

vn
2+Ninj

=(1 − ξn
Ninj

)ξn
1+Ninj

vn
3+Ninj

=(1 − ξn
Ninj

)(1 − ξn
1+Ninj

)ξn
2+Ninj

...

vn
Nprod+Ninj−1 =ξn

Nprod+Ninj−2

Nprod+Ninj−3∏
i=1

(1 − ξn
i )

vn
Nprod+Ninj

=
Nprod+Ninj−2∏

i=1

(1 − ξn
i ).

Now we observe that, when defining the rates as in (66) and (67) , (60) and
(61) hold for all

0 ≤ ξn
1 , . . . , ξn

Ninj+Nprod−2 ≤ 1. (68)

Using ξn instead of vn, we have a optimisation problem without the lin-
ear equality constraints. However the inequality constraints in (65) are
transformed into the inequality constraints in (68), which we handle with a
projected method.

To find the derivative, we have by the chain rule that for n = 1, . . . , N ,

∂Ln
c

∂ξn
i

=
Ninj∑
j=1

∂Ln
c

∂vn
j

∂vn
j

∂ξn
i

, for 0 ≤ i ≤ Ninj − 1, (69)

and

∂Ln
c

∂ξn
i

=
Ninj+Nprod∑
j=1+Ninj

∂Ln
c

∂vn
j

∂vn
j

∂ξn
i

, for Ninj ≤ i ≤ Ninj + Nprod − 2. (70)

The derivative ∂Ln
c

∂vn
j
, we already know, and the other derivative is given by

∂vn
j

∂ξn
i

=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0 if i > j∏j−1
k=1(1 − ξn

k ) if i = j, and j, i < Ninj

− ξn
j

1−ξn
i

∏j−1
k=1(1 − ξn

k ) if i < j, and j, i < Ninj

− 1
1−ξn

i

∏j−1
k=1(1 − ξn

k ) if i < j = Ninj

3.5 The additional Constraints on the State Variables

Our state variables consists of pressures and saturations in all the grid cells.
On the saturation there are some additional inequality constraints, stating
that the saturations cannot be less than the residual saturation,

Swr ≤ Si ≤ 1 − Sor. (71)
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Exp. Type Grid Sim. time Time steps # param. c
1 one channel 5 × 5 2 years 64 640 1 · 108

2 one channel 15 × 15 2 years 64 1920 1.25 · 107

3 two channels 15 × 15 2 years 64 1920 1 · 107

4 two channels 15 × 15 2 years 64 1920 1 · 107

5 one channel 45 × 45 5 years 171 15390 4 · 106

6 two channels 45 × 45 5 years 149 13410 5 · 106

Table 1: The numerical experiments

κro κrw eo ew Sor Swr μo μw φ

1.0 0.1 2.0 1.5 0.2 0.2 0.5 0.5 0.2

Table 2: Reservoir simulator constants–equal for all experiments.

When (29) is performed, in the KKT algorithm, the constraints (71) the
constraints may be violated. If so is the case, the saturations are set to
either Swr or 1− Sor, depending on which constraint that is violated. That
is, we do as follows

1. Find ûn
k = {pn

k , Sn
k } from (29)

2. For i = 1, 2, . . . ,Mc do:

3. If Sn
ki < Swr

Sn
ki = Swr.

4. If Sn
ki > 1 − Sor

Sn
ki = Sor.

4 Numerical Examples

In this section we present numerical examples of profit optimisation done
with the KKT method. Herein we also present comparisons with the more
traditional adjoint method.

In all of our examples we use synthetic reservoir models inspired by the
models of Brouwer and Jansen [3] with dimensions 450m × 450m × 10m.
Along the left hand side of the reservoir there is one injection well, with one
valve opening in each grid cell along the well. We have the possibility to
control the injection at each of the individual valve openings at each time
step. Similarly, there is one production well along the right hand side of
the reservoir, with one valve opening in each grid cell along the producer.
For the producer we also have the the possibility to control the individual
production rates at each of the valve openings at each time step. As an
initial guess for our rates, we use uniform injection and production, such
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that the individual injection and production rates are equal at all the grid
cells which are penetrated by a well. For the KKT method we also need an
initial guess for the state variables u. We find this initial u by solving the
forward problem for the initial rates, and using the resulting state variables,
u, as our initial guess for u. Initially the water saturation is the residual
water saturation of 0.2 everywhere in the reservoir, and the initial pressure
is 190 bar, i.e. 19 · 106 Pa, in the entire reservoir. Other reservoir simulator
constants are given in table 2.

For the revenue of oil produced, we set Io = 80 $/m3 and set the cost
associated with water production to Iw = −20 $/m3. Although the revenue
constant is very low comparing with the prices of today, it is set deliberately
to this value since we wish to make a comparison with the study done by
[3]. The annual interest rate is set to 20% in equation (17).

Six experiments were performed as listed in Table 1. The permeability
fields applied are plotted in figure 2. The first experiment is a small, simple
test case with 25 grid cells. The next 3 experiments are coarse versions of
example 1, 2, and 3 in [3], while the last two corresponds to the model sized
used in [3]. One pore volume of water is injected in all cases, but the total
rate is less in the last two experiments giving a longer total simulation time

The value of the penalty constant c in the augmented Lagrangian func-
tional (22), for the six different experiments, is given in table 1. This con-
stant is found experimentally for each specific experiment, as the one that
seems to be best fitted. It is our experience that if one uses a too high value
of the constant c, the KKT algorithm converges slower. On the other hand,
if one uses a too small value for c, the constraints may not converge to zero
such that the algorithm does not converge.

Since the equation constraint is only fulfilled at convergence for the KKT
method, it is not straigth forward to compare the convergence behaviour
of the KKT method with the adjoint method. In order to facilitate this
comparison, we solve after each iteration of the KKT method the forward
problem using the latest set of control variables. The state variables when
solving the forward problem given the rates vk will be denoted ũk. That is
ũk = {u|en(vn

k , un, un+1) = 0, for n = 1, . . . ,N}. Correspondingly, J̃k =
J(vk, ũk) as opposed to Jk = J(vk, uk), which is the objective function
calculated from a current iteration of the KKT method.

For the different experiments, we plot Jk = J(vk, uk), and J̃k versus the
number of iterations of the KKT algorithm. We also provide plots of the

development of
√∑N

n=1 ||en(vk, uk)||2/(2 · McN) to show the convergence of
the residual for the various experiments.

Furthermore, to compare the efficiency of the KKT method with the
adjoint method, we also plot the objective function against the number of
times that we solve N linear systems of equations of size 2 · Mc.
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Figure 2: Permeability fields, given in m2.
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4.1 Results

The behaviour of the KKT algorithm for all the experiments are shown in
Figs. 3–12. Comparison with the adjoint method is shown for the first four
examples.

Notice that because the initial guess is taken from a forward model run,
with an equation residual given by the convergence criteria of the forward
model, the equation residual will always start at a low value. During the
iterations, the equation constraint is not fulfilled, so it increases initially,
before it converges to a low value as the KKT iterations proceed. Note that
the equation residual converges faster than the NPV in all cases. Also, when
the equation residual approaches zero, Jk = J(vk, uk) approaches J̃k as ex-
pected, and it seems that these become approximately equal at a value of√∑N

n=1 ||en(vk, uk)||2/(2 · McN) approximately equal to 10−3 in all cases.
For comparison, the convergence criteria used in the forward model corre-

sponds to a value of
√∑N

n=1 ||en(vk, uk)||2/(2 · McN) equal to 7 · 10−4.
We also see from the figures that the optimal profit found with the

KKT method is approximately the same as found with the adjoint method.
However, the computational effort is less for the KKT method. Notice that
the NPV does not change initially for the adjoint method. This is due to the
line search done in the LBFGS optimisation routine, which is used by the
adjoint method. Although not clearly seen because of the scale, there will
be several linear solves without any increase in the adjoint NPV for every
iteration, corresponding to the average number of iterations applied in the
outer (Newton) iteration loop in each time step of the forward solver. In
these examples there is a large period with little changes at the end of the
simulations, where only 1 or 2 Newton iterations are required. Thus, the
gain in computational speed with the KKT method may be even larger in
other cases.

The final allocated relative rates found with the KKT method is shown
in Figs. 13–18. Comparison with rates obtained with the adjoint method
is shown for the first 4 experiments. The injection rates are shown in the
top sub-figures, and the production rates are shown in bottom sub-figures.
Time steps are on the horizontal axis, and well segments are on the vertical
axis. Note that the plots end earlier than what is indicated in Table 1. this
is because it is not profitable to continue production. From these figures
we see that the optimal rates distribution for the two methods are similar,
but not the same, suggesting that there are several rates distributions giving
the same optimal profit, corresponding to several maxima for the objective
function.
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J (solid line) and J̃ (dotted line) Residual,
√∑N

n=1 ||en(vk, uk)||2/(2 · McN)
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Figure 3: Objective function and equation residual for the 20 first 20 itera-
tions of the KKT algorithm. Experiment 1.

5 Conclusions

We have presented a method for solving a NPV maximisation problem based
on solving the Karush Kuhn Tucker equations for the augmented Lagrangian
functional. In the examples tested, the KKT method finds approximately
the same NPV value as the adjoint method with less computational effort.
The performance of the KKT method is dependent on the value of the
penalty parameter, c, but in the examples tested we have observed that the
penalty parameter is approximately the same for reservoirs with the same
number of grid cells. This suggest that, once it has been found, we do
not need to change it further, when the permeability field is changed in a
closed-loop profit optimisation process.
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Figure 4: Development of the NPV for experiment 1. The NPV for the
adjoint method is plotted as a dashed line and the true NPV, J(vm, ũm) for
the KKT method is shown as a solid line. We have $ on the vertical axis and
the number of times N linear systems of equations of size 2 · Mc is solved,
on the horizontal axis.
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J (solid line) and J̃ (dotted line) Residual,
√∑N

n=1 ||en(vk, uk)||2/(2 · McN)
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Figure 5: Objective function and equation residual for the 20 first 20 itera-
tions of the KKT algorithm. Experiment 2.
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Figure 6: Development of the NPV for experiment 2. The NPV for the
adjoint method is plotted as a dashed line and the true NPV, J(vm, ũm) for
the KKT method is shown as a solid line. We have $ on the vertical axis and
the number of times N linear systems of equations of size 2 · Mc is solved,
on the horizontal axis.
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J (solid line) and J̃ (dotted line) Residual,
√∑N

n=1 ||en(vk, uk)||2/(2 · McN)
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Figure 7: Objective function and equation residual for the 20 first 20 itera-
tions of the KKT algorithm. Experiment 3.
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Figure 8: Development of the NPV for experiment 3. The NPV for the
adjoint method is plotted as a dashed line and the true NPV, J(vm, ũm) for
the KKT method is shown as a solid line. We have $ on the vertical axis and
the number of times N linear systems of equations of size 2 · Mc is solved,
on the horizontal axis.
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Figure 9: Objective function and equation residual for the 20 first 20 itera-
tions of the KKT algorithm. Experiment 4.
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Figure 10: Development of the NPV for experiment 4. The NPV for the
adjoint method is plotted as a dashed line and the true NPV, J(vm, ũm) for
the KKT method is shown as a solid line. We have $ on the vertical axis and
the number of times N linear systems of equations of size 2 · Mc is solved,
on the horizontal axis.
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Figure 11: Objective function and equation residual vs. KKT iterations.
Experiment 5.
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Figure 12: Objective function and equation residual vs. KKT iterations.
Experiment 6.
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Figure 13: Final estimated relative rate allocation for experiment 1. Injec-
tion well (top) and production well (bottom). Horizontal axis: discrete time
steps.Vertical axis: Well segments.
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Figure 14: Final estimated relative rate allocation for experiment 2. Injec-
tion well (top) and production well (bottom). Horizontal axis: discrete time
steps.Vertical axis: Well segments.
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Figure 15: Final estimated relative rate allocation for experiment 3. Injec-
tion well (top) and production well (bottom). Horizontal axis: discrete time
steps.Vertical axis: Well segments.
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Figure 16: Final estimated relative rate allocation for experiment 4. Injec-
tion well (top) and production well (bottom). Horizontal axis: discrete time
steps.Vertical axis: Well segments.
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Figure 17: Final estimated relative rate allocation for experiment 5. Injec-
tion well (top) and production well (bottom). Horizontal axis: discrete time
steps.Vertical axis: Well segments.
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tion well (top) and production well (bottom). Horizontal axis: discrete time
steps.Vertical axis: Well segments.
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Abstract

We consider optimal control problems which occur in connection with reservoir
engineering. The problem is formulated a constrained optimisation problem, and
investigate the use of marching schemes of the augmented Lagrangian method to
solve the problem. Furthermore we propose a new marching scheme, which is an
improvement of the existing ones. Examples are provided, where the marching
schemes are used for dynamic optimisation of water flooding with smart wells.
In the examples tested, the new marching scheme performs better than the other
schemes.

1 Introduction

In this paper we investigate the use of marching schemes of the augmented La-
grangian to solve optimal control problems. Firstly we define the type of optimal
control problem, which we will consider here. Then we will state the augmented
Lagrangian method for this problem. Further on we will discuss the use of a march-
ing scheme used in [20] and [19] for solving our type of optimal control problem.
Then we state two new alternative marching schemes, and finally we apply these
marching schemes to a specific problem where we present numerical results.

1.1 An Optimal Control Problem

We consider a rectangular, heterogeneous, two-dimensional, two-phase (oil and
water) reservoir, with no-flow boundaries which is horizontal such that gravita-
tional effects can be ignored. The reservoir flow equations are,

−φ∂So

∂t
−∇·

(
κ(x)λo(So)∇po

)
= qo(x), (1)

and

−φ∂Sw

∂t
−∇·

(
κ(x)λw (Sw)∇pw

)
= qw(x), (2)
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where x is position, t is time, φ is porosity, κ is absolute permeability, λα = κrα/μα

is the phase mobility, where κrα is relative permeability and μα is viscosity, pα
is pressure, Sα is saturation and the well term, qα , is flow rate per unit volume,
where the subscripts α denotes the fluid phase, o or w. It is often of interest to find
some parameters or control variables, v, so that some functional J is minimised,
under the constraints that the equations (1) and (2) are fulfilled. To solve this type
of problems, we first need state the problem on a discrete form. The reservoir is
divided into a discrete number of grid cells and the time axis is divided into N

intervals. The control variables are assumed to be time-dependent, so that they
are given at each time step, v = {vn}Nn=1. We use a cell centred finite difference
method to discretise the equations (1) and (2) which leads to a set of discrete
vector equations,

en(vn,un,un−1) = 0, for n = 1, . . . ,N, (3)

where u = {un}Nn=1 are the state variables,given by the pressures and saturations in
each grid cell at all time steps. The state variables for time step n, un, are given
as un = {pn,Sn}. Since we have two equations for each grid cell, the length of the
vector en is two times the number of grid cells, and furthermore the length of the
state variables for time step n, un, is also two times the number of grid cells, since
it consists of pressure and saturation in every grid cell. Thus it is possible to find a
set of state variables so that equations (3) are fulfilled, if v is known. Although we
assume that the control variables are time-dependent in this paper, the results in this
paper does still apply if they are not dependent on time. We consider optimisation
problems of the kind,

min
v,u

J (v,u), (4)

where the objective function is of the form

J (v,u) =
N∑
n=1

Jn(vn,un), (5)

and an example of such a problem can be found in appendix A.

1.2 Saddle Point Problem Formulation

We can now formulate our problem as a constrained minimisation problem where
we want to solve

min
v,u

J (v,u) (6)

subject to
en(vn,un,un−1) = 0, for n = 1, . . . ,N. (7)

The corresponding Lagrangian is

L(v,u,η) =
N∑
n=1

Ln(vn,un,un−1, ηn), (8)
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where
Ln(vn,un,un−1, ηn) = Jn(vn,un)+ ηnT en(vn,un,un−1), (9)

and η = {ηn}Nn=1 are the Lagrangian multipliers. Furthermore, we define the aug-
mented Lagrangian by

Lc(v,u,η) =
N∑
n=1

Ln
c (vn,un,un−1, ηn), (10)

where

Ln
c (vn,un,un−1, ηn) =Ln(vn,un,un−1, ηn)+

c

2
en(vn,un,un−1)

T
en(vn,un,un−1), (11)

and c > 0 is a penalisation constant. It is known that the solution of (7) is a saddle
point of (10) for a sufficiently large penalisation parameter c, see [8] for proof.
Given that the set of constraint gradients is linearly independent at the solution of
(7), the following conditions hold at the solution of (7), see e.g. [21] for a proof.

Karush Kuhn Tucker (KKT) conditions Suppose that {v�,u�} is a solution of
(7). Then there exists a set of vectors η� such that the following conditions hold at
the point {v�,u�},

∇unL(v�,u�,η�) =0, (12)

∇vnL(v�,u�,η�) =0,

∇ηnL(v�,u�,η�) =0,

for n = 1, . . . ,N. Since the last of these conditions yields en = 0, for n = 1, . . . ,N,
it is easy to see that the KKT conditions are equivalent to

∇unLc(v
�,u�,η�) =0, (13)

∇vnLc(v�,u�,η�) =0,

∇ηnLc(v�,u�,η�) =0,

for n = 1, . . . ,N. In order to find the solution of (7), we can thus solve the KKT

system (12) or equivalently (13).

2 The Augmented Lagrangian Method

The augmented Lagrangian method has previously been used to solve optimal con-
trol problems, for the case of parameter identification problems.

Itô and Kunisch [12, 13, 11] considers the augmented Lagrangian for parameter
identification in elliptic systems, Chan and Tai [6] used the augmented Lagrangian
method with total variations regularisation for finding discontinuous parameters in
elliptic and hyperbolic systems. Chen et al. [7] also used an augmented Lagrangian
approach to identify discontinuous parameters in elliptic problems.
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Keung and Zou [15, 14], also considered parameter identification in parabolic
and in elliptic systems, where they in the latter paper used a modified Uzawa algo-
rithm of the augmented Lagrangian method to solve the problem.

Guo and Zou [10] also has investigated the use of the augmented Lagrangian
method to identify parameters in parabolic systems.

We will use augmented Lagrangian approaches to solve the problem (6),(7),
and we begin by presenting a modified Uzawa algorithm, that has been used previ-
ously to solve optimal control problems by Kunisch and Tai [16], Itô and Kunisch
[12], and by Nilssen et al. [20, 19].For more information on augmented Lagrangian
methods, see for example Glowinski [8, 9] and Bertsekas [2]. It is as follows,

Algorithm 1 The global optimisation algorithm

1. Choose v0 = {vn0}Nn=1, λ0 = {λn0}Nn=1, c > 0. For k = 1,2, . . . do:

2. Find uk = {unk}Nn=1, such that

uk = argmin
u

Lc(vk−1, u,λk−1). (14)

3. Then, find vk = {vnk}Nn=1 such that

vk = argmin
v

Lc(v,uk,λk−1), (15)

4. And finally update the Lagrangian multiplier by

λnk = λnk−1 + c en(vnk,u
n
k,u

n−1
k ). (16)

We see that the first and the second of the KKT conditions will be satisfied after
the completion of (14) and (15) of the algorithm, respectively. Equation (16) of
the algorithm updates the Lagrangian multipliers such that the constraints, en = 0,
for n = 1, . . . ,N, are fulfilled at convergence. Since the two other KKT conditions
are fulfilled by step 2 and 3, the solution will be found when the equation residuals
en = 0. Since the number of state variables is much greater than the number of
controls, the most time consuming part of this algorithm is the effort needed to
solve the optimisation problem in equation (14), where the size of the problem is
the number of time steps times the number of state variables, adding up to 2N ·Mc

variables. This a huge number of variables, and as an attempt to make the algorithm
more efficient, Nilssen and Tai proposed an improvement in [20], to be described
below.

2.1 The Old Marching Scheme

As earlier mentioned, the most time consuming part in the global optimisation al-
gorithm is the minimisation with respect to the state variables {unk}Nn=1. First of all,
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the number of state variables is much greater than the number of controls. Further-
more since Ln

c is dependent both on un and on un−1, we must do the minimisation
with respect all u at the same time, whereas the minimisation with respect to v

can be done time step by time step since Ln
c is only dependent on vn. In [20] and

[19], Nilssen et al. tries to split the optimisation with respect to u, in equation (14)
so that the optimisation for each time step is done separately using the the global
optimisation algorithm with the approximation

un ≈ (argmin)unLn
c .

The marching algorithm proposed by Nilssen et al. is as follows.

Algorithm 2 The Old Marching Scheme

1. Choose v0 = {vn0}Nn=1, λ0 = {λn0}Nn=1, c > 0. For k = 1,2, . . . do:

2. For n = 1, . . . ,N, find unk such that

unk = argmin
un

Ln
c (vnk−1, u

n,un−1
k ,λnk−1). (17)

3. Then, for n = 1, . . . ,N find vnk such that

vnk = argmin
vn

Ln
c (vn,unk,u

n−1
k ,λnk−1), (18)

4. And finally update the Lagrangian multiplier by

λnk = λnk−1 + c en(vnk,u
n
k,u

n−1
k ) (19)

This will be done iteratively until convergence. And as in the global optimisation
procedure, equation (19) of the algorithm will assure that en tends to zero. The
minimisation in equation (18) is equivalent to the minimisation in (15), since ∂Lc

∂vn =
∂Ln

c

∂vn , thus the old marching scheme differs from the global optimisation algorithm
in the way it calculates u in equation (17).

Contrary to the global optimisation algorithm which finds a solution satisfying
the equations (13), the old marching scheme finds a solution {v†, u†,λ†} satisfying
the following equations, for n = 1, . . . ,N,

−∂Jn

∂vn
(v†, u†)+λn†

T ∂e
n

∂vn
(v†, u†) = 0, (20)

−∂Jn

∂un
(v†, u†)+λn†

T ∂e
n

∂un
(v†, u†) = 0,

en(v†, u†) = 0.

If this is a solution of (7), the solution must satisfy the equations (13). Thus a
solution found by the old marching scheme can only be a solution of (7) if

∂Lm
c

∂un
(v�,u�,λ�) = 0, for m �= n and n,m ∈ {1, . . . ,N}, (21)
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and if

∂Lm
c

∂vn
(v�,u�,λ�) = 0, for m �= n and n,m ∈ {1, . . . ,N}. (22)

From our model we have that, for n = 1, . . . ,N −1

∂Lc

∂un
=

∂Ln
c

∂un
+
∂Ln+1

c

∂un
(23)

=
∂Jn

∂un
+
∂en

∂un

T

(λn+ c · en)+
∂en+1

∂un

T

(λn+1 + c · en+1), (24)

and that
∂Lc

∂uN
=

∂LN
c

∂uN
=

∂JN

∂uN
+
∂eN

∂uN

T

(λN + c · eN ). (25)

Now, for n = 1, . . . ,N, if ∂Jn

∂un (vn�,u
n
�) = 0, we see that must have that λn� = 0 since

en(vn�,u
n
�,u

n−1
� ), showing that the old marching scheme finds a solution to the prob-

lem if we have that

∂Jn

∂un
(vn�,u

n
�) = 0, for n = 1, . . . ,N. (26)

Condition (26) will typically be fulfilled if we have a least-squares objective func-
tion where one expects that the objective function will be close to zero at the mini-
mum. For the problems that was solved by Nilssen in [19] and in [18] this has been
the case. But for problems, with an objective function which is not close to zero at
the optimum this marching scheme cannot find the optimum.

2.2 A New Marching Scheme

In this paper, we try to find a way to circumvent the problem of the old marching
scheme, and keeping the idea of doing the minimisation in u sequentially. In the old
marching scheme the optimisation is done sequentially by neglecting the gradient
term

∂Ln+1
c

∂un
=
(
λn+1 + c · en+1

)T ∂en+1

∂un
, (27)

to improve the speed of the global optimisation algorithm. This may work, when
condition (21) is fulfilled, but since this is not the case for our problem we cannot
use the old marching scheme.

Here we present a different way to approximate the minimisation with respect
to u in the global optimisation algorithm, such that this sub-minimisation problem
can be solved sequentially. We want to do the minimisation with respect to u

sequentially, time step by time step, to improve the speed of the algorithm. Since
en+1 depends on un+1, which is unknown at iteration n, we must do some sort of
approximation. When this minimisation is done in the old marching scheme, we
find un such that

−∂Jn

∂un
+
(
λn+ c · en

)T ∂en

∂un
= 0.
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But it is not necessary to neglect the term (27) entirely, because it is only en+1

which depends on un+1. We propose instead to find un sequentially such that

−∂Jn

∂un
+
(
λn+ c · en

)T ∂en

∂un
+λn+1T ∂e

n+1

∂un
= 0. (28)

From appendix B we have that

∂en

∂un−1
=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

∂en1
∂pn−1

1

. . .
∂en1
∂pn−1

m

∂en1
∂sn−1

1

. . .
∂en1
∂sn−1

m

...
. . .

...
...

. . .
...

∂enm
∂pn−1

1

. . .
∂enm
∂pn−1

m

∂enm
∂sn−1

1

. . .
∂enm
∂sn−1

m

∂enm+1

∂pn−1
1

. . .
∂enm+1

∂pn−1
m

∂enm+1

∂sn−1
1

. . .
∂enm+1

∂sn−1
m

...
. . .

...
...

. . .
...

∂en2m
∂pn−1

1

. . .
∂en2m
∂pn−1

m

∂en2m
∂sn−1

1

. . .
∂en2m
∂sn−1

m

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (29)

where

∂eni

∂sn−1
j

=

⎧⎨
⎩

φj if i = j

−φj if i = j+m

0 else
(30)

This leads to

∂en

∂un−1
=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 . . . . . . 0 φ1 0 . . . 0
...

. . .
... 0 φ2

...
...

. . .
...

...
. . . 0

0 . . . . . . 0 0 . . . 0 φm

0 . . . . . . 0 −φ1 0 . . . 0
...

. . .
... 0 −φ2

...
...

. . .
...

...
. . . 0

0 . . . . . . 0 0 . . . 0 −φm

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (31)

since
∂eni
∂pn−1

j

= 0,∀i, j. Furthermore we observe that finding un as

un = argmin
un

[
−Jn+

(
λn+

c

2
en
)T

en+λn+1T S̃n+1
]
, (32)

where S̃n+1 is given by

S̃n+1 = [φ1s
n
1, . . . ,φms

n
m,−φ1s

n
1, . . . ,−φms

n
m]T , (33)

is equivalent to finding un such that (28) is satisfied. In fact, if en approaches 0 for
n = 1, . . . ,N at convergence, this algorithm will satisfy the KKT conditions of (7)
and thus solve the problem. Let us define L̃n

c by

L̃n
c = −Jn+

(
λn+

c

2
en
)T

en+λn+1T S̃n+1. (34)
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Now the new marching algorithm is as follows.

Algorithm 3 New Marching Scheme

1. Choose v0 = {vn0}Nn=1, λ0 = {λn0}Nn=1, c > 0. For k = 1,2, . . . do:

2. For n = 1, . . . ,N, find unk such that

unk = argmin
un

L̃n
c (vnk−1, u

n,un−1
k ,λn+1

k−1,λ
n
k−1). (35)

3. Then, for n = 1, . . . ,N find vnk such that

vnk = argmin
vn

Ln
c (vn,unk,u

n−1
k ,λnk−1), (36)

4. And finally update the Lagrangian multiplier by

λnk = λnk−1 + c en(vnk,u
n
k,u

n−1
k ). (37)

This will be done iteratively until convergence. And as in the previous optimisa-
tion algorithms, equation (37) of the algorithm will assure that en, for n= 1, . . . ,N,
tends to zero. For the minimisation in step (35) and (36) we use the LBFGS
method, where we use projected gradients to handle the bounds on the variables.
For more information regarding the LBFGS method see Byrd et al. [5] and [4].

3 Gauss-Seidel scheme

Another way of solving the problem of the Old marching scheme is to include
the term (27), by simply using the state variables from the previous iteration to
calculate the en+1. Thus we will do the optimisation sequentially, time step by time
step, always using the most recently calculated variables available. This has been
done before by Nilssen at al. in [19] and [18]. In the minimising concerning un,
we will thus find unk such that

unk = argmin
un

Lc(v
1
k−1, . . . , v

N
k−1, u

1
k, . . . ,u

n−1
k ,un,u1

k−1, . . . , u
n−1
k−1,λ

1
k−1, . . . ,λ

N
k−1),

(38)
that is

unk = argmin
un

[
Ln
c (vnk−1, u

n−1
k ,un,λnk−1)+Ln+1

c (vn+1
k−1, u

n,un+1
k−1,λ

n+1
k−1)

]
. (39)

This leads to the algorithm

Algorithm 4 Gauss-Seidel Scheme

8



1. Choose v0 = {vn0}Nn=1, λ0 = {λn0}Nn=1, c > 0. For k = 1,2, . . . do:

2. For n = 1, . . . ,N, find unk such that

unk = argmin
un

[
Ln
c (vnk−1, u

n−1
k ,un,λnk−1)+Ln+1

c (vn+1
k−1, u

n,un+1
k−1,λ

n+1
k−1)

]
(40)

3. Then, for n = 1, . . . ,N find vnk such that

vnk = argmin
vn

Ln
c (vn,unk,u

n−1
k ,λnk−1), (41)

4. And finally update the Lagrangian multiplier by

λnk = λnk−1 + c en(vnk,u
n
k,u

n−1
k ). (42)

This will be done iteratively until convergence, which will occur when en, for n =
1, . . . ,N approaches zero. For the minimisation in step (40) and (2) we use, as for
the new marching scheme, the LBFGS method where projected gradients are used
to handle the bounds on the variables.

3.1 Comparison With The Adjoint Method

To compare the results of the new marching scheme and the Gauss-Seidel scheme,
we use an optimal control theory method, the adjoint method, used previously in
[3], [17], [22] and [23], to solve the production optimisation problem. Letting, as
for the earlier algorithms, the subscript k be the outer iteration counter, the adjoint
algorithm is as follows.

The Adjoint Algorithm

1. Choose v̂0 = {v̂n0}Nn=1, û0
0 and c > 0. For k = 1,2, . . . do:

2. For n = 1,2, . . . ,N, find ûnk such that

en(v̂nk−1, û
n
k, û

n−1
k ) = 0. (43)

3. Find ηNk such that

−∂JN

∂ûN
(v̂Nk−1, û

N
k )+ ηNk

T ∂eN

∂ûN
(v̂Nk−1, û

N
k , ûN−1

k ) = 0. (44)

4. For n =N −1,N −2, . . . ,1, find ηnk, such that

−∂Jn

∂ûn
(v̂nk−1, û

n
k)+ ηnk

T ∂e
n

∂ûn
(v̂nk−1, û

n
k, û

n−1
k )+ ηn+1

k

T ∂en+1

∂ûn
(v̂n+1

k−1, û
n+1
k , ûnk) = 0.

(45)

9



5. Finally we find the gradient of −J as

−dJn

dv̂n
(v̂nk−1) =

∂Lc

∂v̂n
(v̂nk−1, û

n
k) (46)

= −∂Jn

∂v̂n
(v̂nk−1, û

n
k)+ ηnk

T ∂e
n

∂v̂n
(v̂nk−1, û

n
k, û

n−1
k ) = 0,

and use this gradient in a the LBFGS algorithm to find v̂k = {v̂nk}Nn=1.

Equation (43) in the algorithm is in fact the same as solving the forward problem,
and when solving the non-linear systems of equations in (43), we use Newton’s
method so that we find ûnk as

• Choose ûnk,0. For l = 1,2, . . . do until convergence: For n = 1,2, . . . ,N do:

ûnk,l = ûnk,l−1 −
(∂en
∂ûn

(v̂nk−1, û
n
k,l−1)

)−1
en(v̂nk−1, û

n
k,l−1, û

n−1
k,l ), (47)

where we solve the linear system of equations with the GMRES method.

In order to find ηn for the adjoint algorithm we need to solve a linear system of
equations in (44) and in (45), for which we use the GMRES method.

4 Numerical Examples

In order to test the methods presented so far, we study the production optimisation
problem, presented in appendix A, and how this problem is discretised numerically
is presented in appendix B, with corresponding derivatives in appendix C. Here we
present two different examples. We use a synthetic reservoir, with dimensions
450m× 450m × 10m, which is depicted in figure 1. There is a high permeable
channel going from the side of the side of the reservoir where the injector is located
to the side of the reservoir where the producer is located. We use a 5×5 grid, and let
there be one valve opening in each grid cell along the injector and the producer. We
will inject one pore volume over a period of two years, dividing this time interval
into 64 time steps. As an initial guess for our rates, we use uniform injection and
production, such that the individual injection and production rates are equal for all
the valve openings. Furthermore, the initial value of the Lagrangian multipliers is
λn0 = 0 for n = 1, . . . ,N, for both methods. Before starting to produce, the water
saturation is the residual water saturation of 0.2 everywhere in the reservoir, and
the initial pressure is 190 bar, i.e. 19 ·106 Pa, in the entire reservoir. Other reservoir
simulator constants are given in table 1.

For the revenue of oil produced, we set Io = 80 $/m3 and set the cost associated
with water production to Iw = −20 $/m3. Although the revenue constant is very
low comparing with the prices of today, it is set deliberately to this value since
this has been used in earlier studies in [3]. The annual interest rate is set to 20%,
in equation (64). Since the constraints are only fulfilled at convergence for the
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Figure 1: Permeability field 1, given in m2.

κro κrw eo ew Sor Swr μo μw φ

1.0 0.1 2.0 1.5 0.2 0.2 0.5 0.5 0.2

Table 1: Reservoir simulator constants -equal for all examples.

augmented Lagrangian methods, it is not obvious to see how good our current
estimate of the controls vk is. Thus as an illustration of what the profit will be, if we
terminate the algorithm at iteration k we solve the forward problem using the latest
set of control variables. The state variables when solving the forward problem
given the rates vk will be denoted ũk. That is ũk = {u|en(vnk,u

n,un+1) = 0, for n =
1, . . . ,N}. Correspondingly, J̃k = J (vk, ũk) as opposed to Jk = J (vk,uk) which is
the objective function calculated from a current iteration of one of the augmented
Lagrangian methods. For the different examples, we also plot Jk = J (vk,uk) and
J̃k versus the number of iterations of the different algorithms and we also provide

plots of the development of
√∑N

n=1 ||en(vk,uk)||2/(2 ·McN) versus iterations of
the KKT algorithm, to show the convergence of the residual for the examples.

4.1 Example 1, Two-Parameter Example

To test the old and new marching scheme and the Gauss-Seidel scheme, it is of
much help to test on a problem where the solution is known. Therefore we will
construct an example with two controls, so that it is possible to plot the solution
as a function of the two controls. We let the production be uniformly distributed
amongst the producer’s valve openings, so that vn6 = vn7 = vn8 = vn9 = vn10 = 0.2, for
n = 1, . . . ,64. Furthermore, we let the injection rates in the four uppermost valve
openings equal each otherso that vn2 = vn3 = vn4 = vn5, for n = 1, . . . ,64. Obviously,

11



c 107 108 109 Adjoint
NPV 1.5525 ·107 1.5525 ·107 1.5524 ·107 1.5526 ·107

v̄1 0.2049 0.1921 0.2748 0.2422
v̄2 0.5969 0.5399 0.3934 0.5011

Table 2: For example 1, the final NPV found with the new marching scheme.

c 107 108 109 Adjoint
NPV 1.5233 ·107 1.5514 ·107 1.5521 ·107 1.5526 ·107

v̄1 1.0000 1.0000 0.2180 0.2422
v̄2 0.2000 0.0000 0.4417 0.5011

Table 3: For example 1, the final NPV found with the Gauss-Seidel scheme.

since
∑5

i=1 v
n
i = 1, we have that vn1 = (1− vnj )/4, where j ∈ {2,3,4,5}, so that by

knowing vn1, we automatically know vn2,vn3, vn3 and vn5. Additionally we will only
have the possibility to change the injection rates, once after time step number 20, so
that we are left with only two controls, vn1 for n= 1, . . . ,20 and vn1 for n= 21, . . . ,64.
We will denote v̄1 = v1

1 = . . . = v20
1 and v̄2 = v21

1 = . . . = v64
1 . Since we now have an

optimisation problem in two variables, it is easy to plot the solution, and this is done
in figure 2, where v̄1 and v̄2 are denoted as rate 1 and rate 2 respectively. We have
tested the new marching scheme for three different values of the penalty parameter
c, and in figure 3 we plot the development of the J̃ , as a function of iterations for
the new marching scheme. In table 2, the maximum NPV for the three different
values of c and for the adjoint method is shown. We see from this table that we
obtain approximately the same NPV for the three different choices of c and for
the adjoint method. Furthermore, we see that the values for v̄1 and v̄2 are close
to the maximum region, that can be seen in figure 2, thus all giving satisfactorily
NPV values. However, when studying figure 3 we see that J̃ is oscillating for the
choices c = 107 and c = 108, and when we set c = 109, the NPV is monotonically
increasing. Since the choice of c = 109 seems to be the best, we show in figure
4 the plot of J versus iterations for the choice of c = 109 and we plot the mean

residual
√∑N

n=1 ||en(vk,uk)||2/(2 ·McN) in figure 5.
Furthermore we have also tested the Gauss-Seidel scheme with three different

values of the penalty constant c, and the development of J̃ for the three different
c-values as a function of iterations is shown in figure 6. The resulting NPV, and the

c 107 108 109 Adjoint
NPV 1.5505 ·107 1.5509 ·107 1.5477 ·107 1.5526 ·107

v̄1 0.1912 0.1986 0.1998 0.2422
v̄2 0.3902 0.7581 0.2853 0.5011

Table 4: For example 1, the final NPV found with the old marching scheme.
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Figure 2: Profit function for example 1.
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Figure 3: Example 1. The development of the NPV as a function of iterations for
the new marching scheme, with three different values of the penalty parameter c.
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Figure 4: Example 1, the new marching scheme. Profit for the choice of c = 109
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Figure 5: Example 1, the new marching scheme. Residual for the choice of c = 109
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rates found are stated in table 3. We see from figure 6 that the choices of c = 107

and c = 108 leads to a highly oscillatory J̃ . Furthermore, the resulting rates for
these two c-values, are far from the maximum of the the NPV function shown in
figure 2. For c = 109 the Gauss-Seidel scheme, we see that J̃ is not oscillating as
much as the other two. Additionally, we see that the optimal NPV found, is close
to the NPV found by the adjoint method, and we also see that the optimal rates are
close to the maximum of the NPV function. In figure 7 we show the development

of J , and in figure 8 we plot the mean residual
√∑N

n=1 ||en(vk,uk)||2/(2 ·McN),

both for case when c = 109.
We have also tried to solve the problem with the old marching scheme, with

three different values of c. In figure 9, J̃ is shown as a function of iterations for
this scheme, and the resulting NPV can be found in table 4. From table 4, we see
that the choices of c = 108 and c = 107 results in approximately the same NPV,
with rates that are close to the maximum of the function which is depicted in figure
2. The choice of c = 109 does not give such a good NPV. From figure 9, we see
that the choice of c = 108 gives a highly oscillatory J̃ , while the curve of J̃ for
c = 107 is not oscillating and seems thus to be the better. In figure 10 we show
the development of J for the old marching scheme for the choice of c = 107 and

in figure 11 we show the mean residual
√∑N

n=1 ||en(vk,uk)||2/(2 ·McN). From
figure 8, we see that the residual does not converge to zero, thus the method does
not seem to be converging for the choice of c = 107.

4.2 Example 2

In this example we have the possibility to control the injection and the production
in all well segments along the injector and the producer at all time steps. For our
5× 5 grid, we have five valve openings in the injector and five in the producer -
one in each grid cell along each side of the reservoir, and we can change the rates
in these valve openings at each of our 64 time steps. We solve the problem with
the adjoint method, and the resulting rates can be found in figure 24, where the
injection rates are in the top sub-figure and the production rates are in the bottom
sub-figure. Along the horizontal axis, we have the time steps and we along the
vertical axis we have the different valve openings.

The new marching scheme is tested for three different choices of the penalty
parameter c, and we have plotted J̃ against the number of iterations for these three
choices in figure 12. In table 5 we can see the resulting maximum profit after 1000
iterations for the new marching scheme and for the adjoint method. All the three
choices of c gives an NPV that is about the same as for the adjoint method, but the
one corresponding to c = 108 finds the highest NPV of the three. When investigat-
ing figure 12, we see that the NPV is oscillating when c = 107 and c = 108, and that
the curve of J̃ is monotonically increasing. This shows that the choice of c = 108

finds higher NPV than the choice of c = 109, but the latter seems to be more stable.

We show the plot of J in figure 13 and the plot of
√∑N

n=1 ||en(vk,uk)||2/(2 ·McN)
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Figure 6: Example 1. The development of the NPV as a function of iterations for
the new Gauss-Seidel, with three different values of the penalty parameter c.
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Figure 7: Example 1, the Gauss-Seidel scheme. Profit for the choice of c = 109
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Figure 8: Example 1, the Gauss-Seidel scheme. Residual for the choice of c = 109
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Figure 9: Example 1. The development of the NPV as a function of iterations for
the old marching scheme, with three different values of the penalty parameter c.
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Figure 10: Example 1, the old marching scheme. Profit for the choice of c = 107
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Figure 11: Example 1, the old marching scheme. Residual for the choice of c= 107
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c 107 108 109 Adjoint
NPV 1.6018 ·107 1.6043 ·107 1.6026 ·107 1.6048 ·107

Table 5: For example 2, the final NPV found with the new marching scheme.

c 107 108 109 Adjoint
NPV 1.5443 ·107 1.5444 ·107 1.5997 ·107 1.6048 ·107

Table 6: For example 2, the final NPV found with the Gauss-Seidel scheme.

in figure 14 to show how the method proceeds during the iterations. The final rates
found after 1000 iterations with the new marching scheme, for c = 109 are shown
in figure 15, where the injection rates are in the top sub-figure and the production
rates are in the bottom sub-figure. Along the horizontal axis, we have the time
steps and we along the vertical axis we have the different valve openings.

For the Gauss-Seidel scheme, we have also done the optimisation with three
different values of the penalty constant c, and the resulting J̃ is plotted versus iter-
ations in figure 16. In table 6, the resulting maximum profit after 1000 iterations is
shown. From this table, we see that the Gauss-Seidel scheme does not find as high
NPV as the adjoint method. Since the choice of c = 109 finds the highest NPV, we

have plotted the development of J in figure 17 and
√∑N

n=1 ||en(vk,uk)||2/(2 ·McN)
in figure 18, to illustrate the behaviour of the method. Also for this method, we plot
the resulting rates, in figure 19.

The development of J̃ , for the old marching scheme is plotted in figure 20,
where we used the same three different values of c as for the two other methods.
From this figure, we see that the choice of c = 107 is very oscillating, but the two
other choices of c seems to be more stable. In table 7, the resulting maximum
profit after 1000 iterations is shown, and we see that the choice of c = 108 re-
sults in the highest NPV, but it is not as high as the NPV found with the adjoint
method. For the case of c = 108, we plot the development of J in figure 21 and√∑N

n=1 ||en(vk,uk)||2/(2 ·McN) in figure 22. The final rates found, are shown in
figure 23.

5 Conclusions

In this paper we investigate use different marching schemes of the augmented La-
grangian method and apply them to an optimal control problem that occurs in reser-
voir engineering. We have shown the shortcomings of the old marching scheme,

c 107 108 109 Adjoint
NPV 1.5670 ·107 1.5950 ·107 1.5946 ·107 1.6048 ·107

Table 7: For example 2, the final NPV found with the old marching scheme.
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Figure 12: Example 2: Comparisons of the profit obtained with the new marching
scheme, with three different values of c.

0 200 400 600 800 1000
1.59

1.595

1.6

1.605

1.61

1.615

1.62

1.625
x 10

7

Iterations

$

Figure 13: Example 2, the new marching scheme. Profit for the choice of c = 109
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Figure 14: Example 2, the new marching scheme. Residual for the choice of c =
109
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Figure 15: Example 2, the new marching scheme. Optimal rates found for the
choice of c = 109
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Figure 16: Example 2: Comparisons of the profit obtained with the Gauss-Seidel
scheme, with three different values of c.
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Figure 17: Example 2, the Gauss-Seidel scheme. Profit for the choice of c = 109
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Figure 18: Example 2, the Gauss-Seidel scheme. Residual for the choice of c= 109
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Figure 19: Example 2, the Gauss-Seidel scheme. Optimal rates found for the
choice of c = 109
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Figure 20: Example 2: Comparisons of the profit obtained with the old marching
scheme, with three different values of c.
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Figure 21: Example 2, the old marching scheme. Profit for the choice of c = 108
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Figure 22: Example 2, the old marching scheme. Residual for the choice of c= 108
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Figure 23: Example 2, the old marching scheme. Optimal rates found for the
choice of c = 108
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Figure 24: Example 2, the adjoint method. Optimal rates found.
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that it is not suited for problems where the objective function is not a least-squares
functional. Furthermore, our numerical examples indicate the same problematic
behaviour. In our first experiment the old marching scheme either show a very
oscillatory behaviour, or it does not converge. For the second experiment, the old
marching scheme converges, but it finds a maximum that is much lower than the
maximum found with the adjoint method. This illustrates that the method, is not
capable of finding the maximum.

Both the new marching scheme and the Gauss-Seidel scheme has shown to be
convergent for our examples. In the second example, however, we see from figure
12 and 16 that the new marching scheme converges faster than the Gauss-Seidel
scheme. Additionally J for the Gauss-Seidel scheme seems to be more oscillatory
than for the new marching scheme.

For problems, where the objective function is not of type least-squares, it seems
to better to use the new marching scheme rather than the old marching scheme.
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A Production Optimisation Problem

We consider a rectangular, heterogeneous, two-dimensional, two-phase (oil and
water) reservoir, with no-flow boundaries which is horizontal such that gravita-
tional effects can be ignored. There is located a smart well injector along the left
edge of the reservoir, and a smart well producer along the right edge of the reser-
voir, as shown in figure 25. The two smart wells have several valve openings, in-
dicated by black dots, such that the injection and the production can by controlled
individually at each of the valve openings. Initially the reservoir is completely oil
saturated, and at the start of operation water is injected in the wells on the left hand
side of the reservoir, whilst we are producing from the wells on the right hand side
of the reservoir. In the beginning only oil is produced, but after a certain time we
will commence to produce both oil and water, and finally only water is produced.
There is a profit associated with production of oil. However when producing oil
and water simultaneously we must remove the water from the oil, resulting in a
cost associated with production of water. The total production rate is fixed, and we
assume that we inject at the same rate as we produce. We have the possibility to
control the profit by adjusting the percentage of total injection/production in each
of the well segments. So our goal is to maximise the NPV from an oil reservoir
by adjusting the individual injection and production rates at distinct times. The
reservoir flow equations are,

−φ∂So

∂t
−∇·

(
κ(x)λo(So)∇po

)
= qo(x), (48)
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Figure 25: Reservoir.

and

−φ∂Sw

∂t
−∇·

(
κ(x)λw (Sw)∇pw

)
= qw(x), (49)

where x is position, t is time, φ is porosity, κ is absolute permeability, λα = κrα/μα

is the phase mobility, where κrα is relative permeability and μα is viscosity, pα is
pressure, Sα is saturation and the well term, qα, is flow rate per unit volume, where
the subscripts α denotes the fluid phase, o or w. The reservoir is assumed to be
fully saturated so that

Sw +So = 1. (50)

From now on, and in the rest of this paper, we will denote the water saturation as S,
and the oil saturation as 1−S. Furthermore we assume that the capillary pressure,
pc = po−pw , is zero so that

pw = po, (51)

and in the rest of this paper, the pressure is denoted by p. In addition we have
no-flow boundaries,

∂p

∂
n
= 0, (52)

where 
n is the unit normal vector to the boundary. The relative permeabilities are
defined by the Corey models

κro = κ�
ro

( 1−S−Sor

1−Sor −Swr

)eo
(53)

and

κrw = κ�
rw

( S−Swr

1−Swr−Sor

)ew
, (54)

where eo and ew are the Corey exponents, κ�
ro and κ�

rw are the endpoint permeabili-
ties and Sor and Swr are the residual saturations, for oil and water respectively.

30



The equations (48) and (49) are discretised using a standard cell centred grid,
with the scheme given by Aziz and Sattari [1], with upstream weighting and using
backward Euler to approximate the time derivative. The details can be found in
appendix A. From the discretisation we get a discrete time model of the two-phase
conservation equations

en(vn,un,un−1) = 0, for n = 1, . . .N, (55)

where en = {eno,enw}T is the residual column vector corresponding to the discretised
equations of (48) and (49) , the superscript n denotes the discrete time step, N is
the total number of time steps, un = {pn,Sn} is a column vector consisting of the
pressures and the water saturations in all the grid cells at time step n, and vn is the
column vector consisting of the control variables, at time step n, which elements are
related to the water injection and liquid production rates in the different segments
of the wells.

Instead of using a well model, we will directly control water injection and liq-
uid production rates per well segment, such that the wells are treated as source
terms. We assume that the total water injection rate equals the total liquid produc-
tion rate, and we denote the total injection/production rate as V .

Letting vni denote the percent of total injection or production in well segment i
at time step n, we have the relations

Ninj∑
i=1

vni = 1, for n = 1, . . . ,N, (56)

and
Nprod+Ninj∑
i=1+Ninj

vni = 1, for n = 1, . . . ,N, (57)

where Ninj is the number of well segments in the injector and Nprod is the number
of well segments in the producer. Moreover, the control variables must also satisfy
the following inequality constraints, for n = 1, . . . ,N,

0 ≤ vni ≤ 1, for i = 1, . . . ,Ninj +Nprod. (58)

Since only water is injected, the liquid rate equals the water rate for an injection
segment. Thus we have that, for n = 1, . . . ,N,

qnwi = vni V, for i = 1, . . . ,Ninj, (59)

where qnwi is the water rate at injection segment i at time step n. At the production
segments, however, the liquid rate equals the sum of the water and oil rates so that,
for n = 1, . . . ,N,

qnwi+ qnoi = −vni V, for i = 1+Ninj, . . . ,Nprod+Ninj, (60)
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where qnwi and qnoi are the water and oil rates, respectively, at production segment i
at time step n. The different phase production rates can be expressed as functions
of the liquid rate and the fractional flow at the well segment so that

qnwi = − λnwi
λnwi+λnoi

vni V for i = 1+Ninj, . . . ,Nprod+Ninj, (61)

and

qnoi = − λnoi
λnoi+λnwi

vni V, for i = 1+Ninj, . . . ,Nprod+Ninj, (62)

where λnwi and λnoi are the water and oil mobilities, respectively, in the grid cell
containing well segment i and at time step n.

A.1 Profit Function

Our aim is to maximise net present value, by controlling the individual well seg-
ment rates during the entire production period. The net present value (NPV), J , is
given as

J =
N∑
n=1

Jn, (63)

with

Jn = ΔxΔyh

[Nprod+Ninj∑
i=1+Ninj

−Iw · qnwi−Io · qnoi
(1+b/100)tn

]
Δtn, (64)

where the constants Io and Iw are, respectively, the revenue of oil produced and the
cost of water produced per volume expressed in $/m3, b is the annual interest rate
expressed in %, Δx and Δy are the dimensions of the grid cells in, respectively,
horizontal and vertical direction, Δtn is the size of the n’th time step, and tn =∑n

i=1Δt
i is the time expressed in years at time step n. Since the production rates

of water and oil, qnwi and qnoi, are less than or equal to zero, Io is a positive constant
and Iw is a negative constant. The objective is to maximise the function (63) by
adjusting the percentage of total injection and production in each of the individual
segments of, respectively, the injection well and the production well.

B The Forward model

In order to discretise the flow equations (48) and (49), we use a cell centred finite
difference method, where the backward Euler method is used to discretise the time
derivative. We divide our reservoir into a discrete number of grid cells as shown
in figure 26, where we assume that all variables are constant within each cell. The
length of the vertical edge of cell {i, j} is Δyj and its horizontal length is Δxi.
Furthermore we divide the time line into a discrete set of N time intervals, where
the length of time interval number n is denoted by Δtn. We want that our equations
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should be on dimensionless form, and therefore we multiply by the discrete time
step Δtn and we find that the discrete approximation of the flow equations for cell
{i, j} and phase α ∈ {w,o} is given by

φi,j(S
n
i,j,α −Sn−1

i,j,α)−ΔtnΦn
i,j,α = Δtnqni,j,α. (65)

where the state variables uni,j = {pni,j,Sn
i,j,w}, and the operator Φn

i,j,α is a discrete
approximation to the second term in equations (48) and (49). The discrete operator
Φn

i,j,α is discretised according to a formula from [1]. When omitting the subscript
α, it gives that

Φn
i,j =

(
λi+ 1

2 ,j
Ti+ 1

2 ,j
(pni+1,j −pni,j)−λi− 1

2 ,j
Ti− 1

2 ,j
(pni,j −pni−1,j )

)
/Δxi (66)

+
(
λi,j+ 1

2
Ti,j+ 1

2
(pni,j+1 −pni,j)−λi,j− 1

2
Ti,j− 1

2
(pni,j −pni,j−1)

)
/Δyj, (67)

where the transmisibilities T are given by

Ti+ 1
2 ,j

=
1

1
2

(
Δxi
κi,j

+ Δxi+1
κi+1,j

) , (68)

Ti− 1
2 ,j

=
1

1
2

(
Δxi
κi,j

+ Δxi−1
κi−1,j

) , (69)

Ti,j+ 1
2
=

1

1
2

(
Δyj
κi,j

+ Δyj+1

κi,j+1

) , (70)

Ti,j− 1
2
=

1

1
2

(
Δyj
κi,j

+ Δyj−1

κi,j−1

) . (71)
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For the mobilities λ, we use upstream weighting. That is

λi+ 1
2 ,j

=

{
λi+1,j , pi+1,j > pi,j
λi,j, pi+1,j ≤ pi,j

(72)

λi− 1
2 ,j

=
{

λi−1,j , pi−1,j > pi,j
λi,j, pi−1,j ≤ pi,j

(73)

λi,j+ 1
2
=

{
λi,j+1, pi,j+1 > pi,j
λi,j, pi,j+1 ≤ pi,j

(74)

λi,j− 1
2
=

{
λi,j−1, pi,j−1 > pi,j
λi,j, pi,j−1 ≤ pi,j

(75)

Furthermore, we assume that the liquids are incompressible, and let the total injec-
tion/production rate, V , be constant, not varying with time. Since we only inject
water, the injection rate at well segment i is

qnwi = vni V, for i = 1, . . . ,Ninj, (76)

where qnwi is the water rate at injection segment i at time step n. The different phase
production rates can be expressed as functions of the liquid rate and the fractional
flow at the well segment so that

qnwi = − λnwi
λnwi+λnoi

vni V for i = 1+Ninj, . . . ,Nprod+Ninj, (77)

and

qnoi = − λnoi
λnoi+λnwi

vni V, for i = 1+Ninj, . . . ,Nprod+Ninj, (78)

where λnwi and λnoi are the water and oil mobilities, respectively, in the grid cell
containing well segment i and at time step n. The discrete approximations to the
reservoir flow equations for time step n (65) can be written on vectorial form as

en(vn,un,un−1) =

{
eno
enw

}
= 0 (79)

where the en is the equation residual, and the subscripts w and o denotes the equa-
tion residual for the flow equations for oil and water, respectively. Now we have
that

enα (vn,un,un−1) = φ(Sn
α −Sn−1

α )−ΔtnΦn
α −Δtnqnα, (80)

where this vector equation is organised so that the flow equation for grid cell {1,1}
is its first element, grid cell {nx,1} is element nx in the vector and grid cell {nx,ny}
is the last element.
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C The Derivatives

In order to solve the forward problem and to perform optimisation we need to
calculate derivatives.

First we will investigate the derivatives of the equation residual e with respect
to the state variables u = {p,S}.

C.1 The Derivatives with respect to Pressure and Saturation

Even though we have the equation residual written on vectorial form, we will use
grid notation in this subsection, since this makes it easier to describe the deriva-
tives. For the derivative with respect to pressure, we have that

∂en

∂pi,j
=

∂eni,j

∂pi,j
+
∂eni+1,j

∂pi,j
+
∂eni−1,j

∂pi,j
+
∂eni,j+1

∂pi,j
+
∂eni,j−1

∂pi,j
, (81)

where

∂eni,j

∂pi,j
=−Δtn((λi+ 1

2 ,j
Ti+ 1

2 ,j
+λi− 1

2 ,j
Ti− 1

2 ,j
)/Δxi+ (λi,j+ 1

2
Ti,j+ 1

2
+λi,j− 1

2
Ti,j− 1

2
)/Δyj

)
,

(82)
∂eni+1,j

∂pi,j
= Δtnλi+ 1

2 ,j
Ti+ 1

2 ,j
/Δxi+1, (83)

∂eni−1,j

∂pi,j
= Δtnλi− 1

2 ,j
Ti− 1

2 ,j
/Δxi−1, (84)

∂eni,j+1

∂pi,j
= Δtnλi,j+ 1

2
Ti,j+ 1

2
/Δyj+1, (85)

∂eni,j−1

∂pi,j
= Δtnλi,j− 1

2
Ti,j− 1

2
/Δyj−1. (86)

Furthermore, the derivative with respect to saturation is given as

∂en

∂Sn
i,j

=
∂eni,j

∂Sn
i,j

+
∂eni+1,j

∂Sn
i,j

+
∂eni−1,j

∂Sn
i,j

+
∂eni,j+1

∂Sn
i,j

+
∂eni,j−1

∂Sn
i,j

, (87)

where
∂eni,j

∂Sn
i,j

= φi,j −Δtn
∂Φi,j

∂Sn
i,j

−Δtn
∂qi,j

∂Sn
i,j

(88)

∂eni+1,j

∂Sn
i,j

= −Δtn ∂Φi+1,j

∂Sn
i,j

−Δtn
∂qi+1,j

∂Sn
i,j

(89)

∂eni−1,j

∂Sn
i,j

= −Δtn ∂Φi−1,j

∂Sn
i,j

−Δtn
∂qi−1,j

∂Sn
i,j

(90)
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∂eni,j+1

∂Sn
i,j

= −Δtn ∂Φi,j+1

∂Sn
i,j

−Δtn
∂qi,j+1

∂Sn
i,j

(91)

∂eni,j−1

∂Sn
i,j

= −Δtn ∂Φi,j−1

∂Sn
i,j

−Δtn
∂qi,j−1

∂Sn
i,j

. (92)

In the expression for Φi,j (66), it is only the mobilities are functions of the satu-
ration, so to find the derivative of Φi,j with respect to the saturation, one simply
uses the chain rule, and the derivatives of the mobilities with respect to saturation
is when omitting the superscript n,

∂λiα
∂Si

=
1
μα

∂κrα
∂Si

, (93)

where
∂κro
∂Si

= −eoκ�
ro

(1−Si−Sor)eo−1

(1−Sor −Swr)eo
(94)

and
∂κrw
∂Si

= ewκ
�
rw

(Si−Swr)ew−1

(1−Sor −Swr)ew
. (95)

For the source terms we have that

∂qiw
∂Si

=
[∂λio
∂Si

λiw −
∂λiw
∂Si

λio

]
/(λiw +λio)

2, (96)

and
∂qio
∂Si

=
[∂λiw
∂Si

λio−
∂λio
∂Si

λiw

]
/(λio+λiw)2. (97)

C.2 Derivatives with respect to the state variables from the previous
time step

Regarding the derivatives of the equation residual, with respect to the state vari-
ables from the previous time step, we have that

∂en

∂un−1
=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

∂en1
∂pn−1

1

. . .
∂en1
∂pn−1

m

∂en1
∂sn−1

1

. . .
∂en1
∂sn−1

m

...
. . .

...
...

. . .
...

∂enm
∂pn−1

1

. . .
∂enm
∂pn−1

m

∂enm
∂sn−1

1

. . .
∂enm
∂sn−1

m

∂enm+1

∂pn−1
1

. . .
∂enm+1

∂pn−1
m

∂enm+1

∂sn−1
1

. . .
∂enm+1

∂sn−1
m

...
. . .

...
...

. . .
...

∂en2m
∂pn−1

1

. . .
∂en2m
∂pn−1

m

∂en2m
∂sn−1

1

. . .
∂en2m
∂sn−1

m

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (98)

where

∂eni

∂sn−1
j

=

⎧⎨
⎩

φj if i = j

−φj if i = j+m

0 else
(99)
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This leads to

∂en

∂un−1
=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 . . . . . . 0 φ1 0 . . . 0
...

. . .
... 0 φ2

...
...

. . .
...

...
. . . 0

0 . . . . . . 0 0 . . . 0 φm

0 . . . . . . 0 −φ1 0 . . . 0
...

. . .
... 0 −φ2

...
...

. . .
...

...
. . . 0

0 . . . . . . 0 0 . . . 0 −φm

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (100)

since the equation is independent of the pressures from the previous time step.

C.3 The derivatives with respect to the controls

With regards to the controls, they are in the production optimisation problem the
percentages of total injection/production in each of the different wells, denoted as
vi for well i. The only part of the residual equations that depend on v is the well
terms, and it is given by

∂enoi
∂vnj

=
∂qnoi
∂vnj

=

{
− λnoi

λnoi+λ
n
wi
V if i = j

0 else
(101)

and
∂enwi
∂vnj

=
∂qnwi
∂vnj

=

{
− λnwi

λnoi+λ
n
wi
V if i = j

0 else
(102)
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solve the flow equations exactly at each iteration. As the optimization proceeds, the flow 
equations will be fulfilled at convergence. Thus, each iteration of the new minimization 
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Abstract

A new method for dynamic optimisation of water flooding with smart wells is developed. The
algorithm finds optimal injection and production well or well segment rates. In the new method,
we solve a constrained optimisation problem where the net present value is maximised and the
reservoir flow equations are considered as constraints. The problem is formulated as finding
the saddle point of the associated augmented Lagrangian functional, and solved efficiently. The
method is compared with a more traditional optimal-control method, based on solving the ad-
joint system of equations. In the examples tested the new method obtains the same maximum
profit as the adjoint method using approximately the same number of iterations. An advantage
of the new method is that we do not solve the flow equations exactly at each iteration. As the
optimisation proceeds, the flow equations will be fulfilled at convergence. Thus, each iteration
of the minimisation algorithm is much cheaper than for the adjoint method. The method is tested
on a small 2D model, but the results should be valid also for larger, 3D models.
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Introduction

In this paper we propose a new method for maximising the net present value (NPV) of an oil
reservoir, by reducing water production and increasing oil recovery at the same time as we are
delaying water breakthrough. Optimal control theory methods has earlier been used to solve
this problem in e.g. Brouwer and Jansen (2004), Lien et al. (2006), Sarma et al. (2005) and
Zakirov et al. (1996). In this article we formulate the optimisation problem as an augmented
Lagrangian saddle point problem and present a new method for solving it. The effectiveness of
the method is demonstrated in numerical examples, and we also present comparisons with the
adjoint method. We consider a horizontal, two-dimensional, two-phase (oil and water) reservoir,
with no-flow boundaries and no capillary pressure. Two horizontal smart wells, one injector and
one producer, are located at opposite sides of the reservoir. This is shown in figure 1. The
reservoir flow equations are,

−φ
∂So

∂t
−∇·

(

κ(x)λo(So)∇p
)

= qo(x), −φ
∂Sw

∂t
−∇·

(

κ(x)λw(Sw)∇p
)

= qw(x), (1)

where x is position, t is time, φ is porosity, κ is absolute permeability, λrα = κrα/µα is the phase
mobility, where κrα is relative permeability and µα is viscosity, p is pressure, Sα is saturation
and the well term, qα, is flow rate per unit volume, where the subscripts α denotes the fluid
phase, o or w. The equations (1) are discretised using a standard cell centred grid with upstream
weighting and using backward Euler to approximate the time derivative. From the discretisation
we get a discrete time model of the two-phase conservation equations

en(un, un−1, vn) = 0, for n = 1, . . . ,N, (2)

where e is a nonlinear vector function, the superscript n denotes the discrete time step, N is the
total number of time steps, un = {pn,Sn} is a vector consisting of pressures and water saturations
in all the grid cells at time step n, and vn is the vector consisting of the control variables at time
step n, whose elements are related to the water injection and liquid production rates in the
different segments of the wells. Instead of using a well model, we will directly control water
injection and liquid production rates per well segment.

We assume that the total water injection rate equals the total liquid production rate, and we
denote the total injection/production rate as V . Letting vni denote the percent of total injection
or production in well segment i at time step n, we have the relations

Ninj
∑

i=1

vni = 1,
Nprod+Ninj

∑

i=1+Ninj

vni = 1, for n = 1, . . . ,N, (3)

where Ninj is the number of well segments in the injector and Nprod is the number of well seg-
ments in the producer. Moreover, the control variables must also satisfy the following inequality
constraints, for n = 1, . . . ,N ,

0 ≤ vni ≤ 1, for i = 1, . . . ,Ninj +Nprod. (4)

Since only water is injected, the liquid rate equals the water rate for an injection segment. Thus
we have that, for n = 1, . . . ,N ,

qnwi = vni V, for i = 1, . . . ,Ninj, (5)

where qnwi is the water rate at injection segment i at time step n. At the production segments,
however, the liquid rate equals the sum of the water and oil rates so that, for n = 1, . . . ,N ,

qnwi+ qnoi = −vni V, for i = 1+Ninj, . . . ,Nprod+Ninj, (6)
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Figure 1: Reservoir.

where qnwi and qnoi are the water and oil rates, respectively, at production segment i at time step
n. The different phase production rates can be expressed as functions of the liquid rate and the
fractional flow at the well segment so that

qnwi = −
λnwi

λnwi+λnoi
vni V and qnoi = −

λnoi
λnoi+λnwi

vni V, for i = 1+Ninj, . . . ,Nprod+Ninj, (7)

where λnwi and λnoi are the water and oil mobilities, respectively, in the grid cell containing well
segment i and at time step n.

Profit Function

Our aim is to maximise net present value, by controlling the individual well segment rates during
the entire production period. The net present value (NPV), J , is given as

J =
N
∑

n=1

J n, with J n = ∆x∆yh
[Nprod+Ninj

∑

i=1+Ninj

−Iw · qnwi−Io · qnoi
(1+b/100)tn

]

∆tn, (8)

where the constants Io and Iw are, respectively, the revenue of oil produced and the cost of water
produced per volume expressed in $/m3, b is the annual interest rate expressed in %, ∆x and ∆y
are the dimensions of the grid cells in, respectively, horizontal and vertical direction, ∆tn is the
size of the n’th time step, and tn =

∑n
i=1∆t

i is the time expressed in years at time step n. Since
the production rates of water and oil, qnwi and qnoi, are less than or equal to zero, Io is a positive
constant and Iw is a negative constant.

The objective is to maximise the function (8) by adjusting the percentage of total injection
and production in each of the individual segments of, respectively, the injection well and the
production well.

Saddle Point Problem Formulation

Let us define the control variables at time step n as vn = {vni }
Ninj+Nprod

i=1 , and let v = {vn}Nn=1 and
u = {un}Nn=1. We can now formulate our problem as a constrained minimisation problem where
we want to solve

min
v,u

−J (v,u) subject to en(vn, un, un−1) = 0, for n = 1, . . . ,N. (9)
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Let us now define the Lagrangian by

L(v,u,λ) =
N
∑

n=1

Ln(vn, un, un−1,λn), (10)

where
Ln(vn, un, un−1,λn) = −J n(vn, un)+λnT en(vn, un, un−1), (11)

and λ = {λn}Nn=1 are the Lagrangian multipliers. Furthermore, we define the augmented Lag-
rangian by

Lc(v,u,λ) =
N
∑

n=1

Ln
c (vn, un, un−1,λn), (12)

where

Ln
c (vn, un, un−1,λn) = Ln(vn, un, un−1,λn)+

c

2
en(vn, un, un−1)

T
en(vn, un, un−1), (13)

and c > 0 is a penalisation constant. It is known that the solution of (9) is a saddle point of
(10), and that the saddle point of (10) is also a saddle point of (12), see Glowinski (1984) for
proof. Given that the set of constraint gradients is linearly independent at the solution of (9), the
following conditions hold at the solution of (9), see e.g. Nocedal and Wright (1999) for proof.

Karush Kuhn Tucker (KKT) conditions Suppose that {v?, u?} is a solution of (9). Then
there exists a set of vectors λ? such that the following conditions are fulfilled at the point
{v?, u?},

∇unL(v?, u?,λ?) = 0, (14)

∇vnL(v?, u?,λ?) = 0,

∇λnL(v?, u?,λ?) = 0,

for n = 1, . . . ,N . Since the last of these conditions yields en = 0, for n = 1, . . . ,N , it is easy to
see that the KKT conditions are equivalent to

∇unLc(v?, u?,λ?) = 0, (15)

∇vnLc(v?, u?,λ?) = 0,

∇λnLc(v?, u?,λ?) = 0,

for n = 1, . . . ,N . In order to find the solution of (9), we can thus solve the KKT system (14) or
equivalently (15). We propose a new algorithm to solve (9) by solving the system of equations
(15).

Optimisation method

Letting the subscript k be the outer iteration counter, we propose the following algorithm to
solve the KKT conditions(15).

New KKT Optimisation Algorithm

1. Choose v0 = {vn0}
N
n=1, u0 = {un0}

N
n=1 and c > 0. For k = 1,2, . . . do:

2. Find λNk such that

−
∂JN

∂uN
(vNk−1, u

N
k−1)+

(

λNk + c · eN (vNk−1, u
N
k−1, u

N−1
k−1 )

)T ∂eN

∂uN
(vNk−1, u

N
k−1) = 0.
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3. For n =N −1,N −2, . . . ,1, find λnk, such that

−
∂J n

∂un
(vnk−1, u

n
k−1)+

(

λnk + c · en(vnk−1, u
n
k−1, u

n−1
k−1)

)T ∂en

∂un
(vnk−1, u

n
k−1)

+
(

λn+1
k + c · en+1(vn+1

k−1, u
n+1
k−1, u

n
k−1)

)T ∂en+1

∂un
= 0.

4. Then, for n = 1,2, . . . ,N ,we will find vnk such that

vnk = argmin
vn

[

−J n(vn, unk−1)+
(

λnk +
c

2
en(vn, unk−1, u

n−1
k−1)

)T

en(vn, unk−1, u
n−1
k−1)

]

.

5. And finally update the state variables un by

unk = unk−1 −
(∂en

∂un
(vnk, u

n
k−1)

)−1
en(vnk, u

n
k−1, u

n−1
k−1).

After performing steps 2 and 3 of the algorithm, the first of the KKT conditions are fulfilled.
Furthermore we observe that, when calculating vk from step 4 in the algorithm above, we find
vk such that

∇vnLc(vk, uk−1,λk) = 0,

for n = 1, . . . ,N . Thus the second of the KKT conditions are fulfilled after performing step 4.
The forward problem, given by the N non-linear systems of equations en(vn, un, un−1) = 0 for
n = 1, . . . ,N , corresponds to the third of the KKT conditions (15). These may be solved by
Newton’s method when the initial guess is close to the solution, and step 5 of the new KKT

algorithm corresponds to doing one iteration of Newton’s method on the forward problem. In
this way, we hope that the third of the KKT conditions is fulfilled at convergence. Since the
two other KKT conditions are fulfilled at all times, we have then found the solution.

When finding λn, for n = N,. . . ,1, in steps 2 and 3 we need to solve a linear system of
equations, and we do this with the GMRES method, as described in for example Golub and
Van Loan (1996) and Saad (2000). For the minimisation in step 4, we use the LBFGS method
which is a quasi-Newton method. For more information on this method see Byrd et al. (1994)
and Byrd et al. (1995). Finally for the update in step 5, we use as in steps 3 and 4 the GMRES
method to solve the linear system of equations.

Comparison With The Adjoint Method

To compare the results of the new KKT algorithm, we use an optimal control theory method,
the adjoint method, used previously in Brouwer and Jansen (2004), Lien et al. (2006), Sarma
et al. (2005) and Zakirov et al. (1996), to solve the production optimisation problem. Letting, as
for the new KKT algorithm, the subscript k be the outer iteration counter, the adjoint algorithm
is as follows.

The Adjoint Algorithm

1. Choose v0 = {vn0}
N
n=1, u0

0 and c > 0. For k = 1,2, . . . do:

2. For n = 1,2, . . . ,N , find unk such that

en(vnk−1, u
n
k, u

n−1
k ) = 0.
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3. Find λNk such that

−
∂JN

∂uN
(vNk−1, u

N
k )+λNk

T ∂eN

∂uN
(vNk−1, u

N
k ) = 0.

4. For n =N −1,N −2, . . . ,1, find λnk, such that

−
∂J n

∂un
(vnk−1, u

n
k)+λnk

T ∂e
n

∂un
(vnk−1, u

n
k)+λn+1

k

T ∂en+1

∂un
= 0.

5. Finally we find the gradient of −J as

−
dJ n

dvn
(vnk−1) =

∂Lc

∂vn
(vnk−1, u

n
k) = −

∂J n

∂vn
(vnk−1, u

n
k)+λnk

T ∂e
n

∂vn
(vnk−1, u

n
k) = 0,

and use this gradient in a gradient-based minimisation procedure to find vk = {vnk}
N
n=1.

Step 2 of the algorithm is in effect the same as solving the forward problem, and when solving
the non-linear systems of equations in step 2, we use Newton’s method so that we find unk as

• Choose unk,0. For l = 1,2, . . . do until convergence:

For n = 1,2, . . . ,N do:

unk,l = unk,l−1 −
(∂en

∂un
(vnk−1, u

n
k,l−1

)−1
en(vnk−1, u

n
k,l−1, u

n−1
k,l ),

where we solve the linear system of equations with the GMRES method.

In order to find λn for the adjoint algorithm we need to solve a linear system of equations in
step 3 and in step 4, for which we use the GMRES method. For the outer loop in the adjoint
algorithm, we use the LBFGS method.

Work Done in Each Iteration

Let us denote the number of grid cells by Ms, and let Mw =Ninj+Nprod denote the total number
of well segments of injection and production type. By investigating the new KKT optimisation
algorithm, we see that we need to solve for each iteration, N linear systems of equations of
size 2 ·Ms(step 2 and 3), N non-linear systems of equations of size Mw(step 4) and N linear
systems of equations of size 2 ·Ms(step 5). In the adjoint method, we need to solve for each
iteration, N linear systems of equations of size 2 ·Ms(step 3 and 4), N non-linear systems of
equations of size 2 ·Ms(step 2) plus some calculations needed to find an approximation to the
second derivative in the outer LBFGS loop. Thus the amount of work done in each iteration
will be greater for the adjoint method than for the new KKT optimisation algorithm, when
2 ·Ms >Mw. For our experiments we have that (Mw

2 )2 =Ms.
In practice, the computational time required to perform step 4 in the new KKT algorithm is

negligible compared to that of step 2, 3 and 5, so that the dominating factor is the time required
to solve 2 ·N linear systems of equations of size 2 ·Ms.

For the adjoint method, the calculation of the derivative and the approximation to the Hessian
in step 5 is negligible in comparison with the work done in step 2, 3 and 4. In step 3 and 4 we
are solving N linear systems of equations of size 2 ·Ms, and in step 2 the computational time
depends upon how many iterations of Newton’s method which is required in order to solve
the forward problem. Our experience shows that one needs to do between 3 to 5 iterations of
Newton’s algorithm in order to reach convergence, giving a total of 4N to 6N linear systems
of equations of size 2 ·Ms to solve in each outer loop of the algorithm. From this, one sees that
the new KKT algorithm is from two to three times faster per iteration compared to the adjoint
algorithm.
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κro κrw eo ew Sor Swr µo µw φ

1.0 0.1 2.0 1.5 0.2 0.2 0.5 0.5 0.2

Table 1: Reservoir simulator constants -equal for all experiments.

Field 1 Field 2 Field 3
c 1.25 ·107 1.0 ·107 1.0 ·107

Table 2: The value of the constant c in the augmented Lagrangian functional, for the three
different permeability fields.

Numerical experiments

We perform herein three numerical experiments. The reservoir dimensions are 450m×450m×
10m and we use a 15x15 grid, where the permeabilities in the three different experiments are as
in figure 2, figure 3 and figure 4, and other reservoir simulator constants are given in table 1.
The three different permeability fields are inspired by those used in Brouwer and Jansen (2004).
Along the left hand side of the reservoir there is one injection well, with the possibility to control
the injection at each of the individual grid cells along this edge at each time step. Similarly, there
is one production well along the right hand side of the reservoir, with the possibility to control
the individual production rates at each of the grid cells along this edge of the reservoir at each
time step. We inject one pore volume of water into the reservoir, over a period of two years,
which is divided into 64 time steps.As initial guess, we use uniform injection and production,
such that the individual injection and production rates are equal at all the grid cells which are
penetrated by a well. The initial pressure is 190 bar and the initial water saturation is 0.2. For the
revenue of oil produced, we set Io = 80 $/m3 and set the cost associated with water production
to Iw = −20 $/m3. Although the revenue constant is very low comparing with the prices of
today, it is set deliberately to this value since we wish to make a comparison with the study
done by Brouwer and Jansen (2004). The value of the constant c in the augmented Lagrangian
functional (12), for the three different experiments, are given in table 2. This constant is found
experimentally for each specific experiment, as the one that seems to be best fitted. It is our
experience that if one uses a too high value of the constant c, the new KKT algorithm converges
very slowly. On the other hand, if one uses a too small value for c, the constraints does not
converge to zero such that the algorithm does not converge.

Results

The development of the NPV, for the three experiments with the three different permeability
distributions is shown in figures 5, 8 and 11. The NPV is plotted against the number of times the
forward problem is solved for the adjoint method, while for the new method it is plotted against
the number of outer loops in the algorithm. In all these plots, the NPV for the adjoint algorithm
does not change initially. This is due to the line search performed by the LBFGS algorithm
which requires both the gradient and the function value of the NPV for each new value of v. In
the experiments, the optimisation with the adjoint method stops when the relative change in the
NPV is less than a predefined constant while the new KKT method iterates for a fixed number
of iterations. One can see from figures 5, 8 and 11 that the two algorithms finds approximately
the same net present value in all the three different cases. Moreover, the number of times the
forward problem is solved when using the adjoint method is about the same as the number of
outer loops made with the new KKT algorithm. However, as discussed previously, one outer
loop with the new KKT algorithm is cheaper, in terms of computational time, than solving the
forward problem once. The figures 6 and 7, 9 and 10, 12 and 13, show in the top sub-figures the
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Figure 2: Permeability field 1,
given in m2.
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Figure 3: Permeability field 2,
given in m2.
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Figure 4: Permeability field 3,
given in m2.

optimum injection rates and in the bottom sub-figures the optimum production rates found with
the new method and with the adjoint method, plotted against time step number on the horizontal
axis, for the three different cases. We see that the two algorithms do not converge to the same
optimum rates, illustrating that there are several different solutions to these problems, and that
the two different methods may find different optima.

Conclusions

We have presented a new method for solving a NPV maximisation problem based on solving
the Karush Kuhn Tucker equations for the augmented Lagrangian functional. In the examples
tested, the new method finds approximately the same NPV value as the adjoint method with less
computational effort.
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Figure 6: Final rates with the
new method, for permeability
distribution 1.
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Figure 7: Final rates with the
adjoint method, for permeabil-
ity distribution 1.
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distribution 2.
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Figure 10: Final rates with the
adjoint method, for permeabil-
ity distribution 2.
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method is shown as a solid line.
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Figure 12: Final rates with the
new method, for permeability
distribution 3.
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Figure 13: Final rates with the
adjoint method, for permeabil-
ity distribution 3.
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