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Preface
This dissertation is submitted as a partial fulfilment of the requirements for the

degree Doctor of Philosophy (PhD) at the University of Bergen. The dissertation

consists of two parts. In the first part we give a short introduction, describing

the field and the motivation behind the articles. The second part consists of six

articles which are the main contribution to this dissertation. Four of the articles

are already accepted for publication.
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Background





Introduction and Outline

In medicine digital images play a vital role in both research and clinical work.

Using advanced techniques like Magnetic Resonance Imaging (MRI), Comput-

ertomografi (CT), Positron Emission Tomography (PET) or X-ray, images of the

inside of the body can be made in vivo. In order to extract as much information

as possible from the data, advanced image processing techniques are used. 3D

techniques can be used to make advanced visualization, segmentation can be used

to separate the different tissue parts, feature extraction can be used for automatic

diagnostics and noise removal methods can be used to improve the image quality.

This is just a few of the possibilities image processing offers. However, many

of the techniques are closely related. In order to make a proper visualization, the

different body parts need to be segmented and in order to make a good segmenta-

tion, noise needs to be removed.

A relatively new MRI modality is Diffusion Tensor Imaging (DTI) [5]. Using

this new modality, it is possible to construct a model of the nerve fibers in the

human brain. Tracing these fibers the wiring of the brain can be studied. This is

however not a trivial task. By construction the DTI images are corrupted by a large

amount of noise, making it hard to decide the location of the fibers. Using different

noise removal methods it is possible to remove or reduce the noise in the DTI data,

and the main part of this thesis is devoted to such methods [7, 32, 33, 54].

In addition to the noise removal algorithms we propose an efficient method for

image segmentation [34, 88]. This method is based on intensity based segmen-

tation, meaning that the intensity in the image is used to divide it into different

regions. In general these methods are closely related to noise removal algorithms

and can be seen as a combined noise removal and projection algorithm.

All except for one of the proposed methods are so-called variational methods.

In general the variational methods are derived from a cost functional, which needs

to be minimized. A common way to solve the minimization problem is to find the

corresponding Euler-Lagrange equation and use the method of steepest descent.

This leads to a partial differential equation (PDE), which is solved to steady state.

In addition to the variational methods, we propose a transformed based de-

noising method [7]. This method uses a shape-adaptive discrete cosine transform

(SA-DCT) to transform the image into the frequency domain. In the frequency do-

main small coefficients are thresholded, which suppress the majority of the noise.

The proposed transform based method is compared to the PDE based method.

An image can be viewed as a function sampled on a mesh. Usually this mesh

is rectangular (2D) or cubic (3D), and in two dimensions the elements are called
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pixels and in three dimensions the elements are called voxels. In practice the

image domain is discrete. However, when developing mathematical models it is

customary to view the domain as continuous. Thus mathemtically we assume that

the image is a continous mapping from the image domain Ω to the real numbers

R, i.e.

f : Ω → R. (1)

The function f can be scalar-, vector- or tensor-valued.

We will assume that the image is corrupted by additive noise, i.e.

u = f + σ. (2)

Here f is the true image, σ is the noise level and u is the observed image. The

noise is Gaussian with zero mean and variance σ2.

The introduction is outlined as follows: In Chapter 1 we give an overview of

MRI and DTI. In Chapter 2 we give an introduction to PDE based image seg-

mentation. In Chapter 3 we give an introduction to PDE and transformed based

denoising methods. In Chapter 4 we give a short summery of the six papers and

in the last chapter we give a conclusion of the achieved results.



Chapter 1

MRI and Diffusion Tensor MRI

The main application for many of the methods presented in this thesis is in the field

of Magnetic Resonance Imaging (MRI) and Diffusion Tensor Imaging (DTI). In

this chapter we give a short overview of MRI and DTI.

1.1 Magnetic Resonance Imaging

Magnetic Resonance Imaging is an imaging technique used primarily in medicine

to produce high quality images of the inside of the human body. It is based on

the principles of Nuclear Magnetic Resonance (NMR), and was earlier known as

Nuclear Magnetic Resonance Imaging (NMRI). However, because of the negative

associations with the word nuclear in the late 1970’s it was changed to MRI.

The magnetic resonance phenomenon was discovered independently by Felix

Bloch [9] and Edward Purcell [80] in 1946, and in 1952 both were rewarded the

Nobel Prize in physics for the work. The first magnetic resonance imaging on

small test tube samples was performed by Paul Lauterbur [50] in 1973, and in

2003 he was rewarded the Nobel Prize in Medicine for his work. MRI using

phase and frequency encoding was proposed by Richard Ernst et al. [48, 49] in

1975, and is the basis of the current MRI techniques. In 1991 Richard Ernst got

the Nobel Prize in Chemistry for his work.

The MR scanner is a tube surrounded by a giant circular magnet, see Fig-

ure 1.1. The patient is placed on a movable bed, which is inserted into the magnet.

The magnet creates a strong homogenic magnetic field that aligns the protons of

hydrogen atoms, which are then exposed to a beam of radio waves. This makes

the various protons of the body spin around its own axis, and produce a signal

which is detected by the receiver of the MR scanner. The receiver information is

processed by a computer, and an image is produced. In Figure 1.2 an MR image

of the authors brain is shown.
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Figure 1.1: The image shows a MAGNETOM Trio, A Tim System 3T from

Siemens.

1.2 Diffusion tensor imaging
Diffusion Tensor Imaging was introduced in 1994 by Basser et al. [5], and during

the last decade it has been extensively studied [2, 51, 69, 4, 99]. This new modality

enables the measurement of the diffusion of water in tissue. The main application

is the imaging of the white matter in the brain, where the location and orientation

of the nerve fibers can be measured. It has clinical applications in ischemia and is

used in research on deceases like multiple sclerosis, dyslexia, schizophrenia and

trauma [19, 47, 60, 71]. DTI also has tremendous implications to brain research,

as it makes it possible to trace how fibers are connected in the brain, yielding a

map of how the brain is wired [3, 70, 87, 100].

Even though diffusion tensor imaging was not proposed before 1994, the mea-

surement of self-diffusivity of water using magnetic resonance was reported as

early as 1954 [16]. Stejskal and Tanner [85, 86] made methodical improvements

to this diffusion measurement, and together with the development of MRI this led

to the diffusion tensor imaging.

The DTI images are matrix valued. From a series of at least 6 direction sensi-

tive MR acquisitions a 3×3 symmetric positive definite matrixD can be calculated

for each voxel. This matrix describes the 3-dimensional shape of diffusion. Since

the matrix D ∈ R3×3 is symmetric and positive definite it can be decomposed as

D = V ΛV −1, (1.1)

where V is an orthogonal matrix containing the eigenvectors of D, and Λ is a
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Figure 1.2: The image shows a slice of a T2 weighted MR scan of the authors

brain.

diagonal matrix with positive elements containing the eigenvalues of D. We may

look at the diffusion matrix as a hyperellipse, where the eigenvectors {Vi}3
i=1 span

the ellipsoid, and the corresponding eigenvalues {λi}3
i=1 determine the length of

each semi axis. It is customary to arrange the eigenvalues in decreasing order, i.e.

λ1 ≥ λ2 ≥ λ3.

The physical interpretation of the diffusion ellipsoid is that the length of each

semi axis determines the ability of water molecules to diffuse along the given

direction. It is customary to divide the diffusion into three categories. If the

diffusion along one axis is much larger than along the other two axes we have

a cigar shaped diffusion, see Figure 1.3(a). In this case one eigenvalue is much

larger than the other two eigenvalues (λ1 >> λ2 ≈ λ3), and the main diffusion

of water is along V1 corresponding to λ1. If the diffusion along one axis is much

smaller than along the other two axes (λ1 ≈ λ2 >> λ3), we have a disc-shaped

diffusion, see Figure 1.3(b). In this case the diffusion is restricted to the plane
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(a) (b) (c)

Figure 1.3: Three different types of diffusion. (a) Cigar shaped diffusion. (b)

Disc shaped diffusion. (c) Spherical diffusion.

spanned by V1 and V2. If the diffusion along all axes is almost equal (λ1 ≈ λ2 ≈
λ3) we have a sphere-shaped diffusion, see Figure 1.3(c). In this case there is no

prominent direction of the diffusion. It is customary to refer to the last case as

isotropic diffusion, whereas the cigar- and disc-shaped diffusions are anisotropic

diffusions.

1.2.1 Tensor estimation

The DTI data received from the MR scanner isK direction-specific measurements

{Sk}K
k=1, where each Sk is a 3D MR image. In addition there is a nonweightened

image S0 called the baseline image. In order to calculate the tensor D we apply

the Stejskal-Tanner equation [85, 86],

Sk = S0e
−bg(k)T Dg(k)

, k = 1, 2, ..., K. (1.2)

Here g(k) ∈ R3 is the direction associated with Sk, and b > 0 is a scalar depending

on acquisition time and strength of the magnetic field [91].

Since D ∈ R3×3 is symmetric it has 6 degrees of freedom, and at least 6

direction-specific measurements are necessary in addition to the baseline image.

However, to increase the image quality it is customary to increase the number of

directions (typically 12-50), and solve (1.2) as a minimization problem. This will

reduce the noise in the tensor, but the increased number of directions will increase

the scanner time for the patient. A different strategy to improve the image quality

is to increase the number of images in each direction. Thus rather than increasing

the number of directions we instead increase the number of images from each

of the 6 necessary directions. For example we can take 20 images from a single

direction, and then average these images to produce a better result. Again this will

increase the scanner time for the patient. In the papers [7, 32, 33, 54] we propose

different mathematical methods for noise removal from DTI images. The idea is
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that instead of increasing the scanner time we instead use the low quality images

and post-process them to improve the image quality.

One way to solve (1.2) is to use least square minimization [8, 99]. Taking the

logarithm on both sides we get the least squares minimization problem

min
D

K∑
k=1

(ln(Sk) − ln(S0) + bg(k)T

Dg(k))2 = min
D

K∑
k=1

(ck + g(k)T

Dg(k))2, (1.3)

where ck = ln Sk−ln S0

b
. Defining

G(k) =
[
(g

(k)
1 )2 2g

(k)
1 g

(k)
2 2g

(k)
1 g

(k)
3 (g

(k)
2 )2 2g

(k)
2 g

(k)
3 (g

(k)
3 )2

]
, (1.4)

and letting d be the vector

d =
[
D11 D12 D13 D22 D23 D33

]
, (1.5)

we get the well known form of the linear least square problem

min
dk

K∑
k=1

(ck +G(k)dk)
2 = min

d
||c+Gd||2. (1.6)

Here G is the n× 6 matrix with row number k equal G(k).

1.2.2 Anisotropic measures
In highly structured tissue like the white matter in the brain, diffusion is highly

anisotropic. Thus the anisotropy is an important property in diffusion tensor im-

ages. In order to measure the anisotropy, several different measures have been

proposed [99]. Among the most popular are the relative anisotropy (RA) and the

fractional anisotropy (FA) [6]. Both of these methods are based on the normal-

ized variance of the eigenvalues. An advantage of these measures is that they can

be calculated without first calculating the eigenvalues. We have that the relative

anisotropy (RA) is given as

RA =
1√
2

√
(λ1 − λ2)2 + (λ2 − λ3)2 + (λ1 − λ3)2

λ1 + λ2 + λ3

=

√
3√
2

|D − 1
3
trace(D)I|

trace(D)
(1.7)

and the fractional anisotropy as

FA =
1√
2

√
(λ1 − λ2)2 + (λ2 − λ3)2 + (λ1 − λ3)2√

λ2
1 + λ2

2 + λ2
3

=

√
3√
2

|D − 1
3
trace(D)I|
|D| . (1.8)
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Figure 1.4: The image shows a slice of a color coded FA plot of the authors brain.

The visualization is done using the DTI software DTIStudio [68].

The trace is calculated as the sum of the diagonal elements, the norm is calculated

as the square root of the sum of the squared elements of the tensor and I is the

identity matrix. The scaling ensures that the measures are in the range from 0 to

1.

In Figure 1.4 we show a slice of a color coded FA image of the authors brain.

The diffusion directions are color coded as described by Pajevic and Pierpaoli

[78].



Chapter 2

Segmentation

In computer vision, segmentation is the process of dividing a digital image into

different regions. The purpose of this is to represent the image in a manner which

is easier to analyze. For example if a computer is going to read the number plate

from an image of a car it needs to separate the plate from the rest of the car.

In general this is done by grouping regions where the pixels have similar char-

acteristics, like color, intensity or texture. There are several ways to perform a

segmentation of an image, and among popular ones are methods based on cluster-

ing, histograms, region-growing and PDEs [25, 44]. In this thesis we will focus

on intensity based PDE methods.

2.1 PDE based image segmentation

In this section we start with an introduction to the level set formulation, which

is fundamental for the development of PDE based image segmentation. We then

present one of the most well known PDE segmentation algorithms, the CV seg-

mentation, developed by Chan and Vese [28]. Finally we present the Piecewise

Constant Level Set Method (PCLSM) developed by Lie et al. in a series of papers

[55, 56, 58].

2.1.1 Level Set Formulation

The level set method was developed by Osher and Sethian [77] as a simple and

versatile method for computing and analyzing the motion of an interface Γ in two

or three dimensions. Since its introduction it has become an important tool in

many branches of applied mathematics. For an overview of the field we refer to

the book of Osher [76], the book of Sethian [84] and the book of Chan [25].
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Ω−
φ < 0

Ω+

φ > 0

∂Ω

Figure 2.1: Implicit representation of the curve x2 + y2 = 1. The interface ∂Ω is

implicitly defined as the zero isocontour of the function.

Their idea was to represent the interface by an implicit given function. This

is easier than working directly on an explicit definition of the interface. As an

example, consider the unit circle displayed in Figure 2.1. Instead of working with

an explicit interface definition, which would require all points on the curve to

be specified, we instead use the implicit definition φ(�x) = x2 + y2 − 1. The

interface ∂Ω = {�x | |�x| = 1} can now be defined by the φ(�x) = 0 isocontour. The

exterior region Ω+ = {�x | |�x| > 1} is defined by φ(�x) > 0 and the interior region

Ω− = {�x | |�x| < 1} is defined by φ(�x) < 0

It should be noted that for the circle it would be easy to give an explicit defi-

nition, however for general curves this can be a hard task. In general this would

require a parametrization of the curve. Note also that for complicated interfaces

no analytical representation is usually known, and in these cases discretization

must be used for both the explicit and implicit definitions.

It is also common to require the implicit function φ(�x) to be a signed distance

function. This prevents the function from becoming too steep or flat, and also

possess several new properties [76].

Suppose that the velocity of each point on the implicit surface is given as
�V (�x) =< u, v, w >. Given this velocity field we wish to move all the points on

the surface φ(�x) = 0 according to the velocity field. This can be done using the
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partial differential equation

∂φ

∂t
+ �V · ∇φ = 0, (2.1)

also known as the convection equation. In the context of level set modelling, this

equation is also sometimes referred to as the level set equation.

If the velocity field �V depends directly on the level set function φ, it is referred

to as a self generated velocity field. A popular self generated velocity field is the

motion by mean curvature (MMC). In this case the velocity field is such that

the interface moves in the normal direction with a velocity proportional to its

curvature, i.e. �V = −bκ �N , where b > 0 is a constant, κ is the curvature and �N is

the normal vector. In general the curvature is given as

κ = ∇ ·
( ∇φ
|∇φ|

)
, (2.2)

however in the case where the level set function φ is a signed distance function

the curvature reduces to κ = Δφ.

One of the strong sides of the level set representation is that the level curve

can merge or break up with no special treatment [76].

2.1.2 Chan-Vese Segmentation

Active contour models are well known in image segmentation. The basic idea in

active contour models is to evolve a curve in order to detect an object in an image

u0. Initially we have a curve around the object to be detected, and the curve then

moves normal to itself and stops at the boundary of the object. This is done by

associating a parametrized curve C(I) : [0, 1] → R2 and minimize the energy

given by

E(C) = α

∫ 1

0

|C′(s)|2 ds+ β

∫ 1

0

|C′′(s)|2 ds− λ

∫ 1

0

|∇u0(C(s))|2 ds, (2.3)

where α, β and λ are positive parameters. The first two terms control the smooth-

ness of the contour, while the third term is an edge detector attracting the contour

towards the object in the image.

The idea was initially presented by Kass et al. [45] and has become very

popular. The model has later been extended to level sets [18, 66].

The active contour models [18, 45, 66] all use an edge detector to stop the

evolving curve at the boundary of the object. In 1999 Chan and Vese [28, 27]

presented a new active contour model without the edge detector. Instead they used
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a stopping criteria based on the Mumford-Shah segmentation technique [74]. The

basic Mumford-Shah is to minimize the energy given by

E(u,Γ) =

∫
Ω

|u− u0|2 dx+ β|Γ| + ν

∫
Ω\Γ

|∇u|2 dx, (2.4)

where β and ν are positive parameters. Here Ω is the image region, and Γ is a

closed subset of Ω given by the union of a finite number of curves. It represents

the edges in the image u0. The length of Γ is given as |Γ|. The goal is to find

a piecewise smooth approximation u to u0, with discontinuities only along Γ. In

(2.4) the first term is a fidelity term ensuring that the recovered image u is close

to the original image u0. The two last terms are regularizers measuring the curve

length and the smoothness of u in Ω \ Γ.

Based on (2.4), Chan and Vese proposed to minimize the following energy

functional for two phase (object and background) segmentation

E(c1, c2,Γ) =

∫
inside Γ

|u0 − c1|2 dx+

∫
outside Γ

|u0 − c2|2 dx
+ β|Γ| + ν · Area(inside Γ). (2.5)

Here c1 and c2 are constants defined by; c1 = mean(u0) inside Γ and c2 =
mean(u0) outside Γ. The curve Γ is implicitly defined through a level set function

satisfying ⎧⎨
⎩

φ(x) > 0 if x is inside Γ,
φ(x) = 0 if x is at Γ,
φ(x) < 0 if x is outside Γ.

The idea is that inside the object φ should be positive, and outside the object φ
should be negative, thus the zero level set φ = 0 defines the boundary between the

object and the background. In (2.5) the two first terms are fidelity terms, while the

two last terms are regularizers.

The length of Γ and the area inside Γ can be defined as

|Γ| =

∫
Ω

|∇H(φ(x))| dx =

∫
Ω

δ(φ(x))|∇φ(x)| dx, (2.6)

Area{φ ≥ 0 } =

∫
Ω

H(φ(x)) dx. (2.7)

Here H(φ) denotes the Heaviside function

H(φ) =

{
1, φ > 0,
0, φ ≤ 0,
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and δ is the delta function

δ(φ) =

{
1, φ = 0,
0, elsewhere.

Thus (2.5) can be rewritten as

E(c1, c2, φ) =

∫
Ω

|u0 − c1|2H(φ) dx+

∫
Ω

|u0 − c2|2(1 −H(φ)) dx

+ β

∫
Ω

δ(φ)|∇φ| dx+ ν

∫
Ω

H(φ) dx. (2.8)

Parametrizing the descent direction by an artificial time t > 0, the functional can

be minimized using a gradient descent method on φ

φt = −∂E
∂t
. (2.9)

This gives the following PDE to solve

φt = δε

[
− (u0 − c1)

2 + (u0 − c2)
2 − β∇ · ∇φ

|∇φ| − ν
]
, (2.10)

with proper initial and boundary conditions [28]. Here δε denotes a smooth ap-

proximation to δ.
One problem with the original Chan-Vese model is that it is not able to dis-

tinguish between more than two phases, i.e. object and background. If the image

has several objects we need a modified model. In [93] Chan and Vese proposed

a multiphase model based on their old model. The idea is very simple. Instead

of applying only a single level set they proposed to use several level sets. In fact

log2N level sets can represent N phases. The principle is that two level sets can

identify four regions by the four possibilities φi > 0, φi < 0, i = 1, 2. More

details can be found in [93].

2.1.3 PCLSM Segmentation
In a series of papers Lie et al. propose a different model for the multiphase im-

age segmentation [55, 56, 58]. While the multiphase Chan-Vese model requires

log2N level sets to identify N phases, the model proposed by Lie et al. only

uses a single level set. The model is called Piecewise Constant Level Set Method

(PCLSM) and use different levels in the level set curve to identify different re-

gions.

Assume that we need to identify N regions {Ωi}N
i=1 which form a partition

of Ω. In order to find the regions, we want to find a piecewise constant function

which takes values
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φ = i in Ωi, i = 1, 2, . . . , N. (2.11)

The discontinuities of φ give the curves that separate the regions. Associated with

φ we define the characteristic functions ψi for Ωi as

ψi =
1

αi

N∏
j=1
j �=i

(φ− j) with αi =
N∏

k=1
k �=i

(i− k). (2.12)

Consequently the characteristic functions ψi will have the property

ψi(x) =

{
1 if x ∈ Ωi

0 elsewhere
, (2.13)

as long as (2.11) holds.

The length of the boundary of Ωi is given by the relation

|∂Ωi| =

∫
Ω

|∇ψi|dx. (2.14)

By linearly combining these characteristic functions we are able to build a

cartoon or a piecewise constant image,

u =
n∑

i=1

ciψi. (2.15)

This is a piecewise constant function, and u = ci in Ωi if φ is as given in (2.11).

In order to guarantee that the level set function φ takes the values as in (2.11),

the following constraint function is defined

K(φ) = (φ− 1)(φ− 2) · · · (φ−N) =
N∏

i=1

(φ− i). (2.16)

Requiring K(φ) = 0 at convergence ensures that φ only takes integer values.

Based on this Lie et al. proposed to solve the following functional for the

multiphase segmentation of an image u0:

min
c, φ

K(φ)=0

{
F (c, φ) =

∫
Ω

|u− u0|2dx+ β

n∑
i=1

∫
Ω

|∇ψi|dx
}
. (2.17)

In the above, β is a nonnegative parameter controlling the regularizing, u is a

piecewise constant function depending on φ and c, as in (2.15). The first term
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of (2.17) is a least square functional, measuring how well the piecewise constant

image u approximates u0. The second term is a regularizer measuring the length

of the edges in the image u0.

Other applications of the model can be found in [52, 53] and a binary version

of the method is presented in [57].

In [34, 88] we have proposed fast methods for the solution of (2.17). These

methods are based on operator splitting [61, 62, 98], and increase the compu-

tational efficiency compared to the augmented Lagrangian methods presented in

[55, 56, 58]. Other computational efficient methods have also been proposed [89].





Chapter 3

Image Denoising

Denoising is the task of removing unwanted noise from a signal. The presence of

noise in images is unavoidable. It may be introduced during formation, record-

ing or transmission. Further processing of the image often requires that the noise

must be removed or at least reduced. Even a small amount is harmful when high

accuracy is required. Over the last decades, a variety of methods have been pro-

posed. We have filtering methods, transform based methods, variational methods

and techniques based on the solution of partial differential equations (PDEs). For

an overview we refer to the textbook of Chan [25].

There are several types of image noise. If pixels are lost during transmission

we get what is known as salt and pepper noise. The lost pixels are randomly set

to black or white pixels and thus the color bears no relation to the color of the

surrounding pixels, see Figure 3.1(b). Usually this type of noise will only affect

a small number of image pixels. Methods based on median filtering is usually

effective on this kind of noise [21].

In Gaussian noise, an amount of noise is added to every part of the picture.

Each pixel in the image will be changed from its original value by a small amount,

see Figure 3.1(c). The noise has a probability density function as a Gaussian

distribution. This is the most common noise and can be produced by the thermal

agitation of charged carriers (usually the electrons) inside an electrical conductor.

In this chapter we review several methods for the removal of Gaussian noise

from images. In addition we show how several of these methods can be extended

and used for denoising of diffusion tensor images [7, 32, 33, 54].

All the visualization and numerical examples in this section is done in Matlab

[90].
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(a) (b) (c)

Figure 3.1: The figure shows two types of image noise. (a) The noise free image.

(b) The image corrupted by salt and pepper noise. (c) The image added Gaussian

noise.

3.1 PDE denoising

Partial differential equations are used extensively in image processing and equa-

tions similar to the heat equation can be used for noise removal. Traditionally, lin-

ear models have been used for PDE denoising. One approach is to use a Gaussian

filter, or equivalently solving the heat-equation with the noisy image as input-data,

i.e. a linear, 2nd order PDE-model. For some purposes this kind of denoising is

adequate. One big advantage of linear noise removal models is the speed. But a

disadvantage of the linear models is that they are not able to preserve edges in a

good manner, i.e. edges are smeared out. Nonlinear models on the other hand can

handle edges in a much better way than linear models can. One popular model for

nonlinear image denoising is the Total Variation (TV)-filter, introduced by Rudin,

Osher and Fatemi [81]. This filter is good at preserving edges, but smoothly vary-

ing regions in the input image are transformed into piecewise constant regions in

the output image. Using the TV-filter as a denoiser leads to solving a 2nd order

nonlinear PDE.

3.1.1 Laplacian

A simple model for denoising of an image u would be to solve the Laplacian

regularization functional with a L2 fidelity functional. That is we minimize the

energy given by

EL(u, β) =

∫
Ω

|∇u|2 dx+
β

2

∫
Ω

(u− f)2 dx, (3.1)

where β is a positive parameter controlling the regularization. The first term is a

regularization functional measuring the smoothness of the image. The last term is
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a least square functional measuring the fitness of the estimated solution compared

to the input data.

By differentation we get the Euler-Lagrange equation corresponding to the

minimization problem (3.1),

∂EL

∂t
= −∇2u+ β(u− f). (3.2)

At a minimum of the functional we have

∂EL

∂t
= 0. (3.3)

There are several ways to solve (3.3). We can for example solve it directly with

a fixed-point iteration, however this is usually tedious to carry out numerically. A

simpler and common way is to parametrize the descent direction by an artificial

time t > 0 and use a gradient descent method on u

ut = −∂EL

∂t
. (3.4)

This gives the following PDE to solve

ut = ∇2u− β(u− f) in Ω, (3.5)

∂u

∂n
= 0 on ∂Ω,

u(x, 0) = f,

which is the heat equation with an additional fidelity term controlling the regular-

ization. The boundary conditions are so-called natural boundary conditions, i.e.

they appear naturally in the minimization problem [42].

In Figure 3.2(c) we show the performance of the method on a test image. The

problem with this model is that the edges are smeared out. This is due to the

Laplacian operator ∇2. We have an isotropic diffusion which smooths equally in

all directions, and thus also the edges. Formally the solution space for (3.5) is the

Sobolev space W 1,2(Ω) which is defined by

W 1,2(Ω) = {u : u ∈ L2(Ω),∇u ∈ L2(Ω)d}, (3.6)

where d is the dimension of the domain.

3.1.2 ROF
The problem with the Laplacian model is that it smooths the edges. As can be

seen in Figure 3.2(c) we have blurred the image in the regularization process. In



22 Image Denoising

(a) (b)

(c) (d)

Figure 3.2: The figure shows denoising of the “Peppers” image using the Lapla-

cian and the ROF model. (a) The noise free image. (b) The image added Gaussian

noise. (c) The denoised image using the Laplacian. (d) The denoised image using

the ROF model.

order to fix this problem we need a model which allows for discontinuities in the

solution.

In 1992 Rudin, Osher and Fatemi [81] proposed the ROF model based on the

total variation (TV)-norm. The TV-norm for scalar valued data is defined as

TV [u] =

∫
Ω

|∇u| dx (3.7)

The ROF model is one of the most famous and powerful variational and PDE

based image denoising models. The method removes the noise, while preserving

the edges in images. The minimization problem is given as

min
u
EROF (u) =

∫
Ω

|∇u| dx+
β

2

∫
Ω

(u− f)2 dx. (3.8)

As in the Laplacian energy, β controls the regularization, the first term is a reg-

ularization functional and the last term is a fidelity term. The difference is that
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the first term has been replaced with the total variation norm. The advantage of

this is that the solution is in the space of functions with bounded variation (BV).

This is an ideal choice for images since BV allows sharp discontinuities (edges).

Formally the space BV is defined as

BV = {u : u ∈ L1(Ω) ,

∫
Ω

|∇u| <∞)}. (3.9)

Thus, BV functions amount to L1 functions with bonded TV-norm [23].

By differentation we get the Euler-Lagrange equation

∂EROF

∂t
= −∇ · ∇u

|∇u| + β(u− f). (3.10)

Using steepest descent marching with artificial time t we get the following PDE

to solve

ut = ∇ · ∇u
|∇u| − β(u− f) in Ω, (3.11)

∂u

∂n
= 0 on ∂Ω,

u(x, 0) = f.

Figure 3.2(d) shows the performance of the TV denoising on a test image.

Even though the ROF model is superior to the Laplacian, it has a few drawbacks.

It has problems with staircasing, i.e. artificial steps or discontinuities are intro-

duced in the denoised image. The problem occurs in the homogeneous regions

in the image. To overcome this problem Blomgren et al. [11] proposed to let

the exponent in the regularization term depend on the image. They proposed the

functional

E(u) =

∫
Ω

|∇u|p(|∇u|) dx+
β

2

∫
Ω

(u− f)2 dx, (3.12)

where p is a decreasing function such that p(0) = 2 and p(x) = 1 for all x greater

than some M . This adapts the smoothing to the gradient in the image. The idea

is to use isotropic diffusion in homogeneous regions and TV diffusion near edges.

Similar approaches can be found in [30, 83]. Higher order methods to reduce

staircasing can be found in Lysaker et al. [63, 64].

In the ROF model (3.8) L2 norm is used in the fidelity term. Usually this is the

best choice, however in some situation L1 norm can produce better results [22].

3.1.3 Color TV
The ROF model is only suited for denoising of scalar valued (grey scaled) images.

Since color images consist of three different color channels (red, green and blue)
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we need a model which can handle this. One choice is to denoise each color

channel separately using the ROF model, however this has shown to produce poor

results due to the lack of coupling between the color channels [10].

In 1996 Blomgren and Chan [10] proposed a total variation norm for vector

valued functions. This made it possible to apply total variation regularization on

color and other vector valued images. The vector valued TV-norm is defined as

TV [u] =

√√√√ m∑
i=1

(
TV [ui]

)2
, (3.13)

where ui is vector element i. For color images the elements are the color channels.

Based on the vector valued TV-norm Blomgren and Chan proposed the following

regularization functional for vector images

E(u) = TV [u] +
β

2

m∑
i=1

∫
Ω

(ui − fi)
2 dx (3.14)

As with the standard ROF model the minimization problem can be solved using

steepest descent marching with artificial time t:

∂ui

∂t
= αi∇ · ∇ui

|∇ui| − β(ui − fi) in Ω, (3.15)

∂ui

∂n
= 0 on ∂Ω, (3.16)

ui(x, 0) = fi. (3.17)

with

αi =
TV [ui]

TV [u]
. (3.18)

The weight αi in (3.15) acts as a coupling between the channels. The coupling

has the implication that a channel with large TV will be smoothed more than a

channel with a small TV. This ensures that the model does not wipe out the weaker

channels. Thus the coupling balances how much each channel is smoothed.

It should be noted that for color images better results can be achieved by ap-

plying the ROF model on the CB and HSV color models [26].

3.1.4 Matrix TV
In diffusion tensor imaging noise is a common problem. The MRI data from the

scanner contains measurement noise which degrades the quality of the images. In

order to use the ROF model on DTI data we need to extend it to matrix data. As
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explained in chapter 1, DTI data contains a 3 × 3 symmetric and positive definite

matrix D in every voxel. In [32] we have proposed an extension of the color TV

model for denoising of matrix fields. The matrix valued TV-norm of a matrix D
is defined as

TV [D] =

√∑
ij

(
TV [dij]

)2
, (3.19)

where dij denotes the elements of the matrix. Since the diffusion tensor matrix

D must be symmetric and positive definite we need to incorporate this into the

model. This can easily be done if we write D as the product

D = LLT , (3.20)

where L is a lower triangular matrix. This is called the Cholesky factorization

and has the implications that D will be symmetric, positive definite and have

orthogonal eigenvectors. These properties are exactly what we need.

Based on this we propose to solve the following minimization problem for

regularization of matrix valued DTI data:

min
�kl

⎧⎨
⎩
√∑

ij

(
TV[dij(kl)]

)2
+
β

2

∑
ij

∫
Ω

[
dij(kl) − d̂ij

]2

⎫⎬
⎭ , (3.21)

where {kl} ∈ {11, 21, 31, 22, 23, 33}. Here dij(lkl) are the matrix elements of

D as a function of its Cholesky factors L, d̂ij denotes the elements of the tensor

estimated from the noisy data and β is a positive parameter controlling the regu-

larization. Using steepest descent marching we get the following PDEs to solve

∂kl

∂t
=

∑
ij

αij∇ ·
( ∇dij

|∇dij|
)
∂dij

∂kl

− β
∑
ij

(
dij − d̂ij

) ∂dij

∂ij
, (3.22)

with

αij =
TV[dij]

TV[D]
. (3.23)

As in the vector case the weight term αij acts as a coupling between the elements

in the matrix. This balances the smoothing and ensures that the model does not

wipe out the weaker elements.

This work is related to the functional proposed by Wang et al. [94]. However,

while Wang et al. regularize the elements of the lower triangular matrix L we still

regularize the elements of the full diffusion tensor D. We claim that regularizing

the elements of D is more direct than regularizing the elements of L. In addition

there is no coupling between the matrix elements in Wang’s method. More details

and numerical results can be found in [32].
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It should be noted that the noise in DTI data is not Gaussian, but Rician [65].

The reason for this is that the DTI data is recorded in the frequency domain and

results in complex data. If the real and imaginary components of the signal are

assumed to have Gaussian noise, the resulting magnitude image will have Ri-

cian distributed noise. However, it is still customary to evaluate the models using

Gaussian noise. To confirm that the models also handle Rician noise we always

perform tests on real data.

3.1.5 Scale Space formulation

The PDE denoising methods presented so far have been regularization functionals

on the form:

E(u) = R(u) +
β

2
F (u, f), (3.24)

where R(u) is a geometric regularization functional measuring the smoothness of

the estimated solution and F (u, f) is a fidelity functional measuring the fitness

of the estimated solution . The positive scalar β balances between the regulariza-

tion term and the fidelity term and hence controls the smoothness of the solution.

Solving the minimization problem using steepest decent marching results in a

PDE which is solved to steady state.

A different strategy is to remove the fidelity term and instead solve the PDE

a given number of time steps. Thus instead of controlling the smoothness of the

solution with the scaling of the fidelity term, the number of time steps controls

the smoothness. This is usually referred to as scale space formulation, since every

time step correspond to a given scale of the image. Initially we have the finest

scale with noise and fine details present in the image. As time increases we get a

coarser scale where the noise and fine details are erased.

A famous scale space model is the Perona-Malik (PM) [79], which is given as

ut = ∇ · (g(|∇u|)∇u), (3.25)

where g(·) has to be a non-negative monotonically decreasing function with

g(0) = 1. Notice that for g(·) = 1 equation (3.25) reduces to the heat equation,

ut = ∇2u, and thus will be highly diffusive. The expression inside the function,

|∇u|, acts as an edge estimator. Since g(·) is monotonically decreasing this will

ensure that the diffusion will mainly take place in the interior regions and will not

affect the region boundaries since the magnitude of |∇u| is large here.

There are many choices of g(·). If we set

g(|∇u|) =
1

|∇u| . (3.26)



3.1 PDE denoising 27

we get a scale space version of the ROF model, i.e. without the fidelity term.

However, in general the scale space PDEs do not correspond to a given variational

problem.

Originally Perona and Malik applied two different functionals. The first,

g(|∇u|) = e−(|∇u|/K2), (3.27)

privileges high-contrast edges over low contrast ones. The second,

g(|∇u|) =
1

1 +
(

|∇u|
K

)2 , (3.28)

privileges wide regions over smaller ones. K is a constant depending on the noise

level. In addition to denoising, these models are also used for edge detection and

multiscale representations of images.

Weickert and his coworkers have also contributed significantly to the field of

scale space imaging [95, 96, 97]. They have studied isotropic and anisotropic

diffusion and introduced the framework of structured tensors for regularization of

matrix valued data.

In Figure 3.3 we show a multiscale representation of a noisy test image. Notice

that as time evolves the noise and fine details are erased. Thus if the goal is to

remove the noise, the challenge is to find a suitable stopping time. The choice of

stopping time is crucial. If we stop too early the image is still noisy, on the other

if we stop too late the image will be oversmoothed. The stopping time is related

to the noise level in the image, and models for finding good stopping criteria can

be found in [72, 73].

3.1.6 Algebraic Method

In 2007 Burgeth et al. [14, 15] proposed an operator-algebraic approach for filter-

ing of matrix fields. They developed a generic framework to find matrix valued

counterparts of the scalar valued PDEs. The framework was successfully applied

to several PDEs.

The framework exploits operator-algebraic properties of (symmetric) matrices

to establish truly matrix-valued PDEs. The underlying idea is that to a certain

extent symmetric matrices can be regarded as a generalization of real numbers.

This is used to generalize notations like functions of matrices, derivatives and

gradients to a matrix-valued setting.

Define Symn(IR) as the subset of symmetric matrices and Sym+
n (IR) as the set

of positive definite matrices.
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(a) (b) (c)

(d) (e) (f)

Figure 3.3: The figure shows the scale space using the Perona-Malik model

(3.27). The time is increasing from (a) to (f). Notice that fine details are dis-

appearing during the flow.

The definition of a function of a symmetric matrix U is defined as

g(U) = V T diag(g(λ1), ..., g(λn))V, (3.29)

where U = V T diag(g(λ1), ..., g(λn))V is the spectral decomposition of U and g
is a real function.

The product of two symmetric matrices is in general not symmetric. Several

symmetric products are available, one is the Jordan product

A •B =
1

2
(AB +BA). (3.30)

The matrix-valued version of a difference quotient leads to a component-wise

definition of spatial or temporal partial derivatives [14, 15]

∂ωU(ω0) = lim
h→0

U(ω0 + h) − U(ω0)

h
= (∂ωuij(ω0))ij . (3.31)

Other linear operators like the arithmetic mean and convolution with a kernel are

also interpreted component-wise in the matrix setting.

The set of spatial partial derivatives forms the spatial gradient for matrix fields

∇U ∈ (Symn(IR))d

∇U(x) =
[
∂x1U(x), ∂x2U(x), · · · , ∂xd

U(x)
]T
. (3.32)
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The generalized divergence is defined similarly by

div (A(x))� :=
d∑

i=1

∂xi
Ai(x)

for A(x) :=
(
A1(x), . . . , Ad(x)

)
. The definition of a Laplacian for a matrix field

U is straight forward:

ΔU :=
d∑

i=1

∂
2

xi
U

Finally, there is a notion of p-length in the module (Symn(IR))d realized for a

vector W = (W1, . . . ,Wd) ∈ (Symn(IR))d by

|W |p := p
√

|W1|p + · · · + |Wd|p ∈ Sym+
n (IR).

Using the framework the scale space version of the Laplacian

ut = −Δu (3.33)

can easily be generalized to the matrix PDE

∂tU = −ΔU. (3.34)

The scale space version of the ROF model

ut = −div

( ∇u
|∇u|

)
(3.35)

can similarly be generalized to a matrix valued setting by

∂tU = −div

(
1

|∇U | • ∇U
)
, (3.36)

where |∇U | stands for the 2-length of ∇U , that is, |∇U | := |∇U |2 =√∑d
i=1 |Ui|2. The term 1

|∇U | can be interpreted as the inverse of |∇U |.

3.1.7 Primal-Dual Method

So far we have not addressed the most challenging task in image denoising; the

computational speed. Usually the data processed is huge, especially when dealing

with 3D DTI data. Thus it is important to design fast algorithms, or else the

computation can take days.
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A major problem with the ROF model is the highly nonlinear term, which

causes convergence difficulties. As presented in section 3.1.2 the scalar ROF

model can be solved through the PDE

ut = ∇ · ∇u
|∇u| − β(u− f) = 0, in Ω. (3.37)

A problem occurs at points where the term |∇u| vanishes, since (3.37) degenerates

at such points. To overcome this problem it is common practice to regularize the

problem and instead solve the slightly modified problem

ut = ∇ · ∇u√|∇u|2 + ε
− β(u− f) = 0, in Ω. (3.38)

This equation is solved to steady state by explicit integration in time. However, se-

vere restrictions on the size of the time-step, in addition to first order convergence

in time, make this straight forward approach impractical for large-scale problems.

The main problem is the highly nonlinear term ∇u√
|∇u|2+ε

. More details on the con-

vergence behaviour can be found in the article by Chan et al. [24]. Here they also

propose a primal dual method to overcome this problem. The dual variable

w =
∇u
|∇u| (3.39)

is introduced and the equivalent system of nonlinear partial differential equations

|∇u|w −∇u = 0, (3.40)

−∇ · w + β(u− f) = 0,

is solved using Newton’s method. The advantage of this method is that no division

by zero is explicitly performed in the formulation. This makes the problem better

behaved and larger time steps can be used. This reduces the computational time.

3.1.8 Dual Method
It is possible to further extend the primal-dual method. The problem (3.40) de-

pends on both the primal variable u and the dual variable w, hence the name

primal-dual method. As described by Carter [17] it is possible to extend this

problem further to a full dual problem. The total variation of u can be written in

the following equivalent way

TV(u) =

∫
Ω

|∇u|dx = max
|w|≤1

∫
Ω

u (∇ · w) dx. (3.41)



3.1 PDE denoising 31

Using this we can transform the ROF model (3.8) into the equivalent min/max

problem

min
u

max
|w|≤1

∫
Ω

u(∇ · w)dx+
β

2

∫
Ω

(u− f)2dx. (3.42)

The functional in (3.42) is convex in u and concave in w, and the region {w :
|w| ≤ 1} is bounded [17]. Therefore we can interchange the order of the min and

max operators to obtain

max
|w|≤1

min
u

∫
Ω

u(∇ · w)dx+
β

2

∫
Ω

(u− f)2dx. (3.43)

Differentiating this expression with respect to u, and setting it to zero, we solve

the innermost minimization problem, and write u as a function of w

∇ · w + β(u− f) = 0 ⇒ u = f − 1

β
∇ · w. (3.44)

By substitution of (3.44) into (3.43) we get

max
|w|≤1

∫
Ω

(f − 1

β
∇ · w)∇ · wdx+

β

2

∫
Ω

(f − 1

β
∇ · w − f)2dx. (3.45)

Rearranging terms and setting α = 1
2β

we get

max
|w|≤1

∫
Ω

(− α(∇ · w)2 + f∇ · w)
dx. (3.46)

This problem is known as the dual problem corresponding to the primal problem

(3.8). In [17] the problem was solved directly using an interior-point primal-dual

method with different relaxation methods.

3.1.9 Chambolle
A more efficient way to solve the dual problem was proposed by Chambolle [20].

Notice that we can write (3.46) in the following equivalent way

min
|w|≤1

∫
Ω

(
α(∇ · w)2 − f∇ · w + f 2

)
dx = min

|w|≤1
||γ∇ · w − f ||, (3.47)

where γ = 2α = 1/β. Here we have added the constant function f and changed

the sign into a minimization problem; none of these operations alter the solution.

This is exactly the same problem as the one presented in the work of Chambolle,

however he used the framework of convex optimization to deduce the minimiza-

tion problem. Thus the dual problem of Carter is the same problem as the one
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solved by Chambolle, however Chambolle found a very clever way to solve the

problem. The corresponding Lagrangian system for the minimization problem

(3.47) is

− (∇(γ∇ · w − f))i,j + λi,jwi,j = 0, (3.48)

where λi,j are Lagrange multipliers associated to the constraint in (3.47) [75].

Chambolle now made the observation that we only have two situations; either

λi,j > 0 and |wi,j| = 1, or |wi,j| < 1 and λi,j = 0. But in any case

λi,j = |(∇(γ∇ · w − f))i,j|. (3.49)

Thus we get the following gradient descent algorithm

wn+1
i,j = wn

i,j + τ
(
(∇(∇ ·wn − f/γ))i,j − |(∇(∇ ·wn − f/γ))i,j|wn+1

i,j

)
, (3.50)

so that

wn+1
i,j =

wn
i,j + τ(∇(∇ · wn − f/γ))i,j

1 + |τ(∇(∇ · wn − f/γ))i,j| . (3.51)

Chambolle also proved that the algorithm always will converge as long as τ ≤
1/8. Once the dual variable w∗ is found from the steady state of (3.51) we easily

get the primal variable u from the relation

u = f − γ∇w∗ (3.52)

The dual method has shown to increase the convergence speed considerably

compared to the primal method [20].

3.1.10 Dual Matrix

As already mentioned computational efficiency is crucial when dealing with DTI

or large scale matrix valued images. Since the dual formulation has shown to

increase the convergence speed of the scalar ROF model significantly it would

be beneficial to develop a dual method for regularization of matrix valued data.

In [33] we propose to combine the operator algebraic framework of Burgeth et al.

and the dual formulation to get a dual operator algebraic method for regularization

of matrix valued data.

As explained in section 3.1.6 the framework of Burgeth et al. can be used to

find matrix valued counterparts of the scalar valued PDEs. Using this framework

we propose the following matrix valued projection scheme

W n+1
i,j,k =

(
W n

i,j,k + τ(∇(div
(
W n

i,j,k

)− F/γ))i,j,k

)
• (

I + |τ(∇(div
(
W n

i,j,k

)− F/γ))i,j,k|
)−1

(3.53)
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for the regularization of matrix valued data. This projection scheme can be used

as an algorithm by simply specifying the initial condition W 0 and a suitable

stopping criteria. Thus the algorithm can be stated as

A Matrix Projection Algorithm

1. Set W 0 = 0, τ = 1/8 and n = 0.

2. Find W n+1 from equation (3.53).

3. Check for convergence (e.g. max |W n+1 −W n| < 1/100).

• Either set n← n+ 1 and repeat step (2) and (3),

• or set D = F − γdiv
(
W n+1

)
and stop.

In [33] we show that proposed dual method increase the convergence speed

substantially. Approximately 1/10 of the number of iterations are needed for the

dual formulation compared to the primal formulation.

3.1.11 Inverse Scale Space

Until now we have discussed two different types of PDEs for image denoising,

the regularization methods and the scale space methods. In between these two

approaches we have the inverse scale space formulation.

As explained in section 3.1.5 the traditional scale space formulation starts with

a fine scale image and evolves this into coarser scales using a PDE. In the inverse

scale space formulation we reverse this and start with the coarse scale image and

evolve this into finer scales, see Figure 3.4. Even though this perhaps is more of

theoretical than practical interest the field has got a lot of attention [13, 43, 59, 82].

For scalar images the standard variational flow is given as

ut = R(u) − β(u− f) (3.54)

u(x, 0) = f, (3.55)

with appropriate boundary conditions. Here R(u) is a geometric regularization

functional and f is the initial data. In the ROF case the regularization functional

will be

R(u) = ∇ · ∇u
|∇u| . (3.56)

In order to reverse the flow Burger et al. [13] proposed the relaxed inverse
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(a) (b) (c)

(d) (e) (f)

Figure 3.4: The figure shows a relaxed inverse scale space flow. The time is

increasing from (a) to (f). Notice that fine details are added during the flow and

eventually the noise is added too.

scale space flow in the following way

ut = R(u) − β(u− f − v), (3.57)

vt = −α(u− f), (3.58)

u(x, 0) = mean(f), (3.59)

v(x, 0) = 0, (3.60)

where α ≤ β
5

is a relaxation parameter. This flow will evolve the solution from a

smooth initial condition mean(f) towards the data f . Theoretical proves for the

convergence of the relaxed flow can be found in [59].

3.1.12 Matrix inverse scale space

No known attempts have been made to develop inverse scale spaces for matrix val-

ued images. During the visualization and processing of tensor fields workshop in

Dagstuhl, Johan Lie and Bernhard Burgeth initiated a collaboration, and together

we have developed a novel method for matrix inverse scale spaces [54]. As in the

dual matrix case we apply the framework of Burgeth [14, 15] to make a matrix

version of the scalar PDEs.
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Here we will only focus on the ROF case, however the framework can be

applied to different regularizers R(u). Applying the framework of Burgeth we get

the matrix version of the regularizer (3.56)

R(u) = −div

(
1

|∇U | • ∇U
)
. (3.61)

The relaxed inverse flow can now be written for matrix valued images in the

following way:

∂tU = R(U) − β(U − F − V ),

∂tV = −α(U − F ),

U(x, 0) = simp(F )

V (x, 0) = 0,

(3.62)

with α ≤ β/5 and U, F and V being matrix fields. The expression simp(F ) stands

for a simplified version of F . This might be the arithmetic mean of the matrix

field F or the solution of another evolution process such as linear, Perona-Malik-

or TV- diffusion.

More details can be found in [54]. Here we also show numerical examples

which confirm that the inverse scale space concept can be transferred to matrix

fields via the operator algebraic framework.

3.2 Transform based denoising

Until now we have only considered variational and PDE based denoising. A

completely different strategy is transform based denoising. Transformed based

methods do not try to regularize the image directly in the spatial domain, but

transforms the image into a different domain before the denoising is done. Usu-

ally a frequency transform like wavelet, Fourier or Gabor transform is used

[29, 31, 35, 36, 37, 38].

The idea is quite simple. Frequency transforms have the advantage that a

smooth signal can be represented by a limited number of frequency coefficients.

However, Gaussian or white noise will distribute uniformly in the frequency do-

main, but with a much lower energy than the signal components. This is reason-

able since from the definition white noise is uniformly distributed in the frequency

domain. In Figure 3.5(b) we show the Fourier transform of a noisy sine curve.

Notice the spike which represents the sine curve, and the small uniformly distrib-

uted coefficients which represents the noise. This noise can easily be removed by

thresholding all the small coefficients. Usually this is done by hard thresholding,
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(a) (b)

(c) (d)

Figure 3.5: The figure illustrates denoising of a sine curve using hard thresholding

in the Fourier domain. (a) A sine curve added uniformly distributed noise. (b) The

frequency spectrum of the noisy sine curve (zero-frequency component is shifted

to center of spectrum). (c) The frequency spectrum after hard thresholding with

threshold level δ = 20. (d) The recovered sine curve

i.e.

yhard =

{
x(t) |x(t)| > δ
0 |x(t)| ≤ δ

,

where x(t) is the function being thresholded and δ is the threshold level. This

means that all function values with an absolute value below or equal to the thresh-

old level are replaced by 0, see Figure 3.6.
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Figure 3.6: Hard thresholding the function x(t).

In Figure 3.5(c) we show the result of hard thresholding the noisy frequency

spectrum. After the thresholding is done, the signal is transformed back to the

spatial domain, see Figure 3.5(d).

Transformed based denoising can be summarized in the following three step

algorithm:

• Transform the noisy data into the frequency domain.

• Threshold the resulting coefficients, thereby suppressing those coefficients

containing noise.

• Transform back into the original domain.

Transform based methods are quite popular and can be used for denoising of

a wide range of signals, like images, audio signals, geophysical data and infrared

spectra [1, 29, 31, 92]. Among popular methods are the VisuShrink [36] and

the SureShrink [37]. However, VisuShrink is known to produce overly smoothed

images.

The problem with images is that they in general are not smooth. Images con-

tain edges, which as in the PDE case cause problems. The reason for this is that

the wavelet or Fourier transform of an edge contains high frequency components

with low amplitude, see Figure 3.7. If a crude thresholding is applied, these coef-

ficients will be erased and result in ringing artifacts, see Figure 3.8. Thus finding

a good threshold is a crucial task, however this is not easy. VisuShrink uses a

global threshold, i.e. the threshold is constant for the entire image. This will pro-

duce overly smoothed images since edge coefficients are lost. In order to denoise

images the threshold has to be adaptive. In regions containing edges we need a

small threshold, whereas in regions containing no edges a larger threshold can be

applied. The SureShrink estimates the threshold from the energy in each subband
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(a) (b)

Figure 3.7: (a) A pulse and (b) the corresponding frequency spectrum (zero-

frequency component is shifted to center of spectrum).

(a) (b)

(c) (d)

Figure 3.8: The figure illustrates denoising of a pulse using hard thresholding

in the Fourier domain. (a) A pulse added uniformly distributed noise. (b) The

frequency spectrum of the noisy pulse (zero-frequency component is shifted to

center of spectrum). (c) The frequency spectrum after hard thresholding with

threshold level δ = 30. (d) The recovered pulse
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and works better with images. Chang et al. have proposed a method based on

Bayesian estimation [29].

Usually wavelet based transforms decompose the image into several subbands,

ranging from coarse to detailed scale. Thresholding is then performed in each

subband separately. In Fourier based methods a 2D window of fixed size is slided

over the image and each region is denoised separately. This crude segmentation

results in poor denoising compared to the wavelet based methods, and for a long

time wavelet based transforms have by far been the most superior ones. However,

recently a new method based on adaptive windows has been proposed [39, 40, 41,

46].

3.2.1 SA-DCT
The problem with the fixed window size is that the image is partitioned into re-

gions without taking into consideration the shape of the image. Many of the re-

gions will thus contain edges which will be destroyed in a thresholding procedure.

To fix this problem we need to pick regions which are as homogeneous as possi-

ble. In this way the regions do not contain edges, and we can apply thresholding

without destroying the edges in the image.

The proposed method relies on local polynomial approximation (LPA) and

intersection of confidence intervals (ICI) to span adaptive regions around every

pixel in the image. The idea is that the region spanned around a pixel should

contain pixels that have similar intensities. This results in homogeneous regions

without edges. These regions are then transformed into the frequency domain us-

ing a 2D shape-adaptive discrete cosine transform (SA-DCT). The noise can now

be removed by thresholding each region. DCT is used since this is a simplified

version of the Fourier transform, i.e. we have no phase information.

The region around a pixel is spanned from the 8 lines indicated in Figure 3.9.

The length of each line is chosen such that all the pixels along the line have similar

intensities. The method of intersection of confidence intervals is applied to detect

if there is a significant change of the intensity along a line. When the length

of every line is found the region is closed by joining neighbouring endpoints of

the vertices by line segments. The resulting region is then transformed to the

frequency domain and thresholded.

Since we span a region around every pixel we have an extensive region-

overlap, i.e. we have an overcomplete basis. To reconstruct the image we weight

every region together. The weights depend on the size and mean variance of the

region.

The method is shown to produce very good results. Another advantage is that

it is local in nature, i.e. every region can be processed separately. This makes it

very easy to parallelize.
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Figure 3.9: Illustration of the eight directions used to span a region around a pixel.

The state-of-the-are results makes the method attractive for denoising of 3D

scalar valued images as well as 3D matrix valued images. As a comparison to the

PDE methods we have extended the framework for denoising of both 3D scalar

valued and 3D matrix valued data [7].

The regions are now 3D and every region is spanned from 26 lines. The length

of every line is decided from the ICI rule and the region is closed by joining neigh-

bouring endpoints of the vertices by triangles. Every region is then transformed

with a 3D shape-adaptive DCT and thresholded. This method can be applied

directly to 3D data like MRI. In order to denoise DTI we apply the Cholesky

factorization D = LLT and apply the 3D algorithm to each element L.

More details can be found in [7]. Here we also show numerical examples on

both synthetical and real MRI and DTI data. The experiments indicate that the

performance of the method is similar to the proposed PDE methods.



Chapter 4

Summary of papers

In this chapter we will give a short summary of the six papers included in this

thesis. The papers are arranged chronologically, based on when the work was per-

formed. The majority of the work have been outlined in the introduction, however

for completeness we will summarize the results.
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Summary of Paper A
Image Segmentation Using Some Piecewise Constant Level Set Methods

with MBO Type of Projection

Xue-Cheng Tai, Oddvar Christiansen, Ping Lin and Inge Skjælaaen

In a series of papers Lie et al. [55, 56, 57, 58] have proposed a new method for

image segmentation. The method is called Piecewise Constant Level Set Method

(PCLSM) and is based on the Mumford-Shah image segmentation. Two different

variants of the method is proposed. A binary version which uses log2N level set

functions to identifyN regions and a version which uses a single level set function

to identify arbitrary number of regions.

In order to solve the PCLSM a variational problem needs to be minimized.

This is done by solving the corresponding Euler-Lagrange equation using a steep-

est decent method. However, this is computational heavy. In order to speed up the

computation we in this paper propose to solve the problem using operator splitting

[61, 62, 98].

In the paper we show how sequential and parallel splitting can be used to

split the Euler-Lagrange equation in two parts. The first of these problems can

be solved efficiently using a semi-implicit Picard iteration and exact solvers for

tri-diagonal matrices. The second problem can be solved as a projection similar

to the MBO scheme [67].

We show numerical results on both synthetical and real images and we com-

pare the results from the sequential and parallel splitting. With this new method

we have reduced the computational time considerably compared to applying a

steepest decent method on the Euler-Lagrange equations. However, the scheme is

reported to be sensitive to the time step, which makes the task of finding optimal

regularization parameters a harder task.
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Summary of Paper B
Fast implementation of piecewise constant level set methods

Oddvar Christiansen and Xue-Cheng Tai

This is an extension of Paper A. In the previous paper we proposed to use se-

quential and parallel splitting to split the Euler-Lagrange equations in two parts.

The first part was then solved using semi-implicit Picard iteration and exact

solvers for tri-diagonal matrices. The second part was solved using a projection

similar to the MBO scheme [67].

In this paper we propose to solve the second part in a different way. The sec-

ond part is essentially a constraint evolving the level set function towards integer

values. The effect of the constraint is controlled through a penalization parameter.

Instead of using the MBO scheme as in Paper A we apply Newtons method. We

show how we can ensure that Newton converges to a unique solution by choosing

the time step and the penalization parameter properly. In order to ensure a proper

evolution of the constraint, the proposed algorithm modifies the constraint para-

meter during the iterations. Initially the constraint has little impact, and during

the iterations the effect of the constraint is gradually increased.

We show numerical results on both synthetical and real images. The numerical

results indicate that the proposed method is not sensitive to the time step. This

makes it easier to find good regularization parameters.



44 Summary of papers

Summary of Paper C
Total Variation Regularization of

Matrix Valued Images

Oddvar Christiansen, Tin-Man Lee, Johan Lie,
Usha Sinha and Tony F. Chan

In this paper we generalize the total variation (TV) restoration model of Rudin,

Osher and Fatemi (ROF) [81] into a matrix valued method for denoising of DTI

data. The proposed method is an extension of the color TV method proposed by

Blomgren and Chan [10].

DTI data are matrix valued and every voxel contains a 3×3 diffusion matrixD.

This matrix is symmetric and positive definite. The eigenvalues and eigenvectors

span a hyperelipse which models the diffusion in the given voxel. We propose to

represent the matrix D by the Cholesky factorization

D = LLT . (4.1)

This ensures that the matrix is symmetric and positive definite.

In order to regularize the matrix valued data we propose to solve the following

minimization problem

min
�kl

⎧⎨
⎩
√∑

ij

(
TV[dij(kl)]

)2
+
β

2

∑
ij

∫
Ω

[
dij(kl) − d̂ij

]2

⎫⎬
⎭ , (4.2)

where {kl} ∈ {11, 21, 31, 22, 23, 33}. Here dij(lkl) are the matrix elements of

D as a function of its Cholesky factors L, d̂ij denotes the elements of the tensor

estimated from the noisy data and β is a positive parameter controlling the regu-

larization. In the model the first term is regularization functional, while the second

term is a fidelity term.

In the paper we derive the Euler-Lagrange equations for the minimization

problem (4.2). We show numerical examples demonstrating denoising of both

synthetical and real DTI data. In addition we present an evaluation of the de-

noised tensor field.
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Summary of Paper D
Shape-Adaptive DCT for Denoising of 3D Scalar and Tensor Valued Images

Ørjan Bergman, Oddvar Christiansen, Johan Lie and Arvid Lundervold

In this paper we propose a transformed based method for denoising of 3D

scalar and matrix valued data. The idea behind transformed based methods is to

transform the data into a more suitable domain and do the denoising there. Usually

wavelet or Fourier based transforms are used. The advantage of these frequency

transforms is that Gaussian noise will distribute uniformly with a low amplitude

in the frequency domain. Thus the noise can be removed by thresholding small

coefficients.

Traditionally, wavelet based methods have been the superior ones for denois-

ing of images. However, recently Foi et al. [39, 40, 41, 46] have proposed a new

method based on shape-adaptive DCT. This method has shown to produce very

good results and in this paper we extend it to 3D scalar and tensor valued images.

A problem when denoising images is that the edges result in small coefficients

in the frequency domain. If these coefficients are thresholded we will get ringing

artifacts. In order to avoid this problem Foi et al. propose to use adaptive windows.

The idea is to choose regions which are as homogeneous as possible. Around

every pixel a statistical method called intersection of confidence intervals (ICI) is

used to span a region containing similar pixels. This region is then transformed

using shape-adaptive DCT and thresholded.

In the paper we show how these adaptive regions can be extended to 3D and

denoised using a 3D shape-adaptive DCT. We show numerical examples on both

scalar and matrix valued data and compare the results to PDE denoising. The nu-

merical examples indicate that the proposed method achieves results comparable

to the PDE methods. An advantage with the proposed method is that it is local in

nature, i.e. every region can be processed independently. This makes the method

very suitable for parallel processing.
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Summary of Paper E
An Operator Algebraic Inverse Scale Space Method for Matrix Images

Johan Lie, Bernhard Burgeth and Oddvar Christiansen

During the last few years considerable research have been done to study multi-

scale properties of images using partial differential equations. In traditional scale

space methods we start with a fine scale image and evolve this into coarser scales

using a PDE. In the inverse scale space formulation this is reversed, and we start

with the coarse scale and then evolve the image towards the finer scales. This is

perhaps more of theoretical than practical interest, but the field has got a lot of

attention [13, 43, 59, 82].

To our knowledge no known attempts have been done to extend the framework

of inverse scale space to matrix valued images. In this paper we present a method

to extend the relaxed inverse scale space flow to matrix valued images. The work

is a result of a collaboration initiated during the visualization and processing of
tensor fields workshop in Dagstuhl.

Previously Burgeth et al. [14, 15] have presented a novel framework to find

matrix valued counterparts of scalar valued PDEs. In this paper we show how this

framework can be used to generalize the inverse scale space flow to matrix val-

ued images. We perform numerical experiments on synthetical and real diffusion

fields, which confirm that the inverse scale space concept can be transferred to

matrix valued data.



47

Summary of Paper F
A Dual Operator Algebraic Method for Regularization of Matrix Valued

Images

Oddvar Christiansen, Johan Lie and Bernhard Burgeth

A crucial part when dealing with image processing is the computational speed.

This is especially true when dealing with 3D matrix valued DTI data. These data

sets are huge, and if the algorithm is not computational efficient it can take several

hours or even days to complete the computation. If the method should be used

clinical it is obvious that the computational time must be kept at a minimum.

In this paper we propose a method which is very computational efficient. The

method is based on the dual method presented by Carter [17] and the framework

of Chambolle [20].

Following [17] the ROF model can be transformed into a dual problem which

is better behaved than the original problem, i.e. no division by zero is explicitly

performed in the Euler-Lagrange equations. Applying the method of Chambolle

[20] the dual problem can be solved in a very efficient way.

The theory is developed in the scalar case and the resulting problem is a PDE.

This PDE is transformed into its matrix valued counterpart using the framework of

Burgeth et al. [14, 15]. In the paper we show numerical examples which confirm

that the proposed method increases the convergence rate by a factor of roughly

10. This makes the proposed method feasible for clinical use.





Chapter 5

Conclusion

In this thesis we have presented new image processing techniques for segmenta-

tion and denoising of scalar and matrix valued data. The majority of the methods

are variational methods leading to partial differential equations. However, a new

transform based method for denoising is also presented. The main application for

the methods are in the field of Diffusion Tensor Imaging and Magnetic Resonance

Imaging, but other applications can also be found.

A segmentation method which improves the computational speed of the meth-

ods of Lie et al. [55, 56, 58] is proposed. When working with huge data sets as

images it is important to develop methods which are computational efficient. In

the original work of Lie et al. the variational problem was solved using steep-

est descent on the corresponding Euler-Lagrange equations. The steepest descent

algorithm is not computationally efficient and we propose an operator splitting

method for a more efficient solution of the problem.

We also propose a new method for denoising of matrix valued data. This

method can be used for denoising of diffusion tensor images. It is a well known

fact that these images contain a large amount of noise. A traditional way to in-

crease the quality of the data is to increase the number of directions used in the

recording, or to take several images from each direction and average these. How-

ever, both these methods increase the scanner time for the patient. We instead

propose to use low quality images and improve the quality of these by image

processing techniques. We propose a method which is a natural extension of the

color TV method of Blomgren and Chan [10]. The resulting method is a matrix

valued version of the ROF model of Rudin, Osher and Fatemi [81]. This method

is solved using steepest descent on the corresponding Euler-Lagrange equations.

In the numerical examples, processed low quality DTI images are compared to

high quality DTI images. The tests show that we are able to improve the quality

of the DTI images considerably.

Even though the proposed matrix valued regularization method produces ex-



50 Conclusion

ceptionally good results, it is not yet suitable for clinical use. The 3D DTI data

are huge and the computational time is several hours. In order to make the method

useful for clinical research, the method of steepest descent must be replaced with

faster methods.

To improve the computational time even further we proposed a dual method

for regularization of matrix valued data. The method applies the recently proposed

framework of Burgeth et al. [14, 15] to make a matrix valued counterpart of the

dual ROF model. Numerical results show that the proposed method reduces the

number of iterations by a factor of 10 compared to standard gradient methods.

This makes the proposed method useful for clinical research.

A transform based method for matrix valued images is also proposed. Span-

ning adaptive regions around every voxel we are able to apply frequency denoising

without destroying the edge information. The proposed method is local, i.e. every

region can be denoised separately. This makes the method very suitable for paral-

lel processing. Numerical experiments indicate that the efficiency of the method

is comparable to the PDE methods.

The framework of Burgeth et al. is also used to make an inverse scale space

method for matrix valued images. With this new method we are able to flow from

a simplified matrix field towards a more detailed matrix field.

The dual framework has shown very promising results and is a very interesting

topic for further research. Just recently Chan et al. [12] have proposed a dual

extension of the color TV model. It would be interesting to extend our matrix

model and compare the efficiency against the operator algebraic dual method.



Acronyms

BV Bounded Variation

CT Computertomografi

CV Chan-Vese Model for image denoising

DCT Discrete Cosine Transform

FA Fractional Anisotropy

ICI Intersection of Confidence Intervals

LPA Local Polynomial Approximation

MBO Merriman, Bence and Osher Scheme

MMC Motion by Mean Curvature

MR Magnetic Resonance

MRI Magnetic Resonance Imaging

NMR Nuclear Magnetic Resonance

NMRI Nuclear Magnetic Resonance Imaging

PDE Partial Differential Equation

PET Positron Emission Tomography

PCLSM Piecewise Constant Level Set Method

PM Perona-Malik

RA Relative anisotropy

ROF Rudin, Osher and Fatemi Model for image denoising
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SA-DCT Shape Adaptive Discrete Cosine Transform

TV Total Variation
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