# ERGMOH-SQUARED SHOULD BE gRERERED TO EMA.-SQUARED* Hans-ligne Dikeland, iniversity of Bergen 

## Tntrodurtion.

An increasjing interest of recent years in variance-accounting procedures in the analysis of experimental and ex post facto azte has forcibly bought forth that Arova (anclysis of variance) in addition to being a otrong infercnec-mering device is also a powerful correlational technique, applicable to data not mecting the requirements of variables in traditional partiel, semipartial, and multivie correlation.

However, for the rescarch worker the proliric exploration of ANOVA as a variance-accounting method accompanied by ambiguously vague guidoncs in the use of it, has probably at present resulted in sone confusion as to which variance ratio to choose for various types of data and different research problens. Thene is a geminely felt need, I think, for further and deeper penctration into the nature and informative velue of constmets like eta-squared, epsilon-squarea, omega-squared, and ratios of variance components. Along with this shoula go a more systematic stajy of the previone literature to maice it clear to what extent seemingly new con-. structs in this fiel.d to day are rediscoveries of constructs already conceived some 50 or 60 years ago (see, for example, Isserlis 1919, Pearson 1923, Wishart 1932).

- The djscussion presented in this paper is a report on a project in winich the author is presently engaged with the purpose of collecting and integrating, historically and systematically, the scattered and piecemeal treatments of the differeat topics and

[^0]issues conceming the variance-accounting aspects of ANOVA.
As I see it, information on"variation accounted for"in ANOVA. designs can be extracted from three levels: the level of sum of squares, the level of mean squares, and the level of variance components which is the deep, latent structure of mean squares. There should be general agreement that the ratic eta-squared is a sums of squares ratio, that epsilon-squared and omega-squared ${ }^{1 \text { ) }}$ are ratios on the meanlsquares level, and that intraclass types of correlation are variance components ratios.

> 1) No distinction will be made in the present paper between epsilon-squared and onega-squared. They are in principle identical measures of association (see Glass and Hakstian 1969), the distinguishing feature being a slight difierence in the definition of total variance. The author's personal preference is for epsilon-squared.

Now, in a very general sense sums of squares ratios, mean square ratios, and components ratios are stmucturally alike. They $a l l$ give the proportion of variation accounted for. Thus, Hays (1963), 325 maintains that "the index omega-squared $\left(\mathrm{Ns}^{2}\right)$ is almost identical to two other indices,...the intraclass correlation and the corcelation ratio" (the last one called eta or eta-squared in this paper). Haggard(1958), 6 says, "The coefficient of intraclass correlation is the measure of the relative homogeneity of the scores within the classes in relation to the total variation among all the scores in the table"..."inore specifically, we may wish to know to what extent the variation of scores within classcs (perscns, traits, etc.) is less than the variation of scores between classes" ( p 7 ). Haggard's description of the intraclass correlation j.s so general and therefore so vague that it applies as well to the other ANOVA measures of association, like etasquared and epsilon-squared.

To me it row seems important to put an emphasis to what may be said to be the distinguishing features between eta, epsilon, an alpha (an alternative name for intraclass correlation or componentis ratios) in order that one should be able to see what can be considered a. sound and differentiated application of the various measures of association.

According to my own conception a fundamental distinction should be made between eta and epsilon on the one hand and alpha (intraclass cormelation) on the other. While eta and epsilon are ratios of manifest, observed measures of variation, alphei is a ratio of inferred measures of variation, implying a theoretical structure of the measures.

In the subsequent discussion no further attention will be paid to the construction of alpha as distinct fron the construction of eta and epsilon. Rather, the emphasis will be put on an argument for the convincing reason why the research worker should choose epsilon-squared before eta-squared as a general recommendation when intraclass correlation is judged out of question.

## Uneasiness about the application of eta-squared.

Recent treatments of eta-squared (see, for example, Cohen 1968, Overall and Spiegel 1969, Kennedy 1970, Eikeland 1971, Cohen 1973) have been mostly concerned with describing the neat formal Implicitly so to speak properties of a general eta constrict./according to these treatments, the research worker in substantive fields may feel free to an almost unrestricted use of eta-squared, since warnings for not using eta-squared are almosthacking.

Tn my own thinking and in the role as a consul tant to research workers in different fields I have become somevhat uneasy about an unceserved application of eta-squared, and some dramatic experiences with spuriously high ratios for no good reason have forced me to seek for a more definite answer to why artificial results so easily obtain. The vague feeling that it had something to do with degrees of freedom made me more disquict than quiet as long as an intuitive understending of what was at work could not be provided.

Most dramatically I experienced how deceptive and untrust.. worthy eta-squared can be in analyzing a methods experiment one of my consultees made, using a repeated measures design with 48 subjects and 2 replications (pre- and posttest). What struck me as unreasonable was that the eta-squared for differences between subjects across replications was so unexpectedly large. I therefore decided to perform a random experiment with the 96 actual scores gained from the methods experiment. From the pool of 96 scores I randomly picked observations to put in the 48 by 2 cells. in the design table. Certainly, the logical expectation of etasquared for suibjects should be zero. However, I got $\eta^{2}=0.52$.

## The expectation of eta-squared in rancom experiments.

When a null condition exists in a data matrix, variation of scores within groups should be equal to variation of scores between groups. From elementary sampling sta.tistics one knows that the expected standard deviation of group means based on random samples of equal size drawn from the same population is a function of the population standard deviation and sample size.

For gaining on intuitive understanding of how to find the ex... pected eta-squared under null condition, the standard error of the meen and its basic meaning should prove an advantageous point of departure.

Recalling that for a simple ANOVA desiga eta-squared can be defined as the ratio of between groups sum of squares to total sum of squares, the expected etansquared can be derived the following way:

$$
\begin{align*}
& =\frac{E\left(S S_{M}\right)(k-1)}{E\left(S S_{M}\right)(M-1)}=\frac{k-1}{M-1} \tag{1}
\end{align*}
$$

in which $E\left(\eta^{2}\right)$ is expected eta-squared, $E\left(S S_{B}\right)$ the expected sum of squares for groups, $E\left(S S_{T}\right)$ expected total sum of squares, $n$ number of observations within groups, $\sigma$ the population standard deviation, $k$ the number of groups, an total number of observations.

In deriving $(k-1) /(N-1)$ as the expected eta-squared under. null condition som/explanation in the development of fomuia (1) is in order. To obtain the expected $\mathrm{MS}_{\mathrm{B}}$ in Arrova from the standard deviation in the population one needs to multiply the variance of the means, $\sigma^{2} / n$, by $n$ because in ANOVA the $M S_{B}$ is the variance of the $l \mathrm{ln}$ scores when the respective group means have been substituted for observed scores. Thus, $n \sigma^{2} / n$ is the $E\left(\mathbb{M S}_{B}\right)$, and multiplying by $(k-1)$ gives $E\left(S S_{B}\right)$. Further, one
should note that $\mathrm{E}\left(\mathrm{SS}_{\mathrm{T}} /(\mathrm{N}-1)\right)$ can be substituted for $\sigma^{2}$. In manipulating the expression it reduces to (k-1)/(IT-1): The expected eta-squared under null condition is the ratio of degrees of freedcrn for between groups to degrees of freedom for the total population oi the sample. Of course, the total sample as a popilation should be thought of as extremely large.

It is thought that the derivation performed above should have an intuitive appeal and that it is approximately correct, statistically viewed. For those who are well versed in the logic of the variance estimates in ANOVA it would even be meaningful to derive expected eta-squared more directly by just multiplyirig $\sigma^{2}$ by $(k-1)$ to obtain $E\left(S S_{B}\right)$ and $\sigma^{2}$ by $(N-1)$ to obtain $E\left(S S_{\mathcal{R}}\right)$ and taking the ratio of the two. Thus,

$$
E\left(\eta^{2}\right)=\frac{E\left(S S_{B}\right)}{E\left(S S_{T}\right)}=\frac{\sigma^{2}(k-1)}{\sigma^{2}(N-1)}=\frac{k-1}{N-1}
$$

Expected eta-squared under null condition has been derived on a strictly mathematical basis by Pearson (1923) and. Wishart (1932). Wishart's result is the same as obtained in the present derivation, but in Wishart's derivation there is not much intritive logic to be discemed for the mathematically uninitiated. Kelley (1935) and Peters and Van Voorhis (1940) both mention that expected eta-squared is ( $k-1$ )/(IT-1) when the population eta-squared is zero. But their derivations are indirect through the derivation of epsilon-squared.

How to understard the spuriousness in eta-savared.
Even with a proof that expected eta-squared under null con... dition is a function of degrees of freedom, it is somewhat difficult to grasp what kind of artificiel effect is at work. An insight into the seeming mysteries of why spurious ratios obtain can be provided by becoming aware of the fact that the between groups variance can be shown to be equal to the covariance between observed and predicted scores (Eikeland 1971). Now, the hazard here is that each observed score participetes in its own prediction as the predicted score is the mean of the defined group's scores. There is thus an inherent contamination in the covariance between observed and predicted scores. The magnitude of the spuriousness is a question of the influence an observed score has in its owm prediction. The less the number of observations within groups, the more contamination will arise. With only two observations per group as a basis for prediction the expected eta-squared under null condition will have 0.50 as a linit when the number of groups increases. In locing at ratios of sums of squares this way, my own dramatic experience of an extremely high eta-squared coefficient when a zero one was expected, can be explained by the fact that in obtaining the eta-squared for differences between 48 persons I had only 2 observed scores for estimating the predicted score for the selfsame 2 observed scores. It goes withcut saying that the contamination must be appreciable. In fact, I had to expect an etiasquared coefficient of magnitude $(k-1) /(\mathbb{N}-1)=(48-1) /(96-1)=$ 0.49. Recalling that my random experiment generated an eta-squared of 0.52 , the result can be considered a probable event from a sampling point of view.

In research where multivariable designs are used with reletively small samples it should by now be clear that eta-squereo. can be a quite treacherous measure of strength of association between independent classificatory variables and a dependent quantitative dopendent variable. By knowing that spurious results is dependent on the relation of nurner of groups to total number of observations, one can compare observed eta-squared with its expectation under nuil condition and take account of this in the interpretation. It is of course a much better situation than being naive and ignorant in this respect. But there is an even better solution.

Ensilon-squered and its expectation under nuly condition.
Fortunately, there is another choice for a measure of strength of association which will correct for the dependency of etasquared on decrees of freedom. Kelley (1935) was aware of the bias in eta-squared and developed its unbiased companion,epsilonsquared, $\varepsilon^{2}$, where sums oin squares were substituted for mean squares,

$$
\begin{equation*}
e^{2}=1-\frac{\mathrm{MS}_{\mathrm{W}}}{M S_{T}}=1-\frac{S S_{W} /(\mathrm{N}-\mathrm{k})}{\mathrm{SS} S_{\mathrm{T}} /(\mathrm{N}-1)}=1-\frac{\mathrm{SS} \mathrm{~S}_{\mathrm{W}}(\mathrm{~T}-1)}{\mathrm{SS}_{\mathrm{T}}(\mathrm{~N}-\mathrm{k})} \tag{2.}
\end{equation*}
$$

where $k$ is the number of groups and $\mathbb{N}$ total number of observations.
Formula (2) can easily be inanipulated into another form by writing $S S_{W} / S S_{\mathrm{I}}$ as $i t s$ complementary value, i.e. $\left(1-\eta^{2}\right)$,

$$
\begin{equation*}
e^{2}=1-\left(1-n^{2}\right)\left(\frac{N-1}{N-k}\right) \tag{3}
\end{equation*}
$$

which shows that epsilon-squared has just the same form as
the shrinkage formula in traditional multiple correlation. This can be found in Peters and Van Voorhis(1940), Cohen(1965)and(1968) Cureton (1966), Glass and Hekstian(1969)and McNemar(1969).

What is of considerable interest in oun context is the expectation of $\varepsilon^{2}$ under null condition. Fy substituting ( $k-1$ )/(N-1) for $\eta^{2}$ in (3) we get,

$$
\begin{align*}
\varepsilon^{2} & =1-\left(1-\left(\frac{k-1}{N-1}\right)\left(\frac{N-1}{N-k}\right)\right. \\
& =1-\left(\frac{N-1-k+1}{N-1}\right)\left(\frac{N-1}{N-k}\right)=1-\left(\frac{N-k}{N-1}\right)\left(\frac{N-1}{N-k}\right)=1-1=0 \tag{4}
\end{align*}
$$

Thus, epsilon-squared has a chance value of zero when zero association exists in the population between the independent and the dependent variable, which shows that we are better off with epsilon-squared than with eta-squared.

In applying (3) to my ow dramatic example, the spuriously high eta-squared of 0.52 will be corrected to 0.05 , which under the null condition (random experiment) is quite a pleusible result for a measure of association.

Partial, semipartial, and multiple eta-squared and evsilonsquared.

The demonstrations presented above have all been for the one-way ANOVA design, Most likely, in practical research work the more fruitful application of measures of strength of relationsnip will prove to be with multivariable designs, i.e. with more than one independent variable. Generalizing to more complex
designs will not be too difficult. In the multivariable case one should be careful to recognize the options the researcher has in choosing variants of measures of association. for orthogonal multiways ANOVA designs, i.e. where a correlation exists between the independent variables, the relation between independent variables and the dependent varieble can be explored by way of four types of association which for conceptual purposes should be distinguished as principally different.
a) The relationship between one independent variable, uninfluenced by other independent variables/in the design, and the intact dependent variable.
b) The relationship between one independent variable, uninfluenced by other indevendent variables in the deaign, and a reduced dependent variable where the other independent variables have also been partialled out.
c) The relationship between a combination of orthogonalized independent variables and the intact dependent variable.
d) The relationship between a combination of orthogonalized independent variables and a reduced dependent variable where the independent variables not included in the combination are partialled out.

The categories of relationship listed above correspond to descriptive, statistical constructs well known from more traditional correlational analysis. In ANOVA designs the resulting be measunes of association could appropriately дramed,
a) semipartial, bivariate eta-squared or epsilon-squared
b) partial, bivariate eta-squared or epsilon-squared
c) semipartial, multiple eta-squared or epsilon-squared
d) partial, multiple eta-squared or epsilon-squared

Semipartial correlation (see, for example, Hunnally 1967) is here used as a synonym for the more commonly used part correlation (see, for example, NoNemar 1959).

Which type of measure of association to choose is for the rosearch worker to decide depending only on the research problem he seeks an enswer to. Thus, there can be no general recommendation that either a partial or a semipartial approach should be a best procedure (cir. Kennedy 1970 and Cohen 1973).

It proves almost prohibitive to work out a set of formulas to be applicable to any kind of complex Arova designs when these measurcs of association are sought for. Nechanical rules will not do. Insichtrul thinking is necessary to be able to construct what Cohen (1973), 111 calls/"custom-tailored parti.al $\eta^{2}$ ". In the systen/categories presented above one would like to say "custompartial and
tailored/semipartial $\eta^{2}$ or $\varepsilon^{2} "$.

In order to be more concrete and specific as to what the different measures of association ( $a-d$ above) mean ana hovi they can be worked out and interpreted, a set of hypotinetical data is presented in the matrix of Table 1. An experiment is performed to assess the effect of IQ group membership and sociceconomjc group membership, SE , separately for each variable, inthe cluded /interaction, and also in combination, on school achievenent. IQ group membership is obtained by having teachers rate pupils as above or below median intelligence, and two socioeconomic sub-populations are deliberately chosen so as to possibly
maximize hypothesized effects. Let us assume proportionate, stratified random sampling, and a total sample of $N=20$.

Table 1. Hypothetical data matrix.

|  | low ( $\mathrm{B}_{1}$ ) | $\mathrm{SE}_{\text {hilgh }}\left(\mathrm{B}_{2}\right)$ |  |
| :---: | :---: | :---: | :---: |
| $I Q_{h i g h}\left(A_{1}\right)$ |  | 28 |  |
|  |  | 2.6 |  |
|  | 24 | 24 |  |
|  | 22 | 22 | 22,0 |
|  | 20 | 20 |  |
|  |  | 18 |  |
|  |  | 16 |  |
| $\mathrm{IO}_{\mathrm{Iow}}\left(\mathrm{A}_{2}\right)$ | 22 |  |  |
|  | 20 |  |  |
|  | 18 | 22 |  |
|  | 16 | 20 | 17,2 |
|  | 14 | 18 |  |
|  | 12 |  |  |
|  | 10 |  |  |
|  | 17,8 | 21,4 | 19,6 |

As can be seen from the data matrix the design is made nonorthogonal. There is a correlation between IQ and SE, or between A and $B$, but the interaction $A B$ is uncorrelated with both $A$ and B. (This is a deliberate simplification in order not to complicate matters too much in the analytic procedure.)

In reading the AITOFA table, Table 2 , one should note that the sums of squares in colurn $S S_{1}$ are not additive, i.e. they do not sum to $S S_{T}$, the total sum of squares. While the observed SSs for $A, B$, and $A B$ add to 196,8 , the correct $S S$ for combined groups is 148,8 . This discrepancy is a consequence of the corre-
lation between $A$ and $B$. In colwm $S_{2}$ the influence of intel.. ligence on socioeconomic groups has been parijalled out, and

Table 2. ANOVA table for hypothetical data.

| Source | a:L | $S_{1}$ | $S_{1}$ | $S_{2}$ |
| :--- | ---: | ---: | ---: | ---: |
| A (IQ) | 1 | 115,2 | 115,2 | 67,2 |
| B (SD) | 1 | 64,8 | 16,8 | 64,8 |
| A.B | 1 | 16,8 | 16,8 | 16,8 |
| Wi.thin cells | 16 | 240,0 | 240,0 | 240,0 |
| Total | 19 | 388,8 | 388,8 | 388,8 |

in column $\mathrm{SS}_{3}$ the influence of SD on IQ has been partialled out. Ihe partialized $S S s$ will be symbolized as $S S_{B_{B} A}$ for column $S_{2}$ and $\mathrm{SS}_{\mathrm{A} . \mathrm{B}}$ for colum $\mathrm{SS}_{3}$. Dy the vartializing procedure columns $S S_{2}$ and $S S_{3}$ have been made additive. This is accomplished for column $\mathrm{SS}_{2}$ : for example, by suiotracting $A^{\prime} s$ and $A B \prime$ contributions from $S S$ for combined groups which is 148,8 . Thus, $S_{B} S_{A}=$ $S S_{G}-S S_{A}-S_{A B}=148,8-115,2-16,8=16,8$ which is $\mathrm{B}^{\prime}:=$ contribution independent of both A's and AB's contributions to the group variation.

Now, let us see how the four categories of measures of association related to complex ANOVA designs, the a-d categories pp.1011 above, can be applied in our example. Say that the research problem concems the effect of SE on school achievement with the influence of $I Q$ controlled.
a) If the intention is to asses the strength of association between SE with IQ partialled out and the intact scores on school achievement, i.e. when all other systematic variables are partialled out of the independent veriable of concerm but not out of
the dependent variable, then a semipartial eta-squared or epsilon-squared is called for.

First, the scraipartial, bivariate eta-squared will be symbolized, defined, and computed. The research problem as posed here will be concemed with column $S_{2}$ in Table 2 because it is a question of controlling IQ. Thus,

$$
\begin{equation*}
\eta_{Y(B, A, A B)}^{2}=\frac{S S_{B \cdot A}, A B}{S S_{T}}=\frac{16,8}{388,3}=0.0432 \tag{5}
\end{equation*}
$$

In (5) the subscript to eta-squared should be noted. It signifies that eta-squared is between intact $Y$ (dependent variable) and 3 controlled for A and AB. In our example it is unnccessary to control $B$ for $A B$ since $B$ and $A B$ are uncorrelated already by design. However, for the purpose of covering the more general. case of nonorthogonal design, $A B$ is included as if controlled for statistically. The result in (5) is commonly desoribed as the correlation between $Y$ and $B . A, A B$ which is the square of 0.0432 , i.e. 0,208 . There is not much gained by sticking to this convenvention since the squared coefficient lends itselt so much more eas:ily to a meaningful interpretation.

Of even more interest in our context is to develop the degrees-of-freedom-corrected eta-squared of (5). Formula (2) with a slight modification will be used. In stead of $\subseteq S_{W}$ we now had better change to $S_{R}$, meaning sum of squares for residual. By $S S_{R}$ we shall mean the left-over $S S$ when $S S$ Por the systematic source of interest is subtracted from the defined total SS, which can be either the unreduced total $\mathrm{SS}, \mathrm{SS}_{\mathrm{m}}$, or a reduced SS total, $S S_{T}$, In effect, ${S S_{R}}$ will be a new "error" term including a
gemine error term $\mathrm{SS}_{1}$ +systematic sources. More in keeping with the logic of semipartial, bivariate eta-squered or epsilonsquared would be, I think, to regard the systematic variation not included in the systematic variation of interest as ignored variation. Ey taking one sytomatic source of variation at a time, ignoring the other systratic sources, one behaves as if no more information were at hand than that contained in the source of particular interest right now. Therefore, the ignored systematic variation will temporarily go to the noise category of variation end in a way reduce the signal by signal + noise ratin. (Notice, this will not happen when partial eta-squared or epsilon-squared are used.) ffter this, a more general definition of epsilon-squared for the semipartial, bivariate category can be written,

$$
\begin{align*}
\varepsilon_{Y(B . A, A B}^{2} & =1-\frac{S S_{R}}{S S_{T}}\left(\frac{d f_{T}}{d \mathcal{S}_{R}}\right)  \tag{6}\\
& =1-\frac{372,0}{388,8}\left(\frac{19}{18}\right)=1-1,009945=-0,009945
\end{align*}
$$

Epsilon-squared of (5) applied to our hypotheticel data has a value of zero. This means that there is no association between school achievement and SE when the SE effect is taken as an average aeross the two IQ groups, and when the general IQ effect on school achievement across the two SE croupe has for the two IQ groups been controlled for. (A possible differential $S E$ effect/on school achievement,with general IQ effect controlled for, has to do with the strength of association between the AB interaction and $Y$, school achievement.)

Formula (6) can be manipulated into another form, yielding

$$
\begin{equation*}
E_{Y}^{?}(B \cdot A, A B)=\frac{S S_{B} \cdot A, A B-(B-1) M S_{R}}{S S_{M}} \tag{7}
\end{equation*}
$$

where $B-1$ is degrees of freedom for $B$.
b) If one is interested in the relationship betwecn $S E$, uninfluenced by $I Q$ and the $S E / I Q$ interection, and schocl achievement, also uninfluenced by $I Q$ and the $S Q / I Q$ interaction, then a partial, biveriate eta-squared or epsilon-squared is called for.

$$
\begin{align*}
Y_{Y B}^{2} A, A B & =\frac{S S_{B, A, A S}}{S S_{B \cdot A, A B}+S S_{R}}=\frac{S S_{B \cdot A, A B}}{S S_{T 1}}  \tag{8}\\
& =\frac{16,8}{16,8+240,0}=0,0654
\end{align*}
$$

Partial epsilon-squared, by adapting fiomula (6) to the present condition, will become,

$$
\begin{align*}
\varepsilon_{Y B . A, A B}^{2} & =1-\frac{S S_{R}}{S S_{T},}\left(\frac{d f_{T}}{d f_{\mathrm{K}}}\right)  \tag{9}\\
& =1-\frac{240,0}{256,8}\left(\frac{17}{16}\right)=0,0070
\end{align*}
$$

A particular attention should be paid to the number of degrees of freedom going with partial epsilon-squared. In the prosent case, two sourees have been partiailed out, each with $\mathrm{df}=1$. Thus, $\mathrm{df} \mathrm{T}_{\mathrm{T}}$ will be 2 less than $d f_{\mathrm{T}}$, end $d f_{R}$ will be 1 less than $\mathrm{dr}_{\mathrm{m}}$, since the systematic source of interest in the measure of association has $d f=1$. The altermative form to (9) will be,

$$
\begin{equation*}
\varepsilon_{\mathrm{YB}, A, A B}^{?}=\frac{S S_{B} A, A B-(B-1) M S_{R}}{S S_{T 1}} \tag{10}
\end{equation*}
$$

It should be noted thats $\mathrm{MS}_{\mathrm{R}}$ in (7) and $\mathrm{MS}_{\mathrm{N}}$ in (10) are not the same definitions of the residual variation (see p $1 f$, bottom).

Formula (10) can be show to be identical to fomula (186) in Peters and Van Voorhis (1940);p.354, with a slight modifivation made for the case of intercorrelated independent variables in our formula (10).
c) Jultiple correlation is the correlation between a combination of orthogonalized independent variables with a criterion. It is basea on a sempartial correlation procedure in that an independent veriable is partialled cut of another independent variable but not out or the deperdent variable. In our case the multiple etq-squared is given by taking the ratio of the betwecn groups suun of squares, which is 448,8 , and total sum of squeres, which is 388,8 . By this proceaure maximum variation accounted for is taken out. No redundancy will occur even if the independent variables are correlated. Thus,

$$
\begin{equation*}
\eta_{Y}^{2}(A+B \cdot A+A \cdot B \cdot A, B)=1-\frac{S S_{W}}{S S_{T}}=\frac{S S_{B}}{S S_{T}}=\frac{143,8}{389,8}=0.3327 \tag{i1}
\end{equation*}
$$

The parallel to the shmunken multipie correlation squared in traditional multiple correlation procedures is nultiple epsilonsquared. By using fommula (2),

$$
\begin{equation*}
\varepsilon_{Y(A+B \cdot A+A B, A, B)}^{2}=1-\frac{S S_{W}}{S S_{T}}\left(\frac{N-1}{N-k}\right)=1-\frac{240,0}{388,8}\left(\frac{19}{16}\right)=0, z 670 \tag{12}
\end{equation*}
$$

The estimate of the bias in multiple eta-squared is obtained by taking the $(k-1) /(\mathbb{N}-1)$ ratio, i.e. $3 / 19=0.1579$, which is the expectation of (11) when no substantive association exists in data

The a femative formula, adapted for the case of multiple epsilon-squared, will have the following form,

$$
\begin{align*}
\varepsilon_{Y}^{2}(A+B \cdot A+A D \cdot A, B) & =\frac{S S_{G}-(G-1) M S_{W}}{S S_{T}}  \tag{13}\\
& =\frac{148,8-(4-1) 15.0}{388,8}=0,2670
\end{align*}
$$

where $S S_{G}$ is the sum of squares for the four groups in the data matrix of Table 1 and $G$ total number of groups in the design.
d) In c) above where multiple eta-squared and epsilon-squared were decribed, all three incependent variables; $A, D$, and $A B$, were used as prodictors. By so doing, the influence of IQ together with $S E$ and the $S E / I Q$ interaction was observed. Now, retuming to the research problem as sketched previously (see p. 13), we mingt be interested in seeing to what extent a conbined general and differential SE effect influences achievenent seores when intelligence is controlled for both in the indepondent variables ard the dependent variable. The general SE effect is shown it there is e/ a. dirference in average achievinent scowe for the two GE groups across the two IO groups. A differential SE effect is present if the difference in achievement between the SE groups is different for the two intelligence groups. The problen set forth here asks for a partial, multiple eta-wquared or epsilon-squared which can be obtained the following way, firsti eta-squared,

$$
\begin{align*}
\eta_{Y(B+A B \cdot B) \cdot A}^{2} & =\frac{S S_{B \cdot A}+S S_{A B} \cdot A_{2} B}{S S_{B \cdot A}+S S_{A B} A, B}+S S_{Q V}  \tag{14}\\
& =\frac{16,8+16,8}{16,8+16,8+240,0}=\frac{33,5}{273,6}=0,1228
\end{align*}
$$

$$
\begin{align*}
& \text { Next, fpsilon-squarea for the same problem, } \\
& \varepsilon_{Y}^{2}(B+A B \cdot B) \cdot A=1-\frac{S S_{R}}{S S_{T P},}\left(\frac{d f_{R}}{d f_{R}}\right)=1-\frac{240,0}{273,6}\left(\frac{18}{16}\right)=0,0132 \tag{9}
\end{align*}
$$

The form of the partial, multiple epsilon-squared as given above is equal to fomula (9) but the content is somewhat different, as can be scen by comparing (8) and (14). In using (9), it should be clear that the problem posed defines $\operatorname{SS}_{\mathrm{m}}$, and $\mathrm{SS}_{\mathrm{R}}$ in (9).

The alternative fom to the partial, multiple epsilon-squared will be,

$$
\begin{equation*}
\varepsilon_{Y(B+A B \cdot B) \cdot A}^{2}=\frac{S S_{B \cdot A}+S S_{A B \cdot A} \cdot B-\left(d f_{B}+d f_{A B}\right) I A S_{D}}{S S_{T} \prime} \tag{15}
\end{equation*}
$$

The custom-tailored forms given to etamsquared and epsilon.squared above for specific questions put to data should be a reminder to the research worker that it is difficult to give quite general. Jomulas for complex desiens because so many pos.. sibilities exist for specific problems to seck an answer to. The presentation above is thought to be of considerable help in showing that a conceptualization of the problem is necessary in order for the research worker to be able to find a solution to how to generate the correct measures of association.

The presentation also has show that for every eta-squared there has been a companion epsilon-squared at hand.

The reason wh ensilon-squeree should be preferred.
Kelley (1935) in describing the properties of epsilonsquared did not make a very strong case for generally prefering epsilon-squared to eta-squared. Peters and Van Voomis (1940) seem more intent on the use of epsilon-squared them any other some 35 to 40 years age, but later on tine interest in both measures dwindled, and they were almost forgotien. Bolles and Messick (1958), Gaifo(1958), and Diamond (1959) did not succeed in raising a new interest.

Hays's (1963) introduction of onega--squared (in fact, a re.. introduction of epsilon-scuared) has cavght much attention and led to extended use of neasures of strenght of association in AJOVA contexts. But Hays did not compare eta-scquareci end omega.squared. Cureton (1966) presented a very interesting and illuminating categorizing of correlation coefficients where the dis.e tinguishing feature may be said to be whother the cocfficieats were corrected or not corrected for bias because of degrees of freedom, But he does not take a stand as to application for one category in preference to another. To him the choice is a matter of personal preference. The present author (Aikeland 1971) in his description of how general the eta concept was, paid no attention to epsilon-squared. The same i.s the case with Kernecy (1970), and Conen's (1973) reply to Kennedy does not point to epsilonmore squared as a/preferable choice than eta-msquared.

Thus, research workers in the substantive fields do not seem to have been well guided by methodological papers in the journals to make what to me now looks as the most reascnable choice,i, e. applying epsilon-squared is generally speating the safest choice.

Fiy om experience and thinking leave no dount about that any longer. Althouch in principle eta-squared and epsilon-squared convey the same information from data, eta-squared has the builtmin bias that happens to / quite deceptive and misleadins / In using epsilonmsquared one need not be too vary about small samples in reseanch work as no bias is introduced for thet reason. Certainly, srall samples should make us cautiovs in deciding what should be regarded as signal und what as roise because sampling tiuctuations will be more predominant in the statistics, but this is not bias.

The research worker, being ignorant of the spuriousness in eta-squared, is likely to be deceived, for example, in exploratory investieations with a fixed data set and possibilities of splitting it up in more and more categories. Each new category will almost certainly seen to account for varietion since etam squared most probably will go up by sheer artificial rcasons. (For an example of this kind of application, see Solstad 1973.) In such cases the informed researcher knows that an automatic increase in eta-squared is likely to happen because the numerator in expected eta-squared ( $k-1$ ) goes up wille the denominator ( $1 \mathrm{~F}-1$ ) renains constant. In this regard epsilon-squered is safe, and it is a convincing reason for recommending it to be lised

Eta-squared and epsilon-squared - how mearingiul are ther?
Some years ago Glass and Hakstian (1969) brought forth what might seem a devastating argument against the use of measures of strength of association for fixed ANOVA designs. According to them one chould cather not use, for example, epsilon-squared.

The heart of the matter, as they see it, is that it is not meaningful to describe results in terms of a (squared) correlation coefficient when the levels of one of the variables (the independent one) are arbitrarily or purposely chosen by the investigator, and more often than not ill defined. Certainiy, there are precautions to observe in this respect, but Gless and Hakstian's argument applies as well to the use of a fixed effects ANOVA model at all as to the use of measures of association.

There can be good reasons for not using the term correlation in this context. Hays (1963) distinguishes between regression problems and correlation problems (approximately equivalent to the distinction between fixed effects and renaion effocts models in AnOVA). Glass and Hakstian argue forcefuliy for an approach to problems that fits the rondom model, i.e. one should be more concemed with drawing levels randomly to achieve representative designs. Nobody will disagree, but there cen be no doubt that fixed effects models are needed in secking answers to research questions. In Hay's terms, regressich problems are relevant.

In my view the measures of strength of association related to fixed effects AINOVA designs might well be named differontiationi ratios (see Diamond 1959) to avoid the mixing up with correlation coefficients in a more narrow sense.

Glass and Hakstian's discussion is a reminder not to interpret such differentiation ratios in any absolut/sense. But that is even the case with coefficients in more traditional correlation problens. The interpretation of such ratios will always have to be made in a comparative and relative context, depending
on the chosen levels of the fixed indopenkent variables, the sample provided, previous result with the same lind on problem, and so on.

With such precautions in mind I can see no reason not to make more cxtensive use or epsiton-squared.
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