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Abstract
In most countries the authorities impose capital requirements on

insurance companies in order to avoid the adverse consequences to
society when insurance companies default on claims. Since holding
capital is costly, this naturally leads to the problem of deciding how
large the risk reserve needs to be, or what is a ”safe” level of liquidity.
A common answer is that the probability that the insurance company
will default on policyholder claims should not be higher than a certain
small level ε. An implementation of this policy requires reasonably
accurate methods for determining this probability, known as the ruin
probability.

Rigorous mathematical treatments of the ruin probability problem
can be traced at least as far back as the acclaimed doctoral thesis of
Filip Lundberg from 1903 with the title ”Approximerad framställning
af sannolikhetsfunktionen”. Traditionally the focus has been on ruin
probability on an infinite time horizon. In these models an insurance
company can avoid ruin by allowing its risk reserve to grow toward
infinity. At the 15th International Congress of Actuaries in 1957 Bruno
de Finetti criticized this approach. In particular he couldn’t see why
an older company should hold more capital than a younger one bearing
similar risks, only because it is older. As an alternative de Finetti
formulated what is known as the ”de Finetti´s dividend problem”:
Maximizing the expected sum of the discounted paid out dividends
from time zero until ruin. Since then several papers have presented
solutions to this problem for various risk processes. Two of the papers
in this thesis, which we denote Paper A and Paper B, focus on de
Finetti´s dividend problem, with the risk process following a general
diffusion and a jump-diffusion process, respectively. These models
are particularly relevant for insurance companies where the premium
income is invested in assets with stochastic returns. In keeping with
de Finetti´s original paper, where ruin probability played a central
role, Paper A also discusses solutions of de Finetti´s dividend problem
under solvency constraints.

In the last few decades a growing number of papers have focused
on ruin probability on a finite time horizon. For short time spans
the assumption that the risk reserve is allowed to grow freely is less
spurious. An important tool for calculating the ruin probability on
a finite horizon is solving certain partial integro-differential equations
(PIDEs). The third paper, denoted Paper C, discusses how these
PIDEs can be solved numerically. The last paper, denoted Paper D,
discusses regularity properties for some of these PIDEs.
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1 Ruin probability

1.1 Cramér-Lundberg model

1.1.1 General theory

As explained in Chapter 2 in Mikosch (2004), the foundations of modern
risk theory were laid in 1903 by the Swedish actuary Filip Lundberg in his
acclaimed thesis, Lundberg (1903). Lundberg’s major contribution was to
introduce a simple model that is capable of describing the basic dynamics of a
homogeneous insurance portfolio. There are three assumptions in Lundberg’s
model:

(i) Claims occur at the Poisson-distributed times τi, satisfying
0 ≤ τ1 ≤ τ2 ≤ · · · . In this thesis we will refer to these times as claim
times. and let λ be the parameter of the Poisson process.

(ii) The i-th claim, arriving at time τi, results in a claim of size Si. The
sequence {Si} constitutes an i.i.d. sequence of non-negative random
variables. In this thesis we will denote the common distribution function
of the claim sizes by F (x).

(iii) The claim size process {Si} and the claim arrival process {τi} are mu-
tually independent.

Based on the above we define the claim number process

Nt = min {i ∈ 0, 1, · · · : τi+1 > t} .

From the point of view of insurance companies it is common to assume a
continuous premium income at a constant rate p. The risk process is then

Yt = y + pt− St, t > 0,

where y is the initial capital and St is the total claim amount process

St =
Nt∑

i=1

Si.

Here we follow the convention that
∑0

i=1 = 0. If we assume that the waiting
times between claims are i.i.d. then St is referred to as a renewal process.
Generalizations of the Cramér-Lundberg model to general i.i.d. waiting times
between claims are in the literature referred to as renewal models, or the

2



Sparre-Andersen model. The time τ when the process falls below zero for the
first time is called ruin time,

τ = inf {t > 0 : Yt < 0} . (1.1.1)

The probability of eventual ruin is then

ψ(y) = P (τ <∞|Y0 = y) , y > 0.

In Section 1.3 we consider the probability that τ ≤ T . An important result
concerning renewal processes of the above type is given in, for example,
Proposition 4.1.3 in Mikosch (2004). This result says that if we assume that

Eτ1 <∞
and

ES1 <∞,
then

ES1 ≥ pEτ1

implies that τ <∞ with probability 1 for every initial capital y. Any sensible
premium policy would therefore satisfy the condition

ES1 < pEτ1, (1.1.2)

known as the net profit condition. In the following we will assume that this
condition holds and let

ρ = p
Eτ1

ES1

− 1. (1.1.3)

The quantity ρ is often referred to as the safety loading. In both Mikosch
(2004) and Asmussen (2000) there are extensive discussions of ruin proba-
bility results in the Cramér-Lundberg model. To better understand these
results we first review some of the definitions used in these two books.

Definition 1.1.1. The survival probability (sometimes referred to as the non-
ruin probability) is defined as

φ(y) = 1− ψ(y).

Definition 1.1.2. Let
Z1 = S1 − pτ1,

and assume that the moment-generating function of Z1 exists in some neigh-
borhood around 0. If a unique positive solution h of the equation

Eeh(S1−pτ1) = 1 (1.1.4)

exists it is called the adjustment coefficient or Lundberg coefficient.
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In the literature equation (1.1.4) is known as the Lundberg equation, and
a distribution whose moment-generating function exists around the origin is
generally referred to as being light-tailed. In the important special case of
the exponential distribution with parameter β it is shown in Example 4.2.4
in Mikosch (2004) that the adjustment coefficient γ is given as

γ = β − λ

p
. (1.1.5)

Definition 1.1.3. A function L(x) is said to be slowly varying if

lim
x→∞

L(cx)

L(x)
= 1, for all c > 0.

Definition 1.1.4. A positive random variable S and its distribution are said
to be regularly varying with (tail) index α if for some α ≥ 0 the right tail of
the distribution has the representation

P (S > x) = L(x)x−α,

where L is a slowly varying function.

Definition 1.1.5. A positive random variable S and its distribution are said
to be subexponential if, for a sequence Si of i.i.d. random variables with the
same distribution as S, the following relation holds: For all n ≥ 2 :

P

(
n∑

j=1

Sj > x

)
= P

(
max
i=1,...,n

Si > x

)
(1 + o (1)) as x→∞.

Definition 1.1.6. Define F̄ (x) = 1− F (x),

Fs(y) = (ES1)−1

∫ y

0

F̄ (x)dx, (1.1.6)

and
F̄s(y) = 1− Fs(y). (1.1.7)

It is well known that all subexponential distributions are heavy-tailed. It
is shown in Section 3.2.5 in Mikosch (2004) that every regulary varying distri-
bution is a subexponential distribution. Furthermore, it is shown there that
if a distribution has a density f , then a sufficient criterion for the distribution
to be regulary varying is that, for some tail index δ > 0,

lim
x→∞

f(cx)

f(x)
= cδ, for all c > 0.
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For i.i.d. random variables X1, . . . , Xn with common distribution function
F (x) we will denote the cumulative distribution of the sum

n∑

j=0

Xj

by
F ∗n(x).

For general claim distributions no closed form formula is known for the
ruin probability in the Cramér-Lundberg model. However, under some not
very restrictive conditions, the ruin probability can be expressed as a solution
of an integral equation. This is indicated in the result below, which is the
same as Lemma 4.2.6 in Mikosch (2004).

Theorem 1.1.1. Consider the Cramér-Lundberg model with safety loading
ρ > 0 and expected claim size ES1 < ∞. In addition assume that the claim
size distribution F has a density. Then the survival probability satisfies the
integral equation

φ(y) =
ρ

1 + ρ
+

1

(1 + ρ)ES1

∫ y

0

F̄ (x)φ(y − x)dx. (1.1.8)

In the above F̄ (x) = 1 − F (x) is the common tail distribution of the
claims. While for general claim distributions (1.1.8) does not give very much
qualitative information, it (1.1.8) can be used as a basis for numerical com-
putation. Moreover, for the case of exponential distributions with parameter
β, it can be shown (see e.g. Example 4.2.9 in Mikosch (2004)) that the exact
ruin probability is given by

ψ(y) =
1

1 + ρ
e−β

ρ
1+ρ

y. (1.1.9)

In chapter VIII in Asmussen (2000) there is a discussion of ruin probability
for a wider class of claims distributions, known as phase-type distributions.
A distribution F is said to be of phase-type if F is the distribution of the
lifetime of a terminating Markov process {Jt} with finitely many states and
time homogeneous transition rates. This class includes, for example, the
exponential distribution, the hyper-exponential distribution (a mixture of
a finite number of exponential distributions) and the Erlang distribution
(Gamma distribution with an integer shape parameter) as special cases. The
tail distribution F̄ (x) of a phase-type distribution can be shown to be of
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the form F̄ (x) ∼ Cxke−ηx, where C and η are positive constants and k is a
non-negative integer. For claim distributions of this type an exact formula
for the ruin probability is given in Theorem VIII.2.1 in Asmussen (2000). In
the same chapter of that book an example is given on how that formula can
be applied to a mixture of two exponential distributions.

For general light-tailed claim distributions the following result is well known
(see e.g. Proposition II.1.1 in Asmussen (2000)).

Lemma 1.1.1. Let

S̃t =
Nt∑

k=1

Si − pt

and let
ξ(y) = S̃τ − y

be the overshoot at the time of ruin. Make the following assumptions:

(a) For some c > 0,
{
ecS̃t
}
t≥0

is a martingale.

(b) S̃t
a.s.→ −∞ on {τ =∞}.

Then

ψ(y) =
e−cy

E [ecξ(y)|τ <∞]
. (1.1.10)

It can be shown (see e.g. Example II.1.2 in Asmussen (2000)) that if
the adjustment coefficient γ exists, then under the Cramér-Lundberg model{
eγS̃t

}
t≥0

is a martingale. Furthermore, since ξ(y) ≥ 0 it then immediately

follows that
ψ(y) ≤ e−γy, (1.1.11)

whenever the conditions of the Lemma hold. The formula (1.1.11) is known as
the Cramér-Lundberg inequality. Moreover, this formula and the memoryless
property of the exponential distribution provide an alternative method for
deriving the identity (1.1.9). This is done in Example 1.3 in Asmussen (2000).

As mentioned above the exponential distribution is a light-tailed distribu-
tion. For many situations it is more appropriate to assume that the claim
sizes follow a heavy-tail distribution. The most important heavy-tail dis-
tributions in insurance belong to the class of subexponential distributions,
defined in Definition 1.1.5. For this class of distributions there is no known
exact formula, but the asymptotic result below is given, for example, as
Theorem IX.3.1 in Asmussen (2000).
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Theorem 1.1.2. Let υ = ES1

Eτ1
. Assume the Cramér-Lundberg model stan-

dardized such that p = 1. In addition assume that υ < 1, that ES1 <∞ and
that the integrated tail distribution Fs (defined in (1.1.7)) of the claim size
distribution is a subexponential distribution. Then, asymptotically,

ψ(y) ∼ υ

1− υ F̄s(y). (1.1.12)

1.1.2 Diffusion approximations

A rather different way of obtaining approximations of the ruin probability is
by fitting diffusion processes to approximate the compound Poisson process
in the Cramér-Lundberg model. In Section XI.1 in Asmussen (2000) there
is a short discussion on ruin probability under a diffusion model with drift
µ(y) and variance σ2(x) > 0. This kind of model can be expressed as letting
Yt = y + Pt, where Pt is the continuous solution of the stochastic differential
equation

dYt = µ (Yt) +
√
σ2 (Yt)dYt.

The appeal of this approach is that under mild conditions the exact ruin
probability has the closed-form solution stated in the result below, which is
the same as Theorem XI.1.10 in Asmussen (2000).

Theorem 1.1.3. Let

s(x) = exp

(
−2

∫ x

0

µ(z)

σ2(z)
dz

)
.

Assume that µ(x) and σ2(x) are continuous functions, that σ2(x) > 0 for
x > 0 and that ∫ ∞

0

s(z)dz <∞. (1.1.13)

Then 0 < ψ(y) < 1 for all y > 0 and

ψ(y) = 1−
∫ y

0
s(z)dz∫∞

0
s(z)dz

. (1.1.14)

Conversely, if (1.1.13) fails then ψ(y) = 1 for all y > 0.

As described in Section IV.5 in Asmussen (2000), the simplest diffusion
approximation is to let µ(y) and σ2(y) be two positive constants fitted to the
first two moments of the compound Poisson process and the desired premium
rate p. In this model the ruin probability is given as

ψ(y) = exp
(
−2

µ

σ2
y
)
.
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Let γ be the adjustment coefficient as before. As explained in Section IV.6
the simplest diffusion approximation can be refined via so-called correction
terms. This leads to the following approximation:

ψ(y) ≈ exp

(
−γ
[
y +
LF ′′′(γ)

3LF ′′(γ)

])
. (1.1.15)

Here LF ′′(γ) and LF ′′′(γ) are, respectively, the second and the third deriva-
tive of the Laplace transform of the claim size distribution evaluated at the
point γ. We will return to the corresponding finite time approximation in
Section 1.3.

1.2 Ruin probability in an economic environment

In the classical Cramér-Lundberg model premium income is modeled as a
constant rate that does not earn any interest. Neither the claims nor the
premium income is subject to inflation.

One of the earlier papers to feature an interest rate is Harrison (1977). In
this model it is assumed that the risk reserve is invested in a risk free bank
savings account, continuously earning interest at a constant rate r. Further,
let the sum

∑Nt
n=1 Sn be the compound Poisson process from the Cramér-

Lundberg model and let Pt = pt −∑Nt
n=1 Sn. In what follows we will refer

to P y = y + Pt as the surplus generating process. With this notation the
content of the account at time t is written

Yt = erty +

∫ t

0

er(t−s)dPs,

or, equivalently
Yt = ert [y + Zt] , t ≥ 0,

where

Zt =

∫ t

0

e−rsdPs, t ≥ 0.

It is shown in Harrison (1977) that Z∞ = limt→∞ Zt exists and is finite
almost surely. A formula for the characteristic function of Z∞ (i.e. EeiuZ∞)
is given. Furthermore it is shown in Theorem 2.3 in Harrison (1977) that

ψ(y) =
H(−y)

E

[
−H (Y (τ))

∣∣∣∣τ <∞
] , (1.2.1)
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where H is the distribution function of Z∞. For general distributions (1.2.1)
may look more like a reformulation of the problem than a solution. However,
in Harrison (1977) (1.2.1) is used to derive more explicit ruin formulas for a
few specific claim size distributions, including the exponential distribution.
The ruin probability is then given as

ψ(y) =

∫∞
y
e−βx

(
1 + rx

p

)(λpr −1)
dx

p
λ

+
∫∞

0
e−βx

(
1 + rx

p

)(λpr −1)
dx

.

This classical result is also found in Segerdahl (1942).

Another kind of model that is also considered in Harrison (1977) assumes
that the surplus generating process is a diffusion process,

P y
t = y + µt+ σWt,

where µ and σ are positive constants, Wt is a standard Brownian motion and
y is the initial value. For this it is shown that

ψ(y) =
1− Φ ((ay + b))

1− Φ(b)
,

where a =
√(

2̄ı
σ2

)
, b = aµ

ı̄
and Φ is the standardized normal distribution

function.

Taylor (1979) is one of the earliest papers to consider the effect inflation
may have on premium income and claims size distribution. This paper is
notable for its conclusion that probability of ruin is nondecreasing with in-
creasing inflation. Some bounds for ruin in finite horizon are also given in
that paper. We will return to those bounds in Section 1.3.

In Delbaen and Haezendonck (1987) the authors incorporate both interest
and inflation in their models. Both the interest force and the inflation force
(which we denote by r and ı̄, respectively) are assumed to be constant. In
this model the n’th claim size is of size eı̄τnSn and the premium density at
time t is peı̄t. More formally this model can be written as the stochastic
equation

dYt = pertdt+ ı̄Ytdt− ertSNtdNt.
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The present value Ỹt of Yt can be written as

Ỹt = y + p

∫ t

0

e−(r−ı̄)udu−
Nt∑

n=1

e−(r−ı̄)τnSn. (1.2.2)

As before, y in the above is the initial reserve. The most relevant result
in this paper for this thesis is that the probability for eventual ruin can be
written as the solution of the integro-differential equation

ψ′(y) =
λ

p+ (r − ı̄) y
ψ(y)− λ

p+ (r − ı̄) y
E [ψ (y − S1)] , (1.2.3)

where ψ(x) = 1 for x < 0. As before, λ is the intensity of the Poisson process.

Two other papers which take inflation into account are Waters (1983)
and Paulsen (1993). In Waters (1983) the risk process is considered in discrete
time. At a time tn, n ∈ 1, 2, . . . , the reserve is given as

Ytn = y +
n∑

k=1

cnXk.

Here c is a constant greater than 1 and the Xk’s are i.i.d. variables with
finite expectation and a continuous common distribution function such that

P (X1 < 0) > 0.

In this model it is implied that premiums and claims are affected by the same
inflation factor c. With no more than the conditions given above it is shown
that in this model ultimate ruin is certain, i.e.

ψ (y) = 1,

for every y > 0. This might seem to imply that avoiding ruin requires
increasing premiums by an amount greater than the the increase in claim
size. However the paper also shows that eventual ruin is not certain if the
risk reserve Y earns interest.

The model in Paulsen (1993) is preferably explained in 5 steps. The first
step is that the surplus generating process P y

t = y + Pt is assumed to be
a semimartingale with initial value y. The second step is that the inflation
generating process I is assumed to be a semimartingale with I0 = 0, while
the level of inflation Ī is given as the solution of

dĪt = Īt−dIt.
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Here Ī0 = 1. As explained in Paulsen (1993) it then follows that at time t

Īt = exp

{
It −

1

2
〈Ic, Ic〉t

}
Π0≤s≤t (1 + ∆Is) e

−∆Is .

Here 〈Ic, Ic〉 is the predictable quadratic variation of the continuous martin-
gale part Ic of the semimartingale I. If I is discontinuous at time t then ∆It
is the jump I+

t − I−t . Otherwise ∆It = 0. The third step is that the inflated
surplus process P̄ y at time t is given as

P̄ y
t = y +

∫ t

0

Īs−dP
y
s .

The fourth step is that the surplus is assumed to be continuously invested
in stochastic assets. The return on investment process R is assumed to be a
semimartingale with R0 = 0. In terms of nominal units the total risk process
Ȳt is given as the solution of

dȲt = dP̄ y
t + Ȳt−dRt,

where Ȳ0 = y. The last step is that the risk process in terms of real units at
time t is given as

Yt = Ī−1
t Ȳt,

where Y0− = y. At time t let R̄t = exp
{
Rt − 1

2
〈Rc, Rc〉t

}
, where 〈Rc, Rc〉

is the predictable quadratic variation of the continuous martingale part Rc

of the semimartingale R. It is shown in Paulsen (1993) that Y can also be
written as

Yt = U−1
t

(
y +

∫ t

0

Us−dPs

)
, (1.2.4)

where U = ĪR̄−1.

Inspection of (1.2.2) and (1.2.3) above shows that the important quantity
is not so much the interest rate or the inflation rate, as the difference between
the two. This is often called the real interest rate. This is a consequence of
the rate of inflation and the rate of interest being constant in those equations,
which are taken from Delbaen and Haezendonck (1987). In Paulsen (1993) it
is shown that the so-called real interest rate retains its importance as long as
either R− I or I is a continuous deterministic process. Thus, in these cases
inflation can be accounted for by focusing on the inflation-adjusted rate of
return, rather than the nominal rate of return.
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In most of Paulsen (1993) it is also assumed that the vector process
X̄ = (P, I, R) is a stochastic process with stationary independent increments,
with a finite number of jumps on each finite interval. Furthermore, it is as-
sumed that the first component (the surplus generating process P ) is inde-
pendent of the two other components. Under these assumptions it follows
(see Krylov (2002)) that X̄ has the representation

X̄t = āt+ C̄W̄t + V̄t.

Here ā is a constant vector, W̄ is a three-dimensional Brownian motion pro-
cess, V̄ is a three-dimensional compound Poisson process, independent of W̄
and C̄ is a 3× 3 matrix with the property

C̄C̄tr =



σ2
P 0 0
0 σ2

I cσIσR
0 cσIσR σ2

R


 .

Here |c| ≤ 1 is the correlation between the continuous part of the inflation
process and the return on investment process. In addition σP , σI , σR are
non-negative constants, ”tr” means ”transposed” and the Brownian motion
vector W̄. Furthermore, it is assumed that the first component P of V̄
is independent of the other two components, I and R. In terms of the
components of X̄ this gives

Pt = pt+WP,t −
NP,t∑

n=1

SP,n,

It = ı̄t+WI,t +

NI,t∑

n=1

S̃I,n and

Rt = rt+WR,t +

NR,t∑

n=1

S̃R,n.

(1.2.5)

Here (WP ,WI ,WR)tr = C̄W̄, NP , NI and NR are three Poisson processes
with intensities λ, λI and λR respectively, and NP is independent of (NI , NR).
Also the summands in each sum are i.i.d., and {SP,n}NP,tn=1 and the jumps({

S̃I,n

}NI,t
n=1

,
{
S̃R,n

}NR,t
n=1

)
are independent. Moreover it is assumed that

P
(
S̃I,1 ≤ −1

)
= P

(
S̃R,1 ≤ −1

)
= 0.

As explained in Paulsen (1993), this leads to that at time t

Īt = exp

{(
ı̄− 1

2
σ2
I

)
t+WI,t

}
Π
NI,t
n=1

(
1 + S̃I,i

)
and
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R̄t = exp

{(
r − 1

2
σ2
R

)
t+WR,t

}
Π
NR,t
n=1

(
1 + S̃R,i

)
.

Also given is the unified process for inflation and return on investment,

Ut = exp {−αU t+ σUWU,t}Π
NI,t
n=1

(
1 + S̃I,i

)
Π
NR,t
j=1

1(
1 + S̃R,j

) , (1.2.6)

where αU = r− ı̄+ 1
2

(σ2
I − σ2

R), σ2
U = σ2

I−2cσIσR+σ2
R, and WU is a Brownian

motion. Here we follow the convention that Π0
i=1 = 1.

Most of the implications for ruin probability discussed in Paulsen (1993)

are easier to grasp if Π
NI,t
n=1

(
1 + S̃I,n

)
and Π

NR,t
n=1

(
1 + S̃R,n

)
are assumed to be

independent, which we do for the rest of our discussion of that paper. With
this assumption the only dependence between P, I and R is by means of the
correlation c between the Brownian motion processes WI and WR. It also

follows from Lemma 2.1 in Paulsen (1993) that Π
NI,t
n=1

(
1 + S̃I,i

)
Π
NR,t
n=1

1
1+S̃R,i

can be written as V = Π
NU,t
n=1SU,n, where NU is a Poisson process with intensity

λU = λI +λR. Furthermore, the SU,n’s are i.i.d. and independent of NU , and
the SU,n’s have the common distribution

FU(s) =
λI
λU
FI(s) +

λR
λU

(
1− FR

(
1

s−

))
. (1.2.7)

A key result in Paulsen (1993) is Theorem 3.1, which gives that, with the
assumptions made above, the process Zt =

∫ t
0
Us−dPs is a semimartingale.

Continuing our assumption that Π
NI,t
n=1

(
1 + S̃I,i

)
and Π

NR,t
n=1

(
1 + S̃R,i

)
are

independent, and also assuming that

r − ı̄ + cσIσR − σ2
R + λU (1− ESU,1) > 0,

then limt→∞ Zt = Z∞ exists and converges almost surely in L1. In Theo-
rem 3.2 in Paulsen (1993) it is shown that the probability of eventual ruin is
given by

ψ(y) =
H(−y)

E
[
H (−Yτ )

∣∣τ <∞
] , (1.2.8)

where H is the distribution function of Z∞ and τ is the ruin time. This
formula is similar to the formula (1.2.1) discussed earlier.
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As pointed out in Bankovsky et al. (2011), some additional conditions are
needed for the results in Paulsen (1993) to hold. These conditions are given
in Remark 2(3) in Bankovsky and Sly (2009). However, it is clear from these
conditions that these problems can be avoided by assuming that p ≥ 0.

It follows from Theorem 3.4 in Paulsen (1993) that the distribution H can
be derived from a certain integro-differential equation. We state this result
below.

Theorem 1.2.1. Let Ψ(u) = E
[
eiuSP,1

]
be the characteristic function of

SP,1. Assume that ∫ ∞

−∞
|Ψ′(u)| du <∞,

and that
E [lnSU,1] <∞.

In addition assume that either σP = σU = 0 and

∫ ∞

−∞
|Ψ(u)| du <∞,

or that ∫ ∞

−∞
|uΨ(u)| du <∞.

Then the distribution function H of Z∞ is twice continuously differentiable
and is the solution of

1

2

(
σ2
P + σ2

Uz
2
)
H ′′(z) +

(
−p+

(
αU +

1

2
σ2
U

)
z

)
H ′(z)− (λU + λ)H(z)

+ λU

∫ ∞

0

H
(z
s

)
dFU(s) + λ

∫ ∞

−∞
H (z + s) dF (s) = 0.

(1.2.9)

Here αU is still r− ı̄+ 1
2

(σ2
I − σ2

R), λ is still the intensity of the claims process,
and F is still the claim size distribution. Asymptotic boundary conditions are
limz→−∞H(z) = 0 and limz→∞H(z) = 1. If σ2

U = σ2
P = 0, then H is the

continuously differentiable solution of (1.2.9).

From the identity (1.2.8) it is obvious that

ψ(y) ≤ H(−y)

H(0)
. (1.2.10)
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In the most basic situation, λ = 0 (no jumps in the claims process), we get
equality in (1.2.10). Here, if SP,1 has an increasing failure rate, i.e.

P

(
SP,1 > u+ v

∣∣∣∣SP,1 > u

)
≤ P (SP,1 > u) , for u, v > 0,

then

ψ(y) ≥ H(−y)

E [H(SP,1)]
.

On the other hand if σ2
P = 0 and SP,1 has a decreasing failure rate then

ψ(y) ≤ H(−y)

E [H(SP,1)]
. (1.2.11)

The most basic situation with jumps is when the jumps are exponentially dis-
tributed and σP = 0, in which case we get equality in (1.2.11). An asymptotic
result for the finite horizon ruin probability is given in Proposition 1.3.1.

Perhaps it is because deterministic inflation can be accounted for by con-
sidering the real interest rate that very few papers after Paulsen (1993) have
included a separate inflation process. In the rest of the thesis we will tac-
itly make the assumption that inflation is indeed a continuous deterministic
function and that the interest rate is the real interest rate. An alternative
approach could be to consider the process U given in (1.2.6) as the ”real”
stochastic return on investment process. This might be a topic for further
research. In this thesis our only result regarding stochastic inflation is the
asymptotic formula in Proposition 1.3.1 in the next section.

Other than not including (explicit) inflation the assumptions in the later
paper, Paulsen and Gjessing (1997), are similar to the assumptions in Paulsen
(1993). Since in this model there is no I process to worry about it is more
convenient to write the surplus generating process P at time t as

Pt = pt+ σPWP,t −
NP,t∑

i=1

SP,i, t ≥ 0. (1.2.12)

Similarly, the investment return process R is written as

Rt = rt+ σRWR +

NR,t∑

i=1

SR,i. (1.2.13)
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Here WP and WR are independent Brownian motion processes that are also
independent of the compound Poisson processes. As before all the jumps are
i.i.d. and independent of the Poisson processes NP,t and NR,t. Lastly, NP,t

and NR,t are independent. The risk process is then given as the solution of
the stochastic differential equation

Yt = y + Pt +

∫ t

0

Ys−dRs, (1.2.14)

which for time t has the solution

Yt = R̄t

(
y +

∫ t

0

R̄−1
s dPs

)
. (1.2.15)

Here R̄t is given as

R̄t = exp

{(
r − 1

2
σ2
R

)
t+ σRWR,t

}
Π
NR,t
n=1 (1 + SR,n) , t ≥ 0.

As well as the assumption that FR(0) = P (1 + SR,1 ≤ 0) = 0, it is also
assumed that both SP,1 and SR,1 have finite expectation. Under these as-
sumptions it is shown that the risk process Y has the same distribution as
Ỹ , where

Ỹt = y +

∫ t

0

(
p+ rỸs

)
ds+

∫ t

0

√
σ2
P + σ2

RỸ
2
s dWs −

NP,t∑

i=1

SP,i

+

∫ t

0

Ỹs−d



NR,t∑

i=1

SR,i


 .

It is also shown that the infinitesimal generator for Ỹ is given by

Ag(y) =
1

2

(
σ2
P + σ2

Ry
2
)
g′′(y) + (p+ ry) g′(y)

+ λ

∫ ∞

0

(g (y − x)− g(y)) dF (x)

+ λR

∫ ∞

−1

(g (y (1 + x))− g(y)) dFR(x).

(1.2.16)

The result in Paulsen and Gjessing (1997) that is most relevant for this thesis
is Theorem 2.1 part (i), which we state below. The proof of this result is
based on the generator A given above.
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Theorem 1.2.2. Assume that g(y) is bounded and twice continuously dif-
ferentiable on y ≥ 0, with a bounded first derivative there, where we at y = 0
mean the right-hand derivative. If g(y) solves

Ag(y) = −λF̄ (y) on y > 0, (1.2.17)

subject to the asymptotic boundary condition

lim
y→∞

g(y) = 0,

and, if σP > 0, the boundary condition

g(0) = 1

holds, then
ψ(y) = g(y)

for every y ≥ 0.

In the paper Yuen et al. (2004) it is shown that a smooth solution of (1.2.17)
exists provided the following conditions are satisfied:

(i) σP = 0.

(ii) SP,1 and SR,1 have finite first two moments, the distribution functions
F and FR are three times continuously differentiable, and the limits
F ′ (0+) , F ′′ (0+) , F ′′′ (0+) , FR

′ (−1+) , FR
′′ (−1+) and FR

′′′ (−1+) all ex-
ist.

(iii) 2r − VarSP,1 > 0, λ + λR − (2r + VarSP,1) > 0 and the net profit
condition p− λESP,1 > 0 is satisfied.

Some alternative sufficient conditions for the existence of a smooth solution
of (1.2.17) are given in Paulsen et al. (2005). Here it is shown that if λR = 0
(i.e. no jumps in the return on investment process R), then a smooth solu-
tion exists, provided the distribution function F is four times continuously
differentiable on [0,∞) and, for some c > 0, F̄ (x)xc is bounded for every
x > 0. A third set of sufficient conditions is found in Yuen and Wang (2005).

A few examples are given in Paulsen and Gjessing (1997) where the equa-
tion (1.2.17) can be explicitly solved. One of the examples is the case when
σP = σR = λR = 0 and SP,1 is exponentially distributed with parameter
β. Another example is when σP = σR = λR = 0 and F is a mixture of
two exponential distributions. For this case the solution of (1.2.17) is more
complex and takes the form of an integral representation.
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A generalization of the first example in Paulsen and Gjessing (1997) is to
let the risk process Yt take the form

Yt = y +

∫ t

0

q (Ys) ds−
NP,t∑

i=1

SP,i. (1.2.18)

Here q is a continuous function and the claim sizes are still exponentially
distributed with parameter β. It is shown in Dassios and Embrechts (1989)
that in this case

ψ(y) =

∫∞
y

e−βx+λQ(s)

q(x)
dx

1
λ

+
∫∞

0
e−βx+λQ(s)

q(x)
dx
,

where Q(x) =
∫ x

0
q(s)−1ds.

In Bankovsky et al. (2011) there is a discussion of more general risk pro-
cesses of the form

Yt = eξt
(
y +

∫ t

0

e−ξsdηs

)
, t ≥ 0. (1.2.19)

where (ξt, ηt)t≥0 is a bivariate Lévy process. The models defined in (1.2.12)-
(1.2.15) are special cases of (1.2.19), with η = P and

ξt =

(
r − 1

2
σ2
R

)
t+ σRWR,t +

NR,t∑

n=1

ln (1 + SR,n) , t ≥ 0.

For models of type (1.2.19) Bankovsky et al. (2011) derive the theorem below.

Theorem 1.2.3. Suppose that the following conditions hold:

(a) ψ(y) > 0 for every y ≥ 0.

(b) There exists w > 0 such that Ee−wξ1 = 1.

(c) There exists ε > 0 and c, d > 1 with 1
c

+ 1
d

= 1 such that

E
[
e−max(1,w+ε)cξ1

]
<∞ and E

[
|η1|max(1,w+ε)d

]
<∞.

(d) The distribution of ξ1 is spread out, i.e. has a convolution power with an
absolutely continuous component.

Then there exists a constant C such that asymptotically

ψ(y) ∼ Cy−w.
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The result above tells us that under mild conditions, the eventual ruin
probability decays like a power law even if the claim distribution is light-
tailed. As an example consider the models defined in (1.2.12)-(1.2.15) with
λR = 0. Assume that the claim size distribution has moments of all orders
and that r > 1

2
σ2
R. A calculation then shows that the theorem holds with w =

2 r
σ2
R
−1. Similar conclusions can be drawn from Klüppelberg and Kostadinova

(2008), Kalashnikov and Norberg (2002) and Frolova et al. (2002). As we
shall see in the next section, the ruin probability in finite time is not quite
as gravely affected by (moderately) risky investments as is the case for the
eventual ruin probability.

In most of the papers that include a return on investment process the
return is assumed to be a constant (real) interest force. With this assump-
tion the risk process is of the type (1.2.18), where q(x) is a linear function.
In Klüppelberg and Stadtmüller (1998) it is shown that if the claim size
distribution is regularly varying with index α > 1, then asymptotically

ψ(y) ∼ λ

αr
F̄ (y).

The most noteworthy with this estimate is that it implies that the ruin
probability decays as the tail distribution F̄ (y), rather than as the integrated
tail distribution

∫∞
y
F̄ (x)dx. Lastly, we mention that the paper Paulsen

(1998) offers a fairly extensive survey of other results for eventual ruin. Newer
results for eventual ruin are discussed in Paulsen (2008). That paper also
discusses ruin in finite time, which is the topic of the next section.

1.3 Ruin probability in finite time

In this section we discuss the probability that ruin (as defined in Section 1.1)
occurs within a finite time T . We will denote this probability by ψ (y, T ).
Unfortunately the known results for ruin in a finite time horizon are generally
even less explicit than the results for eventual ruin. The focus here is either
on approximations or on results that can be seen as a basis for numerical
computation.

Consider again the classical Cramér-Lundberg compound Poisson model,
defined in Section 1.1. For a standardized model with premium rate p = 1
and standard exponentially distributed claims, assume that the net profit
condition is satisfied, which in this simple model just means that λ < 1.
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From Proposition IV.1.3 in Asmussen (2000), we then have that

φ (y, t) = λe−(1−λ)y − 1

π

∫ π

0

f1 (θ) f2 (θ)

f3 (θ)
dθ, (1.3.1)

where

f1 (θ) = λ exp
{

2
√
λT cos θ − (1 + λ)T + y

(√
λ cos θ − 1

)}
,

f2 (θ) = cos
(
y
√
λ sin θ

)
− cos

(
y
√
λ sin θ + 2θ

)
and

f3 (θ) = 1 + λ− 2
√
λ cos θ.

The result (1.3.1) can be easily extended to more general Cramér-Lundberg
models with exponentially distributed claim sizes. As an intermediate step
we first show how the ruin probability for a model with a general premium
rate p can be expressed in terms of the ruin probability for a model with a
standardized premium rate p = 1. The last step is to obtain ruin probabilities
for a general claim counting process intensity λ and a general exponential
parameter β, as well as a general premium rate p. Now, let ψ (y, T, p, λ, β)
be the probability of ruin as a function of the parameters p, λ and β as well
as y and T . Since the ruin time,

inf
t>0

{
y + pt−

Nt∑

n=1

Sn < 0

}
= inf

t>0

{
y

p
+ t−

Nt∑

n=1

Sn
p
< 0

}
,

we see that

ψ (y, T, p, λ, β) = ψ

(
y

p
, T, 1, λ, pβ

)
. (1.3.2)

This standardizes the premium rate. To standardize the parameter of the
exponential distribution we can use (1.3.2) and the transformation suggested
in Proposition IV.1.3 in Asmussen (2000). This yields

ψ (y, T, p, λ, β) = ψ

(
βy, pβT, 1,

λ

pβ
, 1

)
.

Any general Cramér-Lundberg model with exponentially distributed claim
sizes can thus be reduced to the standardized model treated in Proposition
IV.1.3 in Asmussen (2000).
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For general distributions it is shown in Pervozvansky Jr. (1998) that if the
premium income is invested with constant (real) interest force r ≥ 0 and
the claim size distribution has a continuously differentiable density f , then
φ(y, t) = 1−ψ(y, t) is the solution of the following partial integro-differential
equation (PIDE):

∂φ (y, t)

∂t
= (p+ ry)

∂φ (y, t)

∂y
− λφ (y, t) + λ

∫ y

0

φ (y − z, t) f(z)dz. (1.3.3)

Here the solution is subject to the initial condition

φ (y, 0) = 1 on y > 0

and the asymptotic condition limy,t→∞ φ (y, t) = 1.

Let

IG (x; ζ;u) = 1− Φ

(
u√
x
− ζ
)

+ e2ζuΦ

(
− u√

x
− ζ√x

)
,

where Φ is the distribution function of the normal distribution. Let LF ′′(γ)
and LF ′′′(γ) be as in Section 1.1. As discussed in Section 1.1 above, and
more thoroughly in Section IV.5 in Asmussen (2000), a diffusion model with
correction terms can be used to approximate the Cramér-Lundberg model.
In finite time this approach leads to the approximation

φ (y, T ) ≈ IG

(
Tδ1

y2
+
δ2

y
;−1

2
γy; 1 +

δ2

y

)
, (1.3.4)

where T is the time horizon, γ is the adjustment coefficient, δ1 = λLF ′′(γ)

and δ2 = LF ′′′(γ)
3LF ′′(γ)

. In Asmussen and Højgaard (1999) it is discussed how
the ruin probability for general renewal models can be approximated by the
formula (1.3.4).

For regularly varying claim distributions Theorem 4.1 in Hult and Lindskog
(2011), in combination with Example 3.5 in Hult and Lindskog (2011), can
be used to obtain asymptotic formulas for the ruin probability for a fixed
finite time horizon for models with investment. Below we have formulated
a simplified form of their Theorem 4.1 to fit with models with a surplus
generating process P of the form given in (1.2.12), a continuous investment
process R of the form given in (1.2.13), and a risk process Y of the form
given in (1.2.14).
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Theorem 1.3.1. Assume that the claim size distribution is regularly varying
with index α and denote the fixed finite time horizon by T .

(a) In the case of the Cramér-Lundberg model the probability of ruin before
time T is asymptotically given by

ψ (y, T ) ∼ λT F̄ (y).

(b) Consider a risk process of the form given in (1.2.14). Make the following
extra assumptions:

(i) Either λR = 0 or for some δ > 0 E (1 + SR)−(α+δ) <∞.

(ii)

θ =
1

2
σ2
R

(
α2 + α

)
− αr + λR

(
E (1 + SR)−α − 1

)
6= 0.

Then the probability of ruin before time T is asymptotically given by

ψ (y, T ) ∼ 1

θ

(
eθT − 1

)
λF̄ (y).

Proof. As explained in Theorem 3 in Paper C, this follows from Theorem 4.1
and Example 3.5 in Hult and Lindskog (2011).

Remark: Assume that λR > 0 and let τR,1, τR,2, . . . , denote the jump
times of the R process. Let Xi = ln

(
RτR,i+

)
− ln

(
RτR,i−

)
for i ∈ 1, 2, . . . ,.

The condition E (1 + SR)−α < ∞ corresponds to Ee−αX1 < ∞. In other
words the results in the theorem above only hold if the jumps of the log-
returns of the investment process are light-tailed. Below we give a few well-
known examples of such models.

Example 1.3.1. Assume that λR > 0 and that each Xi is normal distributed
with parameters µ and σ2 (as in the Merton model, see Merton (1976)).
Then for every α > 0

θ =
1

2
σ2
R

(
α2 + α

)
− αr + λR

(
exp

(
−αµ+

1

2
α2σ2

)
− 1

)
.

Example 1.3.2. Assume that λR > 0 and that the jumps of the log-returns
are as in the Kou model (see Kou (2002)), i.e. obey an asymmetric expo-
nential probability distribution with density

fX(x) = qβ11x>0e
−β1x + (1− q) β21x<0e

−β2|x|

for some q ∈ (0, 1). Assume that β1, β2 > 0 and that β2 > α. Then

θ =
1

2
σ2
R

(
α2 + α

)
− αr + λR

(
q

1 + α
β1

+
1− q
1− α

β2

− 1

)
.

22



A similar result is also valid for the models in Paulsen (1993) with stochas-
tic inflation as indicated below:

Proposition 1.3.1. Assume that the claim size distribution is regularly vary-
ing with index α. Let Ut, αU , σU , SU,n, λI , λR, λU , S̃I,n, S̃R,n, NI,t, NR,t, NU,t, FI ,

FR and FU be as in (1.2.6) and (1.2.7). Assume that Π
NI,t
n=1

(
1 + S̃I,n

)
and

Π
NR,t
n=1

(
1 + S̃R,i

)
are independent. Furthermore, assume that Ut is a strictly

positive process and that, for some δ > 0,

ES
(α+δ)
U,1 <∞.

Let

θ =
1

2
α2σ2

U − ααU + λU
(
ESαU,1 − 1

)
.

Assume that θ 6= 0. Then asymptotically

ψ (y, T ) ∼ 1

θ

(
eθT − 1

)
λF̄ (y),

where the the distribution function FU(x) of the common distribution of the
SU,1’s is given by

FU(s) =
λI
λU
FI(s) +

λR
λU

(
1− FR

(
1

s−

))
. (1.3.5)

Proof. This follows from Theorem 4.1 and Example 3.5 in Hult and Lindskog
(2011), by considering (1.2.4) and making the appropriate time changes as
in Theorem 3 in Paper C. It follows from Lemma 2.1 in Paulsen (1993) that
the distribution of SU,1 is given by (1.3.5).

In Wang et al. (2012) the result in Theorem 1.3.1 for the classical case
(σP = r = σR = λR = 0) is generalized to a general renewal process (defined
in Section 1.1 above). Assume that the waiting times between claims are
i.i.d. with finite expectation λ−1, ES1 <∞ and the claims satisfy

lim
z→1

lim
x→∞

F̄ (xz)

F̄ (x)
= 1.

Then asymptotically

ψ(y, T ) ∼ λ

p− λES1

∫ y+T (p−λES1)

y

F̄ (u)du.

In Wang et al. (2012) it is shown that this asymptotic formula holds even for
certain kinds of dependence between claim sizes. Yet another generalization
of this result is found in Chen et al. (2011), this time to a model where the
risk process is a bivariate renewal process.
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In the case when σP = σR = λR = 0 and r > 0 (constant force of interest
model), it is shown in Tang (2005) that the asymptotic formula above holds
even if the surplus generating process P is generalized to the form

Pt = y + C(t)−
Nt∑

n=1

Sn,

where C(t) can be any nondecreasing and right-continuous stochastic process.

Theorem 1.3.1 and the generalization in Wang et al. (2012) only provide
approximate ruin probabilities for ”large” values of the initial capital and for
a special class of distributions. As a basis for numerical calculations it would
be useful to also have a formula for the exact ruin probability in finite time
for investment models having more general distributions.

For models with a constant force of interest the ruin probability can be
calculated by solving the PIDE (1.3.3). We want to obtain a PIDE for the
ruin probability that is valid for stochastic investments. Let the integro-
differential operator A be as in Theorem 1.2.2. In Paulsen (2008) it is
stated that the ruin probability should be the solution of the following partial
integro-differential equation (PIDE):

∂ψ (y, t)

∂t
= Aψ (y, t) + λF̄ (y), (1.3.6)

subject to the initial condition

ψ (y, 0) = 0, y > 0,

and the asymptotic boundary condition

lim
y→∞

ψ (y, t) = 0.

If the diffusion parameter σP is positive, we have the extra boundary condi-
tion

ψ (0, t) = 1.

A sufficient condition for the ruin probability to satisfy the above PIDE is
that there exists a classical solution of (1.3.6), i.e. a solution that is bounded
and smooth on the interior of the domain. This statement can be proved
using arguments similar to those in the proof of Theorem 2.1 in Paulsen and
Gjessing (1997).
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Now let us look at the PIDE (1.3.6) for the case that λR = 0. Let L be
the differential operator defined by

Lh(y, t) =
1

2
(σ2

P + σ2
Ry

2)
∂2h(y, t)

∂y2
+ (p+ ry)

∂h(y, t)

∂y
,

and let A0 be the integro-differential operator

A0h(y, t) = Lh(y, t) + λ

∫ y

0

h(y − z, t)dF (z)− λh(y, t).

Here A0 is the same as the operator A defined in (1.2.16), but with λR = 0.

In Paper D we consider the equation (1.3.6), under the assumptions that
λR = 0 and σP > 0, that either σR > 0 or r = σR = 0, and that the tail of
the claim size distribution satisfies the bound

F̄ (x) ≤ C (1 + x)−c , x ≥ 0, (1.3.7)

for some positive constants C and c. Under these assumptions it is shown
in Paper D that a solution of (1.3.6) exists that is smooth for (y, t) away
from the origin. In particular, a smooth solution exists even if the claim size
distribution is discrete. Since the coefficients are all smooth and the integro-
differential operator A is linear, this might seem like a trivial result. There
are, however, a number of reasons, listed below, why this is not the case.

• The domain is unbounded.
Some literature, in particular on PDEs, discuss problems with un-
bounded domain. In general, however, these treatises require at least
that the coefficients of the space derivatives of second order be bounded.
In our case the only coefficient of a second order derivative is

1

2
(σ2

P + σ2
Ry

2),

which is obviously not bounded for y ∈ (0,∞), when σR > 0.

• Violation of compatibility condition.
The initial condition dictates that limy↓0 ψ(y, 0) = 0, whereas the
boundary condition dictates that lims↓0 ψ(0, s) = 1 6= 0. The initial
condition and the boundary condition are thus incompatible, and any
solution of (1.3.6) must hence be discontinuous at the origin. This vi-
olates the requirement that a classical solution must be continuous at
the boundary.
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• Asymptotic boundary condition.
In addition to the difficulties mentioned above we need to verify that,
for any s ∈ (0, t], limy→∞ ψ(y, s) = 0.

The upshot of this is that standard theory does not immediately ensure
existence and uniqueness of a solution of equation (1.3.6). It turns out that
by far the biggest problem is that the domain is unbounded and that in the
general case, when σR > 0, the coefficients grow to infinity. To get around
this problem we first consider solutions ψκ(y, t) of (1.3.6) on a truncated
domain with the more standard boundary condition ψ(κ, t) = 0, for some
κ > 0.

To get around the problem with the singularity at the origin we consider the
truncated solution ψκ(y, t) as a sum of the three functions ψ1,κ(y, t), . . . , ψ3,κ(y, t).
Here ψ1,κ(y, t) is a solution of





ψ1,κ(y, 0) = 0, y ∈ (0, κ) ,

ψ1,κ(0, t) = 1, t ∈ [0, 1] ,

ψ1,κ (κ, t) = 0, t ∈ [0, 1] ,
∂ψ1,κ(y,t)

∂t
= 1

2
σ2
P
∂2ψ1,κ(y,t)

∂y2
+ p∂ψ1,κ(y,t)

∂y
, (y, t) ∈ (0, κ)× (0, 1].

ψ2,κ(y, t) is a solution of





ψ2,κ(y, 0) = 0, y ∈ (0, κ) ,

ψ2,κ(0, t) = 0, t ∈ [0, 1] ,

ψ2,κ (κ, t) = 0, t ∈ [0, 1] ,
∂ψ2,κ(y,t)

∂t
− Lψ2,κ = H1,κ (y, t) , (y, t) ∈ (0, κ)× (0, 1].

Here

H1,κ (y, t) =
1

2
σ2
Ry

2∂
2ψ1,κ (y, t)

∂2y2
+ ry

∂ψ1,κ (y, t)

∂y
− λψ1,κ (y, t)

+ λ

∫ y

0

ψ1,κ (y − z, t) dF (z) + λF̄ (y).

Finally, ψ3,κ(y, t) is a solution of





ψ3,κ(y, 0) = 0, y ∈ (0, κ) ,

ψ3,κ(0, t) = 0, t ∈ [0, 1] ,

ψ3,κ (κ, t) = 0, t ∈ [0, 1] ,
∂ψ3,κy,t)

∂t
− A0ψ3,κ (y, t) = H2,κ (y, t) , (y, t) ∈ (0, κ)× (0, 1].

(1.3.8)
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Here

H2,κ (y, t) = −λψ2,κ(y, t) + λ

∫ y

0

ψ2,κ (y − z, t) dF (z).

In the general case with σR > 0 the coefficients grow to infinity. Therefore
we choose the following change of variables: x = ln (1 + y). This leads to a
formulation where the coefficients are bounded independently of the value of
κ. This makes it easier to obtain suitable bounds on the partial derivative of
ψ3,κ(y, t). The last step is to obtain the solution of the equation (1.3.6) as a
limit of a sequence of functions {ψκn(y, t)}∞n=0, where κn → ∞. In addition
to existence of a smooth solution of (1.3.6), Paper D also establishes the
following: If the tail distribution F̄ (x) satisfies

F̄ (x) ≤ C (1 + x)−c , x ≥ 0,

for some positive constants C and c, then for some constant Cc, depending
on c,

ψ (y, T ) ≤ Ccy
−c. (1.3.9)

In particular we conclude from this that if the moment generating function
of the claim size distribution exists in a neighborhood around 0, then for an
arbitrarily large c there exists a constant Cc such that (1.3.9) holds. This is
markedly different from the asymptotic behavior of the corresponding even-
tual ruin probability discussed in Section 1.2.

1.4 Numerical calculation of ruin probability with in-
vestment

Very few of the results concerning the ruin probability are easily analyzable
closed form solutions. Even when relatively simple asymptotic results are
known, such as the approximations given in Theorem 1.3.1, it is still desir-
able to make numerical computations. This is because those approximations
are often not very good for moderate, or even quite large, values of the initial
reserve. As a consequence much attention has been paid to numerical calcula-
tions of ruin probability, especially for the classical Cramér-Lundberg model.
Most of these are based on either matrix computation (see e.g. Asmussen
and Rolski (1991)) or recursive formulas (see e.g Vylder (1999), Dufresne
and Gerber (1994), Dickson and Waters (1991) and especially Steenackers
and Goovaerts (1991) and Dickson and Waters (1999)). It is not, however,
clear how these methods can be applied to models that include a stochastic
return on investment process of the type defined in (1.2.12)-(1.2.14).
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In Paulsen et al. (2005) there is a discussion on using numerical methods to
calculate the eventual ruin probability. Instead of using recursive formulas
the focus in that paper is solving the integro-differential equation (IDE)
(1.2.17), assuming λR = 0.

In Paper C there is a discussion of finite-difference methods for solving
the equivalent partial integro-differential equation (PIDE) (1.3.6) for ruin
in finite time. Numerical examples are given for models fitted to different
investment strategies and different data. Integrals are evaluated using pre-
calculated Gaussian quadrature rules, while the numerical differentiation is
much like that in Halluin et al. (2005).

The claim process is fitted to a classic dataset of Danish fire insurance
claims. The investment strategies considered are investing in U.S. trea-
sury bills of 3 month maturity, U.S. Treasury bonds or in American stocks.
For each of these investment strategies a geometric Brownian motion model
(GBM) is fitted to historical data. We calculated ruin probabilities for sev-
eral GBM investment models and for some jump-diffusion investment models.
For the jump-diffusion investment models and a few GBM investment models
we used parameter values from Ramezani and Zeng (2007).

The main finding is that for data covering the period 2000-2011 the models
fitted to investments in stocks lead to a ruin probability that is about twice
as high as the ruin probabilities with the Cramér-Lundberg model or with
the models fitted to investments in bonds. In contrast to this example we
find that, when the models are fitted to returns of the S&P 500 for 1962-
2003, the resulting ruin probabilities are slightly lower than for investments
in bonds or the Cramér-Lundberg model. The results reflect and quantify
the relatively high volatility of stock prices since year 2000.

2 Optimal dividend policy

2.1 De Finetti´s dividend problem, dividend policy
and the value of an insurance company

As described in Avanzi (2009), during the first part of the twentieth century
actuarial literature focused on minimizing the probability of ruin on an in-
finite time horizon in the Cramér-Lundberg model discussed in Section 1.1.
On an infinite time horizon this assumes that insurance companies let their
liquidity reserve grow without limit. Bruno de Finetti couldn’t see why an
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older company should hold more capital than a younger one bearing similar
risks, only because it is older. As described in Avanzi (2009) the goal of
Bruno de Finetti was to propose an alternative formulation that would be
sufficiently realistic and tractable to ‘study the practical problems regard-
ing risk and reinsurance’(translation in Avanzi (2009)). This led Bruno de
Finetti to formulate in de Finetti (1957) the optimal dividends problem for
an insurance company: Maximizing the expected sum of the discounted paid
out dividends from time zero until ruin, often referred to as ‘de Finetti’s
dividend problem’.

The rationale behind maximizing the expected sum of the discounted paid
out dividends is based on the idea that the value of the company is given by
this sum. It is remarked in Gordon (1959) that: ‘The hypothesis that the
investor buys the dividend when he acquires a stock seems intuitively plau-
sible, because the dividend is literally the payment stream that he expects
to receive’. An alternative hypothesis discussed in Gordon (1959) is that the
investor buys income per share, referred to as ‘The Earnings Hypothesis’.
Based on some data on price and earnings for companies in four different
industries it is concluded in Gordon (1959) that ‘the dividend hypothesis is
correct regardless of whether the earnings hypothesis is correct. The only
point at issue is whether the dividend hypothesis is unnecessary.’

A seemingly different opinion is expressed in the classical paper Miller and
Modigliani (1961). There it is argued that

. . . there are no ‘financial illusions’ in a rational and perfect eco-
nomic environment. Values there are determined solely by ‘real’
considerations, in this case the earning power of the firm’s assets
and its investment policy, and not by how the fruits of the earning
power are ‘packaged’ for distribution.

More precisely, the analysis in Miller and Modigliani (1961) is done in discrete
time and with the following assumptions:

In ‘perfect capital markets’, no buyer or seller . . . is large enough
for his transactions to have an appreciable impact on the then
ruling price. All traders have equal and costless access to in-
formation about the ruling price and all other relevant charac-
teristics of shares. No . . . other transaction costs are incurred
. . . and there are no tax differentials either between distributed
and undistributed profits or between dividends and capital gains.
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‘Rational behavior’means that investors always prefer more wealth
to less and are indifferent as to whether a given increment to their
wealth takes the form of cash payments or an increase in the mar-
ket value of their holdings of shares.

‘Perfect certainty’ implies complete assurance on the part of ev-
ery investor as to the future investment program and the future
profits of every company . . . .

‘Under these assumptions the valuation of all shares would be
governed by the following fundamental principle: The price of
each share must be such that the rate of return (dividends plus
capital gains per dollar invested) on every share will be the same
throughout the market over any given interval of time’.

What is then referred to as the ‘dividend policy problem’ in Miller and
Modigliani (1961) is formulated as: ‘Which is the better strategy for the
firm in financing the investment: To reduce dividends and rely on retained
earnings or to raise dividends, but float more new shares?’

Under the assumptions above it is then shown in Miller and Modigliani
(1961) that there are at least four equivalent approaches to valuations of
a stock that are all valid. These four approaches are the discounted cash
flow approach, the current earnings plus future investments approach, the
stream of dividends approach and the stream of earnings approach. Based
on the equivalence of these approaches they conclude that dividend policy is
irrelevant. In Miller and Modigliani (1961) the ‘stream of dividends approach’
is defined as the view that the current worth of a share is the discounted value
of the stream of dividends to be paid on the share in perpetuity, thus very
close to the objective function in de Finetti (1957).

It should be clear from the above that the term ‘dividend policy’ is used
in a much more narrow sense in Miller and Modigliani (1961) than what is
implied by de Finetti´s dividend problem. Moreover, it is noted in Miller and
Modigliani (1961) that, in the special case of exclusively internal financing,
‘dividend policy is indistinguishable from investment policy ; and there is an
optimal investment policy which does in general depend on the rate of return’.

It is perhaps clarifying to consider the approach in Stiglitz (1974). Here
the decisions of a company are divided into four groups:
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(a) How should the firm finance its investment?

(b) How should the firm distribute its revenue?

(c) How much should the firm invest?

(d) Which projects should the firm undertake?

Decisions falling into group (a) and (b) are called financial decisions while de-
cisions falling into group (c) and (d) are called real decisions. The discussion
in Stiglitz (1974) leads to a theorem which establishes sufficient conditions
for financial decisions to be inconsequential for the market value of the com-
pany. It is clear from the arguments, though, that this theorem does not
hold when there is no external financing. In the case of no external financing
(c) and (d) cannot be separated from (b), while (a) is constrained to retained
earnings. On the other hand, if external financing is available, and absence
of transaction costs and the other conditions in Stiglitz (1974) are all satis-
fied, then the result in Stiglitz (1974) suggests that there might be multiple
solutions of the de Finetti dividend problem.

In Sethi (1996) it is argued that some mathematical errors are made
in Miller and Modigliani (1961), and that additional conditions need to be
satisfied before it can be concluded that the share price equals the present
value of future per share dividends. As in Miller and Modigliani (1961)
and de Finetti (1957), the analysis in Sethi (1996) is done in discrete time
with a constant discounting factor and leads to the result below.

Theorem 2.1.1. Let D(t) be the present value of the total dividends paid
during period t to stockholders of record at the start of the period t, and let
V (t) be the present value of the company at the start of period t. The share
price equals the present value of the dividends accruing to it if and only if
the sum of the dividend yields is infinite, i.e,

∞∑

i=0

D(i)

V (i)
=∞.

According to Sethi (1996) this extra condition is necessary to rule out
‘bubbles’ and ‘Ponzi schemes’.

In Rozeff (1982) it is argued that payment of dividends forces the company
more frequently to the external capital markets. There the company must
undergo the scrutiny of the investment banking and regulatory communities
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in order to raise new capital. This process thus eliminates much of the need
for monitoring by the individual shareholder. Dividend payments serve as a
bonding or monitoring function, and thus reduce what economists call the
‘agency costs of equity’. On the other hand, going to the external markets
incurs substantial transaction costs. According to Rozeff (1982) the optimal
dividend policy is therefore a trade-off between those agency costs and the
high transaction costs of external financing. This view is supported by the
empirical studies Casey et al. (2007) and Puleo et al. (2009) of actual dividend
payments from insurance companies to their shareholders. In that paper it is
also suggested that ‘The more highly regulated property and casualty insurers
do appear to pay out more in dividends.’

A return of investment process is incorporated in almost all the models
treated in papers A, B, C and D. In addition to affecting the ruin proba-
bility, a possible reason for including such a process is for valuation. In the
study Foster (1977) of market valuation of non-life insurance companies it is
argued that ‘The underwriting+investment+capital gains earnings measure
provides the best specification of an econometric valuation model.’

2.2 Optimal dividend strategies

We will refer to a solution of de Finetti´s dividend problem as an ‘optimal
dividend policy’, although many economists probably would prefer to call
such a solution an ‘optimal investment policy’.

Let {Yt} be a risk process. Let {Dπ
t } be a nondecreasing process rep-

resenting the sum of the dividends distributed over the time interval [0, t].
Denote the modified risk process at time t by Y π

t . In order to be a tractable
problem some rules for permissible (or admissible) dividend strategies are
needed. These rules are given below and taken from Albrecher and Thon-
hauser (2009).

Definition 2.2.1. With each admissible strategy π the corresponding ruin
time is given as

τπ = inf {t ≥ 0 : Y π
t < 0} . (2.2.1)

Here we assume the following:

(i) Ruin does not occur due to dividend payments.

(ii) The path of Dπ
t is non-decreasing.
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(iii) Payments stop after the event of ruin.

(iv) Decisions must be made in a predictable way.

The condition (ii) excludes capital injections or other forms of external financ-
ing. Some papers discuss optimal dividend policies in more general economic
settings, where external financing is permitted, for example Sethi and Tak-
sar (2002); Løkka and Zervos (2008); Paulsen (2008); Kulenko and Schmidli
(2008); Bourlés and Henriet (2009) and Scheer and Schmidli (2011). Some
of these models include definitions of ruin (or solvency) which are different
from Definition 2.2.1.

Some common solutions (i.e. optimal dividend strategies) of the de Finetti
dividend problem in the literature are given in the definitions below. These
definitions are taken from Albrecher and Thonhauser (2009). In these def-
initions it is tacitly assumed that the risk process does not have positive
jumps.

Definition 2.2.2. Threshold strategy: Dividend is paid out continuously at a
rate a whenever the current reserve is above level b. The cumulated dividend
payments is then given by

Dt =

∫ min(t,τπ)

0

a1{Y πs ≥b}ds.

Definition 2.2.3. Barrier strategy: Let x be the current reserve and let p
be the rate of premium income (as in Section 1). For a fixed barrier height
b ≥ 0, the cumulated dividend payments are described by

Dt = (x− b) 1x>b +

∫ min(t,τπ)

0

p1{Y πs−=b}ds.

Such a strategy pays out all the reserve above b at t = 0+. Subsequently all
incoming premiums that lead to a surplus above b are immediately distributed
as dividends.

Definition 2.2.4. A band strategy is characterized by three sets, A,B and C,
which partition the state space of the reserve process. Each set is associated
with a certain dividend payment action for the current reserve x, as follows:
If the current surplus x ∈ A, then every incoming premium is paid out. If
x ∈ B, then a lump sum is paid out, moving the current reserve to the closest
point in A that is smaller than x. If x ∈ C no dividend is paid.
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Definition 2.2.5. A lump sum barrier strategy (sometimes called an impulse
strategy) is characterized by two levels, b1 and b2, with 0 ≤ b1 < b2. The
following rules are used for dividend payments: If the current surplus x is
above or equal to b2, then pay out the amount x − b1 immediately. If the
surplus is below b2, then do nothing until the reserve reaches the level b2

again.

In the original paper, de Finetti (1957), the risk process evolves as a
random walk with step sizes ±1. For this model it is proven that the (unique)
optimal dividend policy is to follow a barrier strategy. Since then a number
of papers have focused on solving de Finetti’s dividend problem for various
risk models. In Gerber (1969) it is shown that if the risk process is as
in the Cramér-Lundberg model, then the optimal dividend policy is a band
strategy, while in the case of exponentially distributed claim sizes the optimal
dividend policy is a lump sum barrier strategy. In these models it is assumed
that no transaction costs are incurred when dividends are paid out. For
general reviews of the literature on de Finetti´s dividend problem, which
also include several models with transaction costs, we refer to Albrecher and
Thonhauser (2009) and especially Avanzi (2009).

In Paper A the uncontrolled risk process is a fairly general diffusion process
that satisfies the stochastic differential equation

dYt = µ (Yt) + σ (Yt) dWt, Y0 = y.

Here Wt is a Brownian motion process and µ(y), σ(y) are function satisfying
the following requirements:

(a) |µ(y)|+ |σ(y)| ≤ C (1 + y) for all x ≥ 0 and some C > 0.

(b) µ(y), σ(y) are continuously differentiable and Lipschitz continuous, and
the derivatives µ′(y) and σ′(y) are Lipschitz continuous.

(c) (σ(y))2 > 0 for all y ≥ 0.

(d) µ′(y) ≤ d, where d is the discounting rate.

Especially relevant with regard to Paper A is the following result in Shreve
et al. (1984). For a diffusion process satisfying (a)-(d) the optimal dividend
policy is a barrier strategy. In Paulsen (2003) it is shown that this result holds
even when the dividend is maximized under solvency constraints. In Paulsen
(2007) it is shown that, under the same conditions on the uncontrolled risk
process, and when payment of divided is assumed to incur fixed and propor-
tional transaction costs, then the optimal dividend strategy is a lump sum
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strategy. In Paper A it is shown that this last result holds even when the
dividend is maximized under solvency constraints.

In Paper B the uncontrolled risk process follows the stochastic differential
equation

dYt = µ (Yt) + σ (Yt) dWt − dSt.
Here W is a Brownian motion and S is a compound Poisson process. There
are some growth conditions on the functions µ (y) and σ(y) similar to (a)-(d).
This class of jump-diffusion processes is very similar to the process defined
by the stochastic equation (1.2.14) above, except that no jumps are allowed
in the return on investment process. In most of Paper B it is assumed that
payment of dividends incurs both fixed and proportional transaction costs.

The main finding in Paper B is that for this model a lump sum barrier
strategy is optimal when the claim size distribution belongs to a class of
light-tailed distributions, including the exponential distribution. When there
are no transaction costs it is found that a simple barrier strategy is optimal.
Furthermore, a numerical method is developed that can be used to determine
whether, for a given calibrated risk process, a lump sum strategy is an optimal
dividend strategy.

References

Albrecher, H. and Thonhauser, S. (2009). Optimality results for dividend problems in
insurance. RACSAM Rev. R. Acad. Cien. Serie A. Mat., 103(2):295–320.

Asmussen, S. (2000). Ruin Probabilities. World Scientific Pub Co Inc.

Asmussen, S. and Højgaard, B. (1999). Approximations for Finite Horizon Ruin Proba-
bilities in the Renewal Model. Scandinavian Actuarial Journal, 1999(2):106–119.

Asmussen, S. and Rolski, T. (1991). Computational method in risk theory: A matrix-
algorithmic approach. Insurance, Mathematics and Economics, 10:259–274.

Avanzi, B. (2009). Strategies for Dividend Distribution: A Review. North American
Actuarial Journal, 13(2):217–251.
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In this paper, we consider a company where surplus follows a rather general diffusion

process and whose objective is to maximize expected discounted dividend payments. With

each dividend payment there are transaction costs and taxes and it is shown in [7] that

under some reasonable assumptions, optimality is achieved by using a lump sum dividend

barrier strategy, i.e. there is an upper barrier ū∗ and a lower barrier u∗ so that whenever

surplus reaches ū∗, it is reduced to u∗ through a dividend payment. However, these optimal

barriers may be unacceptably low from a solvency point of view. It is argued that in that

case one should still we should look for a barrier strategy, but with barriers that satisfy a

given constraint. We propose a solvency constraint similar to that in [6]; whenever dividends

are paid out the probability of ruin within a fixed time T and with the same strategy in

the future, should not exceed a predetermined level ε. It is shown how optimality can be

achieved under this constraint, and numerical examples are given.

Keywords: Optimal dividends; general diffusion; solvency constraint; quasi-variational

inequalities; lump sum dividend barrier strategy.

AMS subject classification: 49N25, 93E20, 91B28, 60J70, 65M06

1. Introduction

Finding optimal dividend strategies is a classical problem in the financial and actuarial

literature. The idea is that the company wants to pay some of its surplus as dividends, and the

problem is to find a dividend strategy that maximizes the expected total discounted dividends

received by the shareholders. The typical time horizon is until ruin occurs, i.e. until the surplus

is negative for the first time.

However, left to their own, financial institutions may make decisions that can jeopardize

their solvency, and those with a claim on the company, e.g. account holders of a bank or

customers of an insurance company, have an unacceptably high probability of loosing all or

parts of their claims. As a consequence, most countries impose some regulation on financial

companies, and in addition the companies themselves will usually have their own, albeit

sometimes lax, capital requirements.

The task for the management is therefore not to maximize expected discounted dividends

as such, but to do it under proper solvency constraints. One such constraint was suggested in

[6], and we shall apply the same idea in this paper. We also let the capital of the company

1Corresponding author
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follow the same diffusion process as in [6], originally presented in [11]. To explain, in [11] it

was proved that with their model, and provided there are no costs or taxes associated with

dividend payments, if an optimal policy exists it is of barrier type, i.e. there is a barrier u∗

so that whenever capital reaches u∗, dividends are paid with infinitesimal amounts so that

capital never exceeds u∗. The resulting accumulated dividend process is a singular process,

hence the name singular control. With the same setup, in [6] it was proved that when solvency

requirements prohibit dividend payments unless capital is at least u0 > u∗, then it is optimal to

use a singular control at u0. Therefore, it is natural to use u0 as a barrier, and it was suggested

that u0 could be determined as follows: whenever capital is at u0, ruin within a fixed time T

by following the same policy should not exceed a small, predetermined number ε. We denote

the corresponding u0 by uε. Thus the problem of optimal dividend payments was linked to the

problem of calculating ruin probabilities, the latter being a key concept in risk theory. Clearly,

increasing u0 implies that the ruin probability is decreased, so the problem can be reduced to a

one dimensional search problem for uε. Although in both [11] and [6] there were no transaction

costs or taxes, proportional costs or taxes will not change the problem significantly. However,

when each dividend payment carries a fixed cost, the problem changes from a singular control

problem to an impulse control problem. It was shown in [7], using the same diffusion model

as in [11], that if there is an optimal dividend strategy it will be of a two-barrier type. To

explain, there is a lower barrier u∗ ≥ 0 and an upper barrier ū∗ so that when capital reaches

ū∗, dividends are paid bringing the capital down to u∗.

In this paper we will make the same assumptions as in [7], but slightly differently formulated.

With each dividend payment there is a fixed cost K and a tax rate 1 − k with 0 < k < 1. We

will argue that if the optimal policy is too risky, look for a lower barrier uε > 0 and an upper

barrier ūε that maximizes expected discounted dividends and at the same time satisfy the

solvency constraint as presented in the above paragraph. This problem is more difficult than

that in [6] since we must look for a pair (uε, ūε), not just a number uε. One issue is to find a

fast method to calculate the ruin probability for a given lower and upper barrier, and we will

show how we can adapt the Thomas algorithm for solving tridiagonal systems together with

the Crank-Nicolson algorithm to solve the relevant partial differential equations. The paper

ends with numerical examples.

2. The model and a general optimality result

Let (Ω,F , {Ft}t≥0, P ) be a probability space satisfying the usual conditions, i.e. the filtration

{Ft}t≥0 is right continuous and P -complete. Assume that the uncontrolled surplus process

follows the stochastic differential equation

dXt = µ(Xt)dt+ σ(Xt)dWt, X0 = x, (2.1)

where W is a Brownian motion on the probability space and µ(x) and σ(x) are Lipschitz-

continuous. Let the company pay dividends to its shareholders, but at a fixed transaction cost

K > 0 and a tax rate 0 < 1 − k < 1. This means that if ξ > 0 is the amount by which the

capital is reduced, then the net amount of money the shareholders receive is kξ − K. Since

every dividend payment results in a transaction cost K > 0, the company should not pay out

2



dividends continuously but only at discrete time epochs. Therefore, a strategy can be described

by

π = (τπ1 , τ
π
2 , . . ., τ

π
n , . . .; ξ

π
1 , ξ

π
2 . . ., ξ

π
n , . . .),

where τπn and ξπn denote the times and amounts of dividends. Thus, when applying the strategy

π, the resulting surplus process Xπ
t is given by

Xπ
t = x+

∫ t

0
µ(Xπ

s )ds+

∫ t

0
σ(Xπ

s )dWs −
∞∑
n=1

1{τπn<t}ξ
π
n . (2.2)

The process Xπ is left continuous with right limits, so when applying e.g. Itô’s formula, it will

be on the right continuous with left limit version {Xt+}. Also, we define ∆Xt = Xt+ −Xt.

Sufficient conditions for existence and uniqueness of (2.2) are assumptions A1 and A2 below.

Definition 2.1. A strategy π is said to be admissible if

(i) 0 ≤ τπ1 and for n ≥ 1, τπn+1 > τπn on {τπn <∞}.

(ii) τπn is a stopping time with respect to {Ft}t≥0, n = 1, 2. . . .

(iii) ξπn is measurable with respect to Fτπn , n = 1, 2. . . .

(iv) P
(

lim
n→∞

τπn ≤ T
)

= 0, ∀T ≥ 0.

(v) 0 < ξπn ≤ Xπ
τn .

We denote the set of all admissible strategies by Π.

With each admissible strategy π we define the corresponding ruin time as

τπ := inf{t ≥ 0 : Xπ
t < 0}

and the performance function Vπ(x) as

Vπ(x) = Ex

[ ∞∑
n=1

e−λτ
π
n (kξπn −K)1{τπn≤τπ}

]
,

where by Px we mean the probability measure conditioned on X0 = x. Vπ(x) represents the

expected total discounted dividends received by the shareholders until ruin when the initial

reserve is x. Since we deal with the optimization problem on the time interval [0, τπ], we can

assume without loss of generality that Xπ
t ≡ 0 for t > τπ.

Define the optimal return function

V ∗(x) = sup
π∈Π

Vπ(x)

and the optimal strategy, if it exists, by π∗. Then Vπ∗(x) = V ∗(x).

Definition 2.2 A lump sum dividend barrier strategy π = πū,u with the parameters ū and u

satisfies for Xπ
0 < ū,

τπ1 = inf{t > 0 : Xπ
t = ū}, ξπ1 = ū− u,
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and for every n ≥ 2,

τπn = inf{t > τπn−1 : Xπ
t = ū}, ξπn = ū− u.

When Xπ
0 ≥ ū,

τπ1 = 0, ξπ1 = Xπ
0 − u,

and for every n ≥ 2, τπn is defined as above.

With a given lump sum dividend barrier strategy πū,u, the corresponding value function is

denoted by Vū,u(x).

The importance of the lump sum dividend barrier strategies is exemplified in e.g. Theorem

2.1 below, proved in [7]. In order to present the theorem, we make a list of assumptions.

A1. | µ(x) | + | σ(x) |≤ C(1 + x) for all x ≥ 0 and some C > 0.

A2. µ(x) and σ(x) are continuously differentiable and Lipschitz continuous, and the derivatives

µ′(x) and σ′(x) are Lipschitz continuous for all x ≥ 0.

A3. σ2(x) > 0 for all x ≥ 0.

A4. µ′(x) ≤ λ for all x ≥ 0, where λ is the discounting rate.

Define the operator L by

Lg(x) =
1

2
σ2(x)g′′(x) + µ(x)g′(x)− λg(x)

for g ∈ C2(0,∞). It is well known, see e.g. [7], that under the assumptions A1-A3 any solution

of Lg = 0 is in C2(0,∞). Let g1(x) and g2(x) be two independent solutions of Lg(x) = 0, chosen

so that g(x) = g1(0)g2(x)−g2(0)g1(x) has g′(0) > 0. Any such solution will be called a canonical

solution. Then any solution LV (x) = 0 with V (0) = 0 and V ′(0) > 0 is of the form

V (x) = cg(x), c > 0.

Consider the following set of problems.

B1: LV (x) = 0, 0 < x < ū∗,

V (0) = 0,

V (x) = V (ū∗) + k(x− ū∗), x > ū∗.

B2: V (ū∗) = V (u∗) + k(ū∗ − u∗)−K,

V ′(ū∗) = k,

V ′(u∗) = k.

B3: V (ū∗) = kū∗ −K,

V ′(ū∗) = k.

Note that k and K are equivalent to 1
1+d1

and d0
1+d1

in [7].

Theorem 2.1. (Theorem 2.1 in [7]) Assume that A1 − A4 hold. Then exactly one of the

following three cases will occur.
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(i) B1+B2 have a unique solution for unknown V (x), ū∗ and u∗ and V ∗(x) = V (x) = Vū∗,u∗(x)

for all x ≥ 0. Thus the lump sum dividend barrier strategy π∗ = πū∗,u∗ is an optimal

strategy.

(ii) B1+B3 have a unique solution for unknown V (x) and V ∗(x) = V (x) = Vū∗,0(x) for all

x ≥ 0. Thus the lump sum dividend barrier strategy π∗ = πū∗,0 is an optimal strategy.

(iii) There does not exist an optimal strategy, but

V ∗(x) = lim
ū→∞

Vū,u(ū)(x)

and this limit exists and is finite for every x ≥ 0. In terms of a canonical solution,

V ∗(x) =
kg(x)

limū→∞ g′(ū)
.

Here Vū,u(ū)(x) = supu∈[0,ū) Vū,u(x).

Remark 2.1. As pointed out in Remark 2.2e in [7], if limx→∞ g
′(x) =∞ then either B1+B2 or

B1+B3 apply, hence an optimal solution exists. That limx→∞ g
′(x) = ∞ is almost a necessary

condition for existence of a solution can be shown as in Proposition 2.4 of [8]. Therefore, for

simplicity we will typically assume that limx→∞ g
′(x) =∞.

Here is a useful sufficient condition for limx→∞ g
′(x) =∞. The proof is given in the appendix.

Proposition 2.1. Assume A1-A4 and that there exists an x0 ≥ 0 and an ε > 0 so that

µ′(x) ≤ λ− ε, x ≥ x0.

Then for any canonical solution g of Lg(x) = 0,

lim
x→∞

g′(x) =∞.

Remark 2.2. Arguing as in the end of the proof of Theorem 4.1, it follows that if there exists

an x0 ≥ 0 so that

µ′(x) = λ, x ≥ x0,

then limx→∞ g
′(x) <∞. Therefore, Proposition 2.1 is quite sharp.

3. Optimality under payout restrictions

Consider e.g. an insurance company that wants to use the optimal barriers ū∗ and u∗ for its

dividend payments. However, when policyholders pay their premiums in advance, they expect

to have their claims covered. It is therefore reasonable that the company should not be allowed

to pay dividends if that makes the surplus too small. One natural condition is that the surplus

is not allowed to be less than some u0 > 0 after a dividend payment. Mathematically, for a

policy π such a restriction can be written as∑
0≤τπn≤τπ

1{Xτπn+<u0} = 0. (3.1)
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Let Π0 denote the set of all admissible strategies satisfying (3.1). Define the new optimal return

function V ∗0 (x) as

V ∗0 (x) = sup
π∈Π0

Vπ(x). (3.2)

Our aim is to find the optimal return function V ∗0 (x) and the optimal strategy π0 ∈ Π0 such

that Vπ0(x) = V ∗0 (x).

Following Remark 2.1 we assume that limx→∞ g
′(x) = ∞ so that either B1+B2 or B1+B3

have a solution. Trivially, if B1+B2 have a solution V (x) for some c∗, ū∗ and u∗ ≥ u0,

the optimal strategy in case (i) of Theorem 2.1 is feasible under the constraint (3.1). Then

V ∗0 (x) = V (x) and the optimal strategy is as in case (i) of Theorem 2.1.

Therefore we consider the cases when B1+B2 have a solution V (x) for some c∗, ū∗ and

u∗ < u0, or the case when B1+B3 have a solution V (x) for some c∗, ū∗ and u∗ = 0. In

these cases, the optimal strategy given by Theorem 2.1 does not satisfy the constraint (3.1).

Consequently, we need to look for the optimal return function and the optimal strategy again.

To this end, consider the problem for unknown V and ū0:

C: LV (x) = 0, 0 < x < ū0,

V ′(ū0) = k,

V (0) = 0,

V (x) = V (u0) + k(x− u0)−K, x ≥ ū0.

The following result is proved in the appendix.

Theorem 3.1. Assume that A1-A4 hold and that limx→∞ g
′(x) = ∞. Let u0 > u∗, where u∗

is given in Theorem 2.1. Then Problem C has a unique solution for unknown V and ū0 and

V ∗0 (x) = V (x) = Vū0,u0
(x),

where V ∗0 (x) is defined in (3.2). Thus the lump sum dividend barrier strategy πū0,u0
is an

optimal strategy in Π0. Also, for given u1 so that u∗ < u0 < u1, for the corresponding optimal

upper barriers it holds that ū∗ < ū0 < ū1.

According to Theorems 2.1 and 3.1, for a given lower barrier u0 the optimal strategy is the

lump sum barrier strategy πũ,u1
where,

(ũ, u1) =


(ū0, u0), if u0 > u∗,

(ū∗, u∗), if u0 ≤ u∗.
(3.3)

Here (ū∗, u∗) is as in Theorem 2.1, while ū0 is as in Theorem 3.1. This addresses the problem of

not being allowed to pay dividends that brings the capital too far down. The next result looks

at the other end. What if the company cannot make a dividend payment when it wants, but

has to postpone it until capital reaches a higher level? Let ū1 > ũ and let Π1 be the set of all
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admissible policies satisfying ∑
0≤τπn≤τπ

1{Xτπn+<u1∪Xτπn<ū1} = 0, (3.4)

i.e. all policies so that paying dividends when capital is less than ū1 as well as reducing it below

u1 through a dividend payment are ruled out. Define the new optimal return function V ∗1 (x) as

V ∗1 (x) = sup
π∈Π1

Vπ(x). (3.5)

Consider the problem for unknown V .

D: LV (x) = 0, 0 < x < ū1,

V (0) = 0,

V (x) = V (u1) + k(x− u1), x > ū1.

We then have the following theorem. It is proved in the Appendix.

Theorem 3.2. Assume that A1-A4 hold and that limx→∞ g
′(x) = ∞. Let u0 and ū1 > ũ be

given, where ũ is defined in (3.3). Then Problem D has a unique solution for unknown V and

V ∗1 (x) = V (x) = Vū1,u1
(x),

where V ∗1 (x) is defined in (3.5) and u1 in (3.3). Thus the lump sum dividend barrier strategy

πū1,u1
is an optimal strategy in Π1

The messages of Theorems 3.1 and 3.2 is that if the optimal barriers are too small, it is

still optimal to use lump sum barrier strategies with the barriers as close to the optimal ones

as possible in some sense. Therefore, we should look for barrier strategies, but with barriers

sufficiently large to satisfy solvency requirements. This is the topic of Section 4.

4. Optimality under a solvency constraint

Having argued in Section 3 that barrier strategies are optimal also under reasonable constraints,

we will in this section show how optimal barriers can be found that satisfy a natural solvency

restriction. To describe this restriction, let T <∞ be a fixed time horizon and define the survival

probability as

φū,u(T, x) = Px(τπū,u > T ),

where as before Px means that X0 = x and πū,u is the lump sum dividend strategy with barriers

ū and u. For a given ruin tolerance ε we say that the strategy πū,u is solvency admissible if

φū,u(T, u) ≥ 1− ε. (4.1)

Note that φū,u(T, u) = φū,u(T, ū). This means that for a solvency admissible strategy πū,u, at

the time of paying a dividend the probability of survival during the next time interval of length

T using the same strategy cannot be smaller than 1− ε.
Also note that even when case (iii) of Theorem 2.1 applies, in principle condition (4.1) may
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not hold for any δ-optimal dividend strategy. The reason for this is that u(ū) may be bounded

as ū → ∞. The following result shows that even in case (iii) there will exist a δ-optimal

dividend strategy. It is proved in the appendix.

Theorem 4.1. Assume case (iii) of Theorem 2.1. Then for any b > 0 and ū > 0 there exists a

ũ(ū) < ū satisfying ũ(ū)→∞ as ū→∞ so that

Vū,ũ(ū)(x)→ V ∗(x) ∀x ∈ [0, b] as ū→∞.

By this result we can choose a u so large that for any δ > 0 there is a δ-optimal lump sum

dividend barrier that satisfies the constraint (4.1). Consequently, from now on it is assumed

that limx→∞ g
′(x) =∞ as in Remark 2.1.

As in [6] it can be proved that if there exists a C1,2((0, T )× (0, ū)) function v that satisfies

vt(t, x) =
1

2
σ2(x)vxx(t, x) + µ(x)vx(t, x), (t, x) ∈ (0, T )× (0, ū) (4.2)

with initial value

v(0, x) = 1, 0 ≤ x ≤ ū (4.3)

and boundary value for t > 0,

v(t, 0) = 0 and v(t, ū) = v(t, u), (4.4)

then v(T, x) = φū,u(T, x) is the survival probability. Here vt means the partial derivative w.r.t.

t and so on. In fact it is well known, see e.g. [5], that under assumptions A1-A3 any solution of

(4.2) is C1,2((0, T )× (0, ū)).

Let us discuss how the optimal solvency admissible strategy can be found. By definition, for

u > 0, clearly

φū2,u(T, x) > φū1,u(T, x), ū2 > ū1,

φū,u2
(T, x) > φū,u1

(T, x), u2 > u1.

Let φ(T, x) = Px(Xt > 0 ∀t ∈ [0, T ]) be the survival probability when there is no control. If

φ(T, u) ≤ 1 − ε then u cannot be the lower barrier of a solvency admissible dividend strategy

since paying dividends surely increases the ruin probability. However, if φ(T, u) > 1 − ε then

for sufficiently large ū, πū,u will be a solvency admissible strategy. The lower bound um for the

lower barrier in a solvency admissible strategy is therefore of interest, and it is given by

φ(T, um) = 1− ε.

It is easy to show that if there exists a C1,2((0, T )× (0,∞)) function w that satisfies

wt(t, x) =
1

2
σ2(x)wxx(t, x) + µ(x)wx(t, x), (t, x) ∈ (0, T )× (0,∞) (4.5)
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with initial value

w(0, x) = 1, 0 ≤ x ≤ ∞ (4.6)

and boundary value for t > 0,

w(t, 0) = 0 and lim
x→∞

w(t, x) = 1, (4.7)

then w(T, x) = φ(T, x). Again, by A1-A3 any solution of (4.5) is C1,2((0, T )× (0,∞)).

We are now ready for the optimality algorithm. It is assumed that limx→∞ g
′(x) =∞.

1. Calculate the optimal V ∗(x) with corresponding barriers ū∗ and u∗.

2. Calculate φū∗,u∗(T, u
∗). If φū∗,u∗(T, u

∗) ≥ 1− ε, the optimal strategy satisfies the solvency

constraint and we are done. If not continue to step 3.

3. Find um as the unique solution of φ(T, um) = 1 − ε. This can be done using a one

dimensional search.

4. Let δ > 0 be a small number, and set ui = um + iδ, i = 1, 2, . . ..

5. For each ui, find the corresponding optimal upper barrier by solving Problem C, and call

this ui. Calculate φui,ui(T, ui) and if φui,ui(T, ui) ≥ 1 − ε, set ūi = ui. Also let c̄i be the

scaling factor so that the solution is V ∗0 (x) = c̄ig(x) for x ≤ ūi. On the other hand, if

φui,ui(T, ui) < 1− ε, increase ui in steps of δ until the solvency constraint is satisfied. Let

ūi be the corresponding upper barrier and c̄i the scaling factor found by solving Problem

D.

6. Do this until c̄i falls significantly. Then let cε be the highest c̄i and ūε and uε be the

corresponding ūi and ui respectively. The optimal solvency admissible strategy is then

πūε,uε and the corresponding value function is

Vε(x) =

{
cεg(x), 0 ≤ x ≤ ūε,

Vε(ūε) + k(x− ūε), x > ūε.

The equations (4.2) and (4.5) together with their respective initial and boundary conditions

are not easily solvable, but taking the Laplace transform brings them into ordinary differential

equations. To see how, consider (4.2) and define

ṽ(s, x) = Lv(s) =

∫ ∞
0

e−stv(t, x)dt.

Straightforward calculations, using (4.3), gives that ṽ satisfies

1

2
σ2(x)ṽxx(s, x) + µ(x)ṽx(s, x)− sṽ(s, x) = −1. (4.8)

A particular solution is given by ṽp(s, x) = s−1. Let ṽ1(s, x) and ṽ2(s, x) be independent solutions

of the homogeneous equation in (4.8). Then we have

ṽ(s, x) = a1(s)ṽ1(s, x) + a2(s)ṽ2(s, x) +
1

s
,
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where a1 and a2 are determined from the initial and boundary conditions. Now v(t, 0) = 0

implies that ṽ(s, 0) = 0 as well, and v(t, ū) = v(t, u) implies that ṽ(s, ū) = ṽ(s, u). Therefore,

after some straightforward calculations

a1(s) =
1

s

ṽ2(s, ū)− ṽ2(s, u)

ṽ2(s, 0)(ṽ1(s, ū)− ṽ1(s, u))− ṽ1(s, 0)(ṽ2(s, ū)− ṽ2(s, u))
(4.9)

a2(s) = −1

s

ṽ1(s, ū)− ṽ1(s, u)

ṽ2(s, 0)(ṽ1(s, ū)− ṽ1(s, u))− ṽ1(s, 0)(ṽ2(s, ū)− ṽ2(s, u))
(4.10)

Let L−1
h (t) be the inverse Laplace transform. Then Ls−1(t) = 1 and using the Laplace transform

property for integrals, we get that

v(T, x) = 1−
∫ T

0
L−1
h1+h2

(t)dt,

where

hi(s, x) = −sai(s)ṽi(s, x), i = 1, 2.

Therefore, P (τπ ∈ dt) = L−1
h1+h2

(t)dt when π = πū,u.

Similarly, w̃(s, x) = Lw(s) also satisfies (4.8) with w̃(s, 0) = 0 and limx→∞ w̃(s, x) = s−1.

Therefore, if we let w̃1(s, x) and w̃2(s, x) be two independent solutions of the homogeneous

equation, and assume that ŵi(s) = limx→∞ w̃i(s, x), i = 1, 2 exist, then

w̃(s, x) = b1(s)w̃1(s, x) + b2(s)w̃2(s, x) +
1

s
,

where

b1(s) =
1

s

1

w̃2(s, 0) ŵ1(s)
ŵ2(s) − w̃1(s, 0)

,

b2(s) =
1

s

1

w̃1(s, 0) ŵ2(s)
ŵ1(s) − w̃2(s, 0)

.

Inversion formulas are similar to those above.

Example 4.1 Assume that µ and σ2 are constants. Then it is easy to see that

ṽi(s, x) = w̃i(s, x) = eci(s)x, i = 1, 2,

where

c1(s) = − µ

σ2
+

√
µ2

σ4
+

2s

σ2
> 0 and c2(s) = − µ

σ2
−
√
µ2

σ4
+

2s

σ2
< 0.

Plugging this into (4.9) and (4.10) gives ṽ(s, x). Inverting this Laplace transform is unfortunately

not straightforward.

Also ŵ1(s) =∞ and ŵ2(s) = 0, hence b1(s) = 0 and b2(s) = −s−1. Therefore,

w̃(s, x) =
1

s
− 1

s
ec2(s)x.

This can be inverted using standard tables for the Laplace transform. However, the solution

can also be obtained by other methods, see e.g. [3] p.196, and is given by

w(T, x) = 1− 1√
2π

x

σ

∫ T

0
t−

3
2 e−

(x+µt)2

2σ2t dt.

10



Therefore, um is given as the unique solution of (in x)

x =

√
2πσε∫ T

0 t−
3
2 e−

(x+µt)2

2σ2t dt

.

5. Numerical Solutions

In order to provide a complete numerical solution to the problem, several differential equations,

both ordinary and partial, have to be solved.

For problems B, C and D it is necessary to find a canonical solution g, either analytically,

or if that is not possible or practical, numerically. In the latter case, the Runge-Kutta method

can be used, together with linear interpolation between the grid points, this for g, g′ and g′′. In

case the assumption of Proposition 2.1 does not hold, the numerical solution can be helpful to

assess whether limx→∞ g
′(x) =∞ or not.

Problems B1+B2 or B1+B3. In [7] it is shown how this can be reduced to a one dimensional

search problem, but for completeness and since the notation is somewhat different, we include

it here. This method will also reveal whether an optimal solution exists.

1. Find the x∗ ∈ (0,∞), if it exists, so that g′′(x∗) = 0. If g is convex, we set x∗ = 0, and if

it is concave we set x∗ =∞. In the second case there is no solution, and by Lemma A.2b,

x∗ = 0 is equivalent to µ(0) ≤ 0, so this case is easy to establish.

2. Choose x < x∗ and let c = k
g′(x) so that cg′(x) = k.

3. Find (if possible) a y > x∗ so that g′(y) = k
c . If this is not possible, try with a larger x

until it is satisfied.

4. Calculate k(y−x)− c(g(y)− g(x)). If this is larger than K increase x. Otherwise decrease

x.

5. Repeat the process until a solution is obtained, or until it is clear that there is no solution.

In case there is a solution, upon convergence u∗ = x, ū∗ = y and V ∗(x) = cg(x) for x ≤ ū∗.

Problem C. Assume it is clear that limx→∞ g
′(x) =∞. Then the following easy recipe works:

1. Choose an x > u0 and let c = k
g′(x) so that cg′(x) = k.

2. Calculate k(x−u0)−c(g(x)−g(u0)). If this is larger than K decrease x, otherwise increase

x.

3. Repeat the process until convergence is obtained. Upon convergence, ū0 = x and V (x) =

cg(x) for x ≤ ū0.

Problem D. The unique solution is given in (A.15) in the appendix.

The function v(t, x) of (4.2)-(4.4). This is a standard PDE, but with nonstandard boundary

conditions. It turns out that the Crank-Nicolson algorithm together with an adaption of the
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Thomas algorithm to solve tridiagonal systems are well suited for this problem. For more details

on the Crank-Nicolson and the Thomas algorithms the reader can consult [1].

To explain how this adaption works, let h be the grid length and ih, i = 0, 1, . . . ,m the

gridpoints so that mh = ū. Similarly, let k be the grid length and jk, j = 0, 1, . . . , n the

gridpoints so that nk = T Previously k is defined as the tax rate, but there should be no

ambiguity so we follow the standard notation. Let σ2
i = σ2(ih) and µi = µ(ih), i = 0, 1, . . . ,m.

With vji an approximation to v(ih, jk), the Crank-Nicolson finite difference scheme is

1

k
(vj+1
i − vji ) =

1

4h2

[
σ2
i

(
vj+1
i+1 − 2vj+1

i + vj+1
i−1 + vji+1 − 2vji + vji−1

)
+µih

(
vj+1
i+1 − v

j+1
i−1 + vji+1 − v

j
i−1

)]
.

Collecting terms, this can be written as

αiv
j+1
i−1 + βiv

j+1
i + γiv

j+1
i+1 = dji , (5.1)

where with r = k
h2 ,

αi = −r
4

(
σ2
i − µih

)
,

βi = 1 +
1

2
rσ2

i ,

γi = −r
4

(
σ2
i + µih

)
,

dji = −αivji−1 + (1− 1

2
rσ2

i )v
j
i − γiv

j
i+1.

To start the iterations we use the intial value v(0, x) = 1 giving v0
i = 1 as well, and so the d0

i ,

i = 0, 1, . . . ,m can be calculated.

Now to the Thomas algorithm. To use it, for numerical stability we should have

|αi|+ |γi| < |βi|, i = 0, 1, . . . ,m. (5.2)

Let us check this condition:

1. σ2
i ≥ µih. Then |αi|+ |γi| = 1

2rσ
2
i < βi, so this case is unproblematic.

2. σ2
i < µih. Then |αi|+ |γi| = 1

2rµih < βi if and only if r < 2
µih−σ2

i
.

In order to have case 1 at all gridpoints, we can let

h ≤ max
i

σ2
i

µi
,

and then for good convergence, a typical choice of r is r = 1
2 .

Assume that (5.2) is satisfied, and for simplicity write vi = vj+1
i and di = dji in (5.1). The

idea of the Thomas algorithm is to write

vi = pi+1vi+1 + qi+1 (5.3)

for unknown pi+1 and qi+1. Using this in (5.1) with i− 1 instead of i, we get

αi(pivi + qi) + βivi + γivi+1 = di. (5.4)

12



Comparing (5.3) and (5.4) gives

pi+1 = − γi
αipi + βi

and qi+1 =
di − αiqi
αipi + βi

. (5.5)

The boundary condition v(t, 0) = 0 implies that 0 = v0 = p1v1 + q1, which is satisfied if

p1 = q1 = 0. We can now use (5.5) to recursively calculate (pi, qi), i = 2, . . . ,m. Then using

(5.3) backwards yields

vm =
vm−1 − qm

pm

=
1

pm

(
vm−2 − qm−1

pm−1
− qm

)
= · · ·

=
1

Pml+1

vl −
m∑

i=l+1

qi
Pmi

,

where

Pmi =
m∏
j=i

pj .

The boundary condition v(t, ū) = v(t, u) implies that vm = vl where hl = u. Therefore,

vm = −

∑m
i=l+1

qi
Pmi

1− 1
Pml+1

=
ql+1 +

∑m
i=l+2 P

i−1
l+1 qi

1− Pml+1

.

We can now go backwards using (5.3) again.

Remark 5.1 Since in the Crank-Nicolson method k = rh2, the space grid is typically much

coarser than the time grid. In our problem we are searching for optimal points in the space

variable, and therefore a fully implicit scheme with k = rh for some r may be more suitable,

since this allows for a finer space grid with the same computation time. The relation (5.1) will

still apply, but with different coefficients, and so the Thomas algorithm is again applicable.

However, we have not tried this method.

The function w(t, x) of (4.5)-(4.7). This is basically the same problem as that discussed

above, except that instead of the nonstandard boundary condition v(t, ū) = v(t, u), we impose

the standard boundary condition w(t, ū) = 1 for some large ū. This will result in a slightly

overestimate of the survival probability, but if ū is chosen large enough, it should not be a real

problem. Deciding when ū is large enough is not an obvious task, but one way may be to keep

x fixed at a moderate value, and then try with increasing ū until the solution w(0, x) stabilizes.

Given the ū, the Crank-Nicolson algorithm together with the standard Thomas algorithm

should work fine. Also, to find w analytically is easier than to find v, as we saw in Example 4.1.

6. Numerical examples

In this section we will give two numerical examples where optimal solutions with and without

the solvency constraint are compared. In all plots, solid lines are for the case with the solvency
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constraint, while dashed lines are without solvency constraints. Each figure is split into three

panels, where the first panel shows the optimal upper and lower barriers, both without and with

the solvency constraint. The second panel shows the amount of dividends paid each time, i.e.

ūε − uε and ū∗ − u∗. The third panel shows the constants cε and c∗ so that the value functions

equal Vε(x) = cεg(x), x ≤ ūε and V ∗(x) = c∗g(x), x ≤ ū∗, where g is a canonical solution to

be specified in each example. This means that for x ≤ ū∗, 1− cε
c∗ is the percentage loss of value

due to the solvency constraint.

Before we give the examples, a few words on the numerics. All programs were written in

R, but with subprograms in C for the number crunching. The simple algorithm described in

Section 4 had to be modified. The reason is that the finite difference scheme (5.1) for solving

(4.2) is accurate of order 2. However, a perturbation of size h of the boundary condition of a

PDE will in general induce a change in the solution of order O(h). Experimentally this seems

to be the case also in this case for perturbations of ū and u, i.e. the most accurate numerical

evaluations of the survival probability φū,u for a given lump sum strategy πū,u seem to come

when u and ū are both nodes on the PDE grid. This is especially true for u. The general idea

behind the program is therefore to minimize the calculations of off-grid u and ū by defining the

grids so that u is on the grid. To find the smallest solvency admissible ū for a fixed u > um, the

program iterates as follows:

1. Start with a fairly coarse grid and find two adjacent points v̄1 < w̄1 so that according to

the numerical solution πw̄1,u is solvency admissible, while πv̄1,u is not. Then one iteration

of the secant method is used to find a ū1 between v̄1 and w̄1.

2. Repeat the procedure with a finer grid, and find adjacent points v̄2 < w̄2 with the same

properties as v̄1 and w̄1. Since the grid has changed, so has the numerical solution of the

ruin probability, and frequently this resulted in v̄2 > w̄1.

3. Repeat the process a certain number of times. We repeated it until there was about 100

million nodes, where we used k = 1
2h

2.

Although a bit circumstantial, this routine was in fact quite efficient in terms of total running

time. As is seen from several of the figures below, the upper estimated values of ū are sometimes

quite erratic. However, this does not matter much since the corresponding values of cε do not

vary much. When comparing different plots it is important to note that the y-axis varies, and

when the span on the y-axis is very small the results may look more erratic than they actually are.

Example 6.1 Let µ(x) = µ and σ(x) = σ be constants, so that (2.1) becomes

Xt = x+ µt+ σWt.

By Proposition 2.1, limx→∞ g
′(x) =∞, hence an optimal strategy always exists.

In Figures 1-5 µ = σ = 1 and the canonical solution chosen is

g(x) = αe−θx sinh(βx)

with α = 0.9636 (a bit arbitrary, admittedly) and

θ =
µ

σ2
and β =

1

σ2

√
2λσ2 + µ2.
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The other parameter values used are

λ = 0.1, T = 10, k = 0.95, K = 0.05, ε = 0.01.

In the figures 4 of these are kept fixed, while one is varying. In the discussion below, ū is generic

for both the unconstrained upper barrier ū∗ and the constrained ūε, and similar with u.

In Figure 1, the discounting factor λ is varied. When there is no solvency constraint, we see

from the first panel that both upper and lower barriers decrease as λ increases, which reflects

the fact that with large values of λ early payments are important, since later payments are

heavily discounted. When λ is small, the solvency constraint is not binding due to the long term

perspective, and hence the necessity to avoid early ruin provides sufficiently large barriers. As

λ increases, the constraint becomes binding, and the lower barrier even increases. The reason

for this is that with a given constraint, there is more to gain by decreasing the upper barrier

ūε a lot, even if that means a small increase in the lower barrier uε. However, it is interesting

to see from the middle panel that the actual payout ū− u is not much affected by the solvency

constraint. From the right panel, we see that the relative impact of the solvency constraint on

the values c∗ and cε increases quite a lot with λ, but for moderate values of λ it only causes

small reductions in the value of the company.

In Figure 2 the time horizon T varies. Without the solvency constraint, the optimal solution

is independent of T , which is also seen from the figure. For small T , the optimal solution

gives sufficiently high survivial probability, hence the solvency constraint is not binding. As T

increases, with the solvency constraint both the lower and upper barriers increase, but it is seen

from the middle panel that the actual payout is again not much affected by the constraint. Why

the payout first goes down and then increases we cannot explain. The ruggednes of the graph

in the middle panel is due to numerical issues as discussed above. However, looking at the scale

on the y-axis, we see that the variations are not severe. From the right panel it is seen that

although the barriers are much influenced by the solvency constraint, the actual values cε are

far less so.

In Figure 3 the retention rate k varies. As k increases, the amount received, k(ū− u)−K,

gets positive for lower amounts ū − u paid, and so both barriers decrease with k, both in the

unconstrained and the constrained case. The effect of the solvency constraint is just to increase

the barriers, but from the middle panel we see that again the payout ū−u is not much affected.

From the right panel it is seen that the actual value of the company is not much affected neither.

In Figure 4 the fixed cost K is varied. Since for K large, the payout ū− u must be large in

order for the dividend received, k(ū− u)−K, to be positive, the optimal payout must increase

with K, which is confirmed in the middle panel. For the rest, the picture is much the same as

before, with the solvency constrained barriers lying above those without the solvency constraint,

but with the payout ū − u rather unaffected. Also, as seen from the right panel, the solvency

constraint does not reduce the value of the company by very much.

Finally, in Figure 5 the ruin tolerance ε varies. For sufficient large values of ε the solvency

constraint is not binding, but as soon as the constraint becomes binding (read the x-axis from

right to left), the picture is much the same as before with both lower and upper barriers increased

due to the solvency constraint, but with payouts ū−u almost the same, and values cε moderately

lower than the optimal c∗. When the solvency constraint is binding, the somewhat rugged
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behaviour of the curves in the first two panels is again due to numerical issues, but it is seen

from the right panel that the optimal values cε is not much influenced, hence these numerical

issues are rather unproblematic.

The tentative conclusion we can draw from this example is that the solvency constraint can

have a quite large impact on the optimal barriers, but except in rather extreme cases, the impact

on the actual payout ū − u as well as on the value cε versus c∗, is much more modest. This is

good news for the shareholders, since what counts for them is how much smaller cε is than c∗,

i.e. their ”loss” due to the solvency constraint.

Figure 6 shows the values of Vε(x) and V ∗(x) for the standard parameter choice. This gave

(ūε, uε) = (4.65, 3.13) and (ū∗, u∗) = (3.81, 2.22). Not so easy to see from the figure, but V ∗(x)

is concave up to x = 2.82 and then convex. As of Vε(x) it is also concave up to x = 2.82, and

then convex up to ūε. However, V ′ε (ūε−) = 0.978 > V ′ε (ūε+) = k = 0.95, and so Vε is not

convex from x = 2.82. That V ′ε (ūε−) ≥ V ′ε (ūε+) is a general fact, proved in Lemma A.6 in the

appendix.
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Figure 1: Values for varying λ in Example 6.1. The other values are kept fixed at T = 10, k =
0.95, K = 0.05, ε = 0.01.

Example 6.2 Let the basic income process follow the linear Brownian motion

Pt = x+ µt+ σPWP,t,

and assume that assets are invested in a risky investment so that the dynamics of the noncon-

trolled process is

dXt = dPt +XtdRt.

We assume that R is a Black-Scholes investment generating process, i.e. Rt = (λ−α)t+σRWR,t,

and that WP and WR are independent. Here λ can be seen as the market rate, also used for

discounting, while α is a proportional cost associated with the investment.

We can write X as (same weak solution)

dXt = (µ+ (λ− α)Xt)dt+
√
σ2
P + σ2

RX
2
t dWt,

where W is a Brownian motion.
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Figure 2: Values for varying T in Example 6.1. The other values are kept fixed at λ = 0.1, k =
0.95, K = 0.05, ε = 0.01.
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Figure 3: Values for varying k in Example 6.1. The other values are kept fixed at λ = 0.1, T =
10, K = 0.05, ε = 0.01.
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Figure 4: Values for varying K in Example 6.1. The other values are kept fixed at λ = 0.1, T =
10, k = 0.95, ε = 0.01.
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Figure 5: Values for varying ε in Example 6.1. The other values are kept fixed at λ = 0.1, T =
10, k = 0.95, K = 0.05.
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Figure 6: Values of Vε(x) and V ∗(x) for varying x in Example 6.1. The parameters are λ =
0.1, T = 10, k = 0.95, K = 0.05, ε = 0.01.
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By Proposition 2.1, limx→∞ g
′(x) = ∞, hence an optimal strategy exists when α > 0.

Actually, using arguments similar to those in Section 3 in [7] together with the solutions given

in the appendix in [9], it can be proved that an optimal strategy exists if and only if α > 0. Again

using the solutions in that appendix, a canonical solution can be found, but it is complicated

so we used the more convenient Runge Kutta method to obtain a numerical solution of g(x),

scaled so that g′(0) = 1.

In Figures 7-12 µ = σP = 1, σR = 0.25 and α = 0.02. The other parameters used are the

same as in Example 6.1, and in the figures 5 of these are kept fixed, while one is varying.

In Figure 7 the discounting factor λ is varied. This is a somewhat different situation from

that in Figure 1. Ignoring the random elements, in Example 1 the only income is the linear µ,

which is heavily deflated with an increasing λ. In this example there is in addition an investment

income λ − α, which is exponential in nature and therefore partially offsets an increase in λ.

When λ is small, the linear income µ dominates, but as λ increases the exponential investment

income takes over. This can explain the middle panel in Figure 7, where for small λ the payout

decreases with λ as in Figure 1, but as λ increases it starts to increase again. From the left

panel we see that the upper barrier starts to increase when λ gets big both in the unconstrained

and in the constrained case. However, from the right panel it is seen that the overall effect of

increasing λ is somewhat smaller in Figure 7 than in Figure 1, which is to be expected.

Figures 8-11 do not differ very much from Figures 2-5, except that the effect of the solvency

constraint seems even less serious here. In Figures 8 and 11 (as well as in Figure 7), the

solvency constraint caused some ruggedness due to numerical issues, but again looking at the

corresponding right panels shows that this is of no importance.

In Figure 12, the effect of varying the cost factor α is shown. With small α, the investment

return λ−α is almost as large as the discounting factor λ, and therefore there is no urgency to pay

out dividends, hence the barriers can be set high, and the solvency constraint is not binding.

As α increases, it is more urgent to pay dividends, and therefore the optimal unconstrained

barriers will not satisfy the solvency constraint. Again the payouts ū− u are almost unaffected

by the solvency constraint, and from the right panel we see that the reduction in value due to

the solvency constraint is not very large.

The conclusion here is much the same as in Example 6.1, the solvency constraint can have

a fairly large impact on the optimal policy, but the actual payout as well as the value of the

company are only moderately affected.

We also tried with an ”investment risk free” version, i.e. with σR = 0 so that

dXt = (µ+ (λ− α)Xt)dt+ σdWt.

However, this gave much the same results, indicating the the results are quite robust.
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Figure 7: Values for varying λ in Example 6.2. The other values are kept fixed at T = 10, k =
0.95, K = 0.05, ε = 0.01.
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Figure 8: Values for varying T in Example 6.2. The other values are kept fixed at λ = 0.1, k =
0.95, K = 0.05, ε = 0.01.
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Figure 9: Values for varying k in Example 6.2. The other values are kept fixed at λ = 0.1, T =
10, K = 0.05, ε = 0.01.
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Figure 10: Values for varying K in Example 6.2. The other values are kept fixed at λ =
0.1, T = 10, k = 0.95, ε = 0.01.
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Figure 11: Values for varying ε in Example 6.2. The other values are kept fixed at λ = 0.1, T =
10, k = 0.95, K = 0.05.
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Figure 12: Values for varying α in Example 6.2. The other values are kept fixed at λ = 0.1, T =
10, k = 0.95, K = 0.05.
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Appendix

In this appendix we will prove Proposition 2.1, Theorems 3.1-3.2 and Theorem 4.1. To do so

we need the following lemmas, which are the same as Lemmas 2.1 and 2.2 in [7].

Lemma A.1 Let µ(x) and σ(x) satisfy A2 − A4 and let f be a solution of Lf(x) = 0.

Consider the interval [0,∞).

a) If f has a zero on [0,∞), then f ′ has no zero on [0,∞).

b) If for some x̃ ∈ [0,∞), f ′(x̃) > 0 and f
′′
(x̃) ≤ 0, then f is a concave function on [0, x̃).

Lemma A.2 Let µ(x) and σ(x) satisfy A2 − A4 and let f satisfy Lf(x) = 0, f(0) = 0 and

f(x̂) > 0 for some x̂ > 0.

a) f is strongly increasing.

b) There is an x∗ ≥ 0 (possibly taking the value infinity) so that f is concave on (0, x∗) and

convex on (x∗,∞). In particular x∗ = 0 if and only if µ(0) ≤ 0 and trivially f
′′
(x∗) = 0 when

0 < x∗ <∞.

Proof of Proposition 2.1. To keep initial conditions fixed, we restrict the definition of a

canonical solution to mean that g(0) = 0 and g′(0) = 1. First note that for any δ > 0,

µ(x) < µ(0) + λx0 + δ + (λ− ε)x,

and therefore it follows from Lemma 2.3 in [7] that it is sufficient to prove that for any a, a

canonical solution of

1

2
σ2(x)f ′′(x) + (a+ (λ− ε)x)f ′(x)− λf(x) = 0,

satisfies limx→∞ f
′(x) =∞.

By Lemma A.2b, such a canonical solution f is either ultimately convex or ultimately con-

cave. In either case there exists a c ≤ ∞ so that

lim
x→∞

f ′(x) = c and lim
x→∞

f(x)

x
= c.

Assume that c <∞. Then, since

f ′(x) = 1 +

∫ x

0
f ′′(y)dy,

there must exist a sequence {xn} with xn →∞ as n→∞ so that f ′′(xn) = o(x−1
n ). Also

1

2

σ2(x)

x
f ′′(x) = −a+ (λ− ε)x

x
f ′(x) + λ

f(x)

x
→ εc as x→∞.

Then, considering only the leading terms,

σ2(xn)

x2
n

∼ 2εc

xno(x
−1
n )
→∞ as n→∞.

But this contradicts A1, hence c =∞ and we are done. �
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The next step is to prove that Problem C really has a solution.

Lemma A.3 Under the assumptions of Theorem 3.1, Problem C has exactly one solution and

ū0 > x∗, where x∗ is given in Lemma A.2.

Proof. We are looking for a solution (c̄, ū0) of

c̄g′(ū0) = k, (A.1)

c̄g(ū0) = c̄g(u0) + k(ū0 − u0)−K. (A.2)

Let

ĉ =


k

g′(x∗) , u0 ≤ x∗,

k
g′(u0) , u0 > x∗,

For given c > 0, consider the equation

cg′(uc) = k for some uc ≥ max{u0, x
∗}. (A.3)

If u0 ≤ x∗, since g′(x) is increasing on [x∗,∞), it is easy to see that (A.3) has a solution if and

only if c ≤ ĉ. A similar argument shows that this holds when u0 > x∗ as well. We can therefore

define the function

I(c) =

∫ uc

u0

(k − cg′(y))dy, 0 < c ≤ ĉ.

Then (A.1) and (A.2) are equivalent with the existence of a c so that I(c) = K. By the implicit

function theorem, uc is continuously differentiable w.r.t. c and I ′(c) = −
∫ uc
u0
g′(y)dy < 0, i.e. I

is continuous and strictly decreasing in c ∈ (0, ĉ). Also limc→0 uc = ∞, hence limc→0 I(c) = ∞
as well. Therefore, if we can prove that I(ĉ) ≤ 0, there must exist a unique c̄ ∈ (0, ĉ) so that

I(c̄) = K.

To prove that I(ĉ) ≤ 0, assume first that u0 ≤ x∗. Then since g′ has a minimum at x∗,

ĉg′(x) =
g′(x)

g′(x∗)
k ≥ k,

and consequently I(ĉ) ≤ 0. If u0 > x∗, then g′ is increasing on [u0,∞), hence ĉg′(x) ≥ k for

x ∈ [u0,∞), and so I(ĉ) ≤ 0 again.

Denoting the corresponding uc̄ by ū0 so that c̄g′(ū0) = k we can thus conclude that

V (x) =


c̄g(x), 0 ≤ x ≤ ū0,

V (ū0) + k(x− ū0), x > ū0.

�

Lemma A.4 Under the assumptions of Theorem 3.1, let V be as in Lemma A.3. Then

V ′(x) < k for x ∈ [u0, ū0).
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Proof. By Lemma A.2, it is sufficient to prove that V ′(u0) < k. If u0 ≥ x∗ the result is trivially

true by convexity of g on [x∗,∞). Assume therefore that u0 < x∗ and let V ∗(x) = c∗g(x) be

the optimal solution from Theorem 2.1. Assume that c̄ ≥ c∗. Then since c∗g′(ū∗) = c̄g′(ū0) it is

necessary that ū0 ≤ ū∗. But then

K =

∫ ū0

u0

(k − c̄g′(x))dx ≤
∫ ū0

u0

(k − c∗g′(x))dx <

∫ ū∗

u∗
(k − c∗g′(x))dx = K,

a contradiction. Therefore, c̄ < c∗ and by concavity of g on [u∗, x∗],

V ′(u0) = c̄g′(u0) < c∗g′(u0) < c∗g′(u∗) = k.

�

For a function φ : [0,∞) 7→ [0,∞) define the maximum utility operator M by

Mφ(x) :=


sup{φ(x− η)−K + kη : 0 ≤ η ≤ x− u0}, if x ∈ [u0,∞),

−∞, if x ∈ [0, u0).
(A.4)

Lemma A.5. Let V be as in Lemma A.3. Then V satisfies the quasi-variational inequalities

LV (x) ≤ 0, (A.5)

V (x) ≥MV (x), (A.6)

(V (x)−MV (x))(LV (x)) = 0, (A.7)

V (0) = 0. (A.8)

Furthermore, MV (x) < V (x) when x ∈ [0, ū0) and MV (x) = V (x) when x ∈ [ū0,∞).

Proof. We first prove (A.5). Since LV (x) = 0 when x ≤ ū0, assume that x > ū0. Since

by Lemma A.3, ū0 > x∗, V ′′(ū0−) > 0 while trivially V ′′(ū0+) = 0. Using that V (x) =

V (ū0) + k(x− ū0) we get by Assumption A4,

LV (x) = µ(x)k − λ(V (ū0) + k(x− ū0))

= k

∫ x

ū0

(µ′(y)− λ)dy + kµ(ū0)− λV (ū0)

≤ kµ(ū0)− λV (ū0)

≤ 1

2
σ2(ū0−)V ′′(ū0−) + µ(ū0−)V ′(ū0−)− λV (ū0−) = 0.

We proceed to prove (A.6). For x ∈ [0, u0], MV (x) = −∞, hence the inequality is trivially

satisfied. When x > u0, by Lemma A4 and the definition of V (x), V ′(x) < k when x ∈ [u0, ū0),

and V ′(x) = k when x ∈ [ū0,∞). Therefore the function V (x − η) + kη −K is increasing in η

for nonnegative η and takes its maximum when η = x− u0. Hence, for x ∈ [u0, ū0),

MV (x)−V (x) = V (u0)+k(x−u0)−K−V (x) =

∫ x

u0

(k−V ′(y))dy−K <

∫ ū0

u0

(k−V ′(y))dy−K = 0.
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For x ≥ ū0 we have

MV (x) = V (u0) + k(x− u0)−K = V (x).

This also proves (A.7) since LV (x) = 0 for x ∈ (0, ū0) and MV (x) = V (x) for x ∈ [ū0,∞).

Finally (A.8) follows by definition of V . �

Proof of Theorem 3.1. Let π ∈ Π0 be an arbitrary strategy. By definition, V is continuously

differentiable on (0,∞) and twice continuously differentiable on (0, ū0) ∪ (ū0,∞). However, for

x = ū0, the continuity of V ′′ might fail. Since {0 ≤ t < τπ : Xπ
t = ū0} has Lebesgue measure

zero under each Px, we can use Itô’s formula, see e.g. [2] p.460, together with (A.5) to get

e−λ(t∧τπ)V (Xπ
t∧τπ+) = V (x) +

∫ t∧τπ

0
e−λsL(Xπ

s )ds

+

∫ t∧τπ

0
e−λsσ(Xπ

s )V ′(Xπ
s )dWs +

∑
0≤τπn≤t∧τπ

e−λτ
π
n

(
V (Xπ

τπn+)− V (Xπ
τπn

)
)

(A.9)

≤ V (x) +

∫ t∧τπ

0
e−λsσ(Xπ

s )V ′(Xπ
s )dWs +

∑
0≤τπn≤t∧τπ

e−λτ
π
n

(
V (Xπ

τπn+)− V (Xπ
τπn

)
)
.

Here we can let V ′′(ū0) = V
′′−(ū0). Another argument for this formula would be to use Lemma

A.8 below where now k = k1.

Since V ′ is bounded and the process satisfies Assumptions A1-A4, it is fairly straightforward

to show that ∫ t∧τπ

0
e−λsσ(Xπ

s )V ′(Xπ
s )dWs

is a martingale. Taking expectations on both sides of (A.9) therefore yields

Ex

[
e−λ(t∧τπ)V (Xπ

t∧τπ+)
]
≤ V (x) + Ex

 ∑
0≤τπn≤t∧τπ

e−λτ
π
n

(
V (Xπ

τπn+)− V (Xπ
τπn

)
) . (A.10)

From (A.6) and the fact that Xπ
τπn
> Xπ

τπn+ ≥ u0, it follows that

e−λτ
π
n

(
V (Xπ

τπn+)− V (Xπ
τπn

)
)
≤ −e−λτπn (kξπn −K), n = 1, 2, · · · . (A.11)

on {τπn ≤ t ∧ τπ}. Then (A.10) and (A.11) together give

0 ≤ V (x)− Ex

[ ∞∑
n=1

e−λτ
π
n (kξπn −K)1{τπn≤t∧τπ}

]
− Ex

[
e−λ(t∧τπ)V (Xπ

t∧τπ+)
]
. (A.12)

Letting t→∞ in (A.12), we have by nonnegativity of V ,

V (x) ≥ Ex

[ ∞∑
n=1

e−λτ
π
n (kξπn −K)1{τπn≤τπ}

]
= Vπ(x), (A.13)

which implies that V (x) ≥ V ∗0 (x).

Now consider the lump sum dividend barrier strategy πū0,u0
given in Theorem 3.1. Since
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Xπ0
s does not exceed ū0, L(Xπ0

s ) = 0 a.s. for 0 < s < τπ0 . Therefore, the inequality in (A.9)

becomes an equality with the strategy π0, i.e.

e−λ(t∧τπ0 )V (Xπ0
t∧τπ0+) = V (x) +

∫ t∧τπ0

0
e−λsσ(Xπ0

s )V ′(Xπ0
s )dWs

+
∑

0≤τπ0
n ≤t∧τπ0

e−λτ
π0
n

(
V (Xπ0

τ
π0
n +

)− V (Xπ0

τ
π0
n

)
)
. (A.14)

Assume that x = X0 ≥ ū0. Then

V (x) = MV (x) = V (u0) + k(x− u0)−K, x ≥ ū0,

and

ξπ0
1 = x− u0, ξπ0

n = ū0 − u0, n = 2, 3, · · · .

We can conclude that

V (Xπ0

τ
π0
1 +

)− V (Xπ0

τ
π0
1

) = V (Xπ0

τ
π0
1

− ξπ0
1 )− V (Xπ0

τ
π0
1

) = −kξπ0
1 +K,

and

V (Xπ0

τ
π0
n +

)− V (Xπ0

τ
π0
n

) = −kξπ0
n +K, n = 2, 3, · · · .

Also by boundedness of Xπ0
t∧τπ0+ and the fact that P (τπ0 < ∞) = 1 and Xπ0

τπ0+ = 0, it follows

from the bounded convergence theorem that

lim
t→∞

Ex

[
e−λ(t∧τπ0 )V (Xπ0

t∧τπ0+)
]

= 0.

Therefore, taking expectations in (A.14) and then letting t→∞ gives

V (x) = Vū0,u0
(x),

which implies that V (x) ≤ V ∗0 (x). In summary, we get V (x) = V ∗0 (x) = Vū0,u0
(x).

When the initial reserve X0− = x < ū0, the result is proved similarly.

To prove the last part of the theorem, let u∗ ≤ u0 < u1, and let Vi(x) = Vūi,ui(x) be

the two value functions. Write Vi(x) = c̄ig(x) for x ∈ [0, ūi]. By what we have just proved,

V0(x) > V1(x), hence c̄0 > c̄1. Therefore, for V ′i (ūi) = k it is necessary that ū1 > ū0. �

Now to the proof of Theorem 3.2. To prove that there is exactly one solution to the equations

in Assumption D, just let V (x) = c̄g(x) so that we get the equation

c̄g(ū1) = c̄g(u1) + k(ū1 − u1)−K.

Solving for c̄ gives

V (x) =


k(ū1−u1)−K
g(ū1)−g(u1) g(x), 0 ≤ x ≤ ū1,

V (ū1) + k(x− ū1), x > ū1.
(A.15)

Lemma A.6. Let V be the solution of Problem D. Then there is a û ∈ [u1, ū1] so that

V ′(x) ≤ k on [u1, û] and V ′(x) ≥ k on [û, ū1].
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Proof Since ũ is an upper optimality point, see (3.3) and what follows there, by the previous

analysis we know that the corresponding value function is

V ∗0 (x) =


k g(x)
g′(ũ) , 0 < x ≤ ũ,

V ∗0 (u1) + k(x− u1)−K, x ≥ ũ.

Since V ∗0 (ũ) = V ∗0 (u1) + k(ũ− u1)−K, we can conclude that

k

∫ ũ

u1

(
1− g′(y)

g′(ũ)

)
dy = K.

Define the function G as

G(x) = k

∫ ū1

u1

(
1− g′(y)

g′(x)

)
dy, ũ ≤ x ≤ ū1.

Since ū1 > ũ > x∗, g′(x) is increasing on [ũ, ū1]. Therefore, G is a continuous and increasing

function. Furthermore,

G(ũ) = k

∫ ū1

u1

(
1− g′(y)

g′(ũ)

)
dy

= k

∫ ũ

u1

(
1− g′(y)

g′(ũ)

)
dy + k

∫ ū1

ũ

(
1− g′(y)

g′(ũ)

)
dy

= K + k

∫ ū1

ũ

(
1− g′(y)

g′(ũ)

)
dy ≤ K,

and

G(ū1) = k

∫ ū1

u1

(
1− g′(y)

g′(ū1)

)
dy ≥ k

∫ ũ

u1

(
1− g′(y)

g′(ū1)

)
dy ≥ k

∫ ũ

u1

(
1− g′(y)

g′(ũ)

)
dy = K,

so there must exist a û ∈ [ũ, ū1] such that G(û) = K, that is

k

∫ ū1

u1

(
1− g′(y)

g′(û)

)
dy = K. (A.16)

Let V̂ be defined as

V̂ (x) =

 k g(x)
g′(û) , 0 < x ≤ ū1,

V̂ (ū1) + k(x− ū1), x > ū1.
(A.17)

Then LV̂ (x) = 0 for 0 < x < ū1 and by (A.16),

V̂ (ū1) = V̂ (u1) + k(ū1 − u1)−K.

Using this together with (A.17) then gives for x > ū1,

V̂ (x) = V̂ (u1) + k(x− u1)−K.

Therefore, V̂ also solves Problem D, so by uniqueness V̂ = V .
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To finish the proof, let first x ∈ [u1, ũ]. It follows from [7] when (ũ, u1) = (ū∗, u∗), and from

Lemma A4 when (ũ, u1) = (ū0, u0), that V ∗
′

0 (x) = k g
′(x)
g′(ũ) ≤ k. Since û ≥ ũ > x∗ and g′(x) is

increasing on (x∗,∞), V ′(x) = k g
′(x)
g′(û) ≤ k g

′(x)
g′(ũ) ≤ k. Finally, let x ∈ [ũ, ũ1]. Since V ′(ũ) ≤ k,

V ′(û) = k and V ′(x) = k g
′(x)
g′(û) is increasing on [ũ, ū1), we can conclude that V ′(x) ≤ k on [ũ, û]

and V ′(x) ≥ k on [û, ū1). �

Note that V ′(x) and V ′′(x) exist and are continuous except for when x = ū1. Let V
′−(ū1)

and V
′+(ū1) be the left derivative and right derivative of V (x) at ū1. From Lemma A.6 we can

see that V
′−(ū1) ≥ k = V

′+(ū1). Therefore V (x) may fail to be differentiable at the point ū1

if V
′−(ū1) > k. Thus, the classical Itô formula can not be applied, but its generalization, the

Meyer-Itô formula is applicable. Since we are working with functions of the form e−λtf(Yt), the

standard Meyer-Itô formula needs a slight, but straightforward, modification.

Lemma A.7. Let f be the difference of two convex functions and f
′− be its left derivative. Let

Lat =

∫ t

0
e−λtdLat,0,

where Lat,0 is the local time of Y at a. Then for a semimartingale Y the following equation holds:

e−λtf(Yt) = f(Y0) +

∫ t

0
e−λsf

′−(Ys−)dYs −
∫ t

0
λe−λsf(Ys−)ds

+
∑

0<s≤t
e−λs

(
f(Ys)− f(Ys−)− f ′−(Ys−)∆Ys

)
+

1

2

∫ +∞

−∞
Latµ(da),

where µ is the signed measure (when restricted to compacts) which is the second derivative of f

in the generalized function sense. Furthermore, for every bounded Borel measurable function v,∫ +∞

−∞
Lat v(a)da =

∫ t

0
e−λsv(Ys)d[Y, Y ]cs, (A.18)

where [Y, Y ]cs is the quadratic variation of the continuous martingale part of Y .

Proof. The first part follows from Theorem 70, Chapter IV, in [10] using that

d(e−λtf(Yt)) = −λe−λtf(Yt)dt + e−λtdf(Yt) and Fubini’s theorem on the local time term.

Formula (A.18) follows from Corollary 1, Chapter IV, in [10] and an application of Fubini’s

theorem.

Lemma A.8. Let V be the solution of Problem D. Then, for π ∈ Π1, the following equation

holds:

e−λ(t∧τπ)V (Xπ
t∧τπ+) = V (Xπ

0 ) +

∫ t∧τπ

0
e−λsV

′−(Xπ
s )dXπ

s −
∫ t∧τπ

0
λe−λsV (Xπ

s )ds

+
∑

0<s≤t
e−λs

(
V (Xπ

s+)− V (Xπ
s )− V ′−(Xπ

s )∆Xπ
s

)
−1

2
Lū1
t∧τπ(k1 − k) +

1

2

∫ t∧τπ

0
e−λsσ2(Xπ

s )V
′′−(Xπ

s )ds,
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where k1 is the left derivative of V (x) at ū1.

Proof Since V ′(x) and V ′′(x) exist and are continuous except for at x = ū1, and V
′±(ū1),

V
′′±(ū1) exist and are finite, some fairly straightforward calculations show that V (x) can be

written as the difference of the two convex functions

V1(x) = xV
′+(0) +

∫ x

0

∫ y

0
(V
′′
(z))+dzdy,

V2(x) = (k1 − k)(x− ū1)+ +

∫ x

0

∫ y

0
(V
′′
(z))−dzdy,

where x+ = max(x, 0) and x− = −min(x, 0). By the property of V (x), we have that

1

2

∫ +∞

−∞
Lat∧τπµ(da) =

1

2
Lū1
t∧τπ(V

′+(ū1)− V ′−(ū1)) +
1

2

∫ +∞

−∞
Lat∧τπV

′′−(a)da

=
1

2
Lū1
t∧τπ(k − k1) +

1

2

∫ +∞

−∞
Lat∧τπV

′′−(a)da.

The identity (A.18) shows that

1

2

∫ +∞

−∞
Lat∧τπV

′′−(a)da =
1

2

∫ t∧τπ

0
e−λsσ2(Xπ

s )V
′′−(Xπ

s )ds.

The result now follows from Lemma A.7. �

Lemma A.9 Let V be the solution of Problem D and define the operator L− by

L−V (x) =
1

2
σ2(x)V

′′−(x) + µ(x)V
′−(x)− λV (x).

Then V satisfies the following quasi-variational inequalities

L−V (x) = 0, 0 < x ≤ ū1, (A.19)

L−V (x) ≤ 0, x > ū1, (A.20)

V (x) = MV (x), x ≥ ū1. (A.21)

Here the operator M is as in (A.4), but with the lower limit there u0 replaced by u1.

Proof By the construction of V (x), (A.19) holds. To prove (A.20), let x > ū1. Then

L−V (x) =
1

2
σ2(x)V

′′−(x) + µ(x)V
′−(x)− λV (x) = µ(x)k − λV (x).

Since by Assumption A4, µ′(x) ≤ λ, and the fact that V ′(x) = k on (ū1,∞), the function

µ(x)k − λV (x) is decreasing on (ū1,∞). Therefore,

L−V (x) = µ(x)k − λV (x) ≤ µ(ū1)k − λV (ū1).

If µ(ū1) ≤ 0, then clearly L−V (x) ≤ 0. If µ(ū1) > 0, by ū1 > ū > x∗, V
′′−(ū1) = k g

′′(ū1)
g(û) ≥ 0.

Then, since V
′−(ū1) ≥ k and µ(ū1) > 0, we have

µ(ū1)k − λV (ū1) ≤ 1

2
σ2(ū1)V

′′−(ū1) + µ(ū1)V
′−(ū1)− λV (ū1) = 0, x > ū1.
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Finally, we prove (A.21). By Lemma A.6, for x ≥ ū1,

V ′(x− η)− k


≥ 0, 0 < η < x− û,

≤ 0, x− û ≤ η ≤ x− u1,

so optimality is achieved either by remaining at x or by going down all the way to u1. This gives

MV (x) = Max{V (x)−K,V (u1)− k(x− u1)−K}

= Max{V (u1)− k(x− u1)− 2K,V (u1)− k(x− u1)−K} (A.22)

= V (u1)− k(x− u1)−K = V (x).

�

Proof of Theorem 3.2. For π ∈ Π1 we easily get from Lemma A.8

e−λ(t∧τπ)V (Xπ
t∧τπ+) = V (x) +

∫ t∧τπ

0
e−λsL−V (Xπ

s )ds+

∫ t∧τπ

0
e−λsσ2(Xπ

s )V
′−(Xπ

s )dWs

+
∑

0≤τπn≤t∧τπ
e−λτ

π
n

(
V (Xπ

τπn+)− V (Xπ
τπn

)
)
− 1

2
Lt∧τπ(ū1)(k1 − k).

Since π ∈ Π1 it is necessary that that Xπ
τπn− ≥ ū1. Then by Lemma A.9 and the fact that k1 ≥ k,

e−λ(t∧τπ)V (Xπ
t∧τπ+) ≤ V (x) +

∫ t∧τπ

0
e−λsσ2(Xπ

s−)V
′−(Xπ

s )dWs +
∑

0≤τπn≤t∧τπ
e−λτ

π
n (K − kξπn).

Taking expectations gives

0 ≤ V (x)− Ex

 ∑
0≤τπn≤t∧τπ

e−λs(kξπn −K)

− Ex[e−λ(t∧τπ)V (Xπ
t∧τπ+)].

Letting t→∞, we have by nonnegativity of V ,

V (x) ≥ Ex

[ ∞∑
n=1

e−λτ
π
n (kξπn −K)

]
= Vπ(x).

Taking the supremum over all strategies in Π1 gives

V (x) ≥ V ∗1 (x). (A.23)

Now consider the lump sum dividend barrier strategy π1 = πū1,u1
. By definition of that

strategy, Xπ1
s ≤ ū1 for all s > 0. Therefore, L−(Xπ1

s ) = Lū1
s = 0 for all s > 0 and so

e−λ(t∧τπ1 )V (Xπ1
t∧τπ1+) = V (x) +

∫ t∧τπ1

0
e−λsσ2(Xπ1

s )V
′−(Xπ1

s )dWs

+
∑

0≤τπ1
n ≤t∧τπ1

e−λτ
π1
n

(
V (Xπ1

τ
π1
n +

)− V (Xπ1

τ
π1
n

)
)
.

Furthermore, by (A.22)

V (x) = MV (x) = V (u1) + k(x− u1)−K, x ≥ ū1.
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Arguing as at the end of the proof of Theorem 3.1 now gives

e−λ(t∧τπ1 )V (Xπ1
t∧τπ1+) = V (x) +

∫ t∧τπ1

0
e−λsσ2(Xπ1

s )V
′−(Xπ1

s )dWs +
∑

0≤τπ1
n ≤t∧τπ1

e−λτ
π1
n (K − kξπ1

n ).

Taking expectations and then letting t → ∞ results in V (x) = Vū1,u1
(x) which implies that

V (x) ≤ V ∗1 (x). Together with (A.23) we can therefore conclude that V ∗1 (x) = V (x) = Vū1,u1
(x).

�

Proof of Theorem 4.1. By Theorem 2.1 and its proof in [7], Vū,u(ū)(x) is increasing in ū. If

u(ū) → ∞ as ū → ∞, there is nothing to prove, so assume that u(ū) ≤ m for all ū for some

positive m. Given δ > 0, choose ū > b so large that Vū,u(ū)(x) > V ∗(x)− δ
2 ∀x ∈ [0, b], and also

so that ln ū > m. Consider the two dividend barrier lump sum strategies:

1. The strategy π0 = πū,u(ū).

2. The strategy π1 = πū,ln ū.

The strategy π1 clearly satisfies the conditions of the theorem. Let τ be the first time the process

hits ū (with τ = ∞ if it hits 0 before ū). By definition, τ is the same for both strategies when

x ≤ ū. By the strong Markov property we have for x ∈ [0, b],

Vπi(x) = Ex[e−λτ ]Vπi(ū), i = 0, 1.

Now since ln ū > m,

Vπ0(ū) ≤ kū+ Vπ0(ln ū)−K,

Vπ1(ū) = k(ū− ln ū) + Vπ1(ln ū)−K.

Therefore

Vπ0(x)− Vπ1(x) ≤ Ex[e−λτ ](k ln ū+ Vπ0(ln ū)− Vπ1(ln ū)).

Using this equation with x = ln ū gives

Vπ0(ln ū)− Vπ1(ln ū) ≤ k
Eln ū

[
e−λτ

]
1− Eln ū [e−λτ ]

ln ū,

and so

Vπ0(x)− Vπ1(x) ≤ kEx[e−λτ ]
1

1− Eln ū [e−λτ ]
ln ū. (A.24)

By Assumption A4, µ(x) ≤ µ(0) +λx, so by letting τ ′ be the same as τ , but with the drift µ(x)

replaced by µ(0) + λx, it is clear that Ex[e−λτ ] ≤ Ex[e−λτ
′
]. Define hū(x) = Ex[e−λτ

′
] so that

hū(0) = 0 and hū(ū) = 1. Furthermore, by standard results, see e.g. [4] Ch. 15.3, hū satisfies

1

2
σ2(x)h′′ū(x) + (λx+ µ(0))h′ū(x)− λhū(x) = 0.

One solution of this equation is

h1(x) = λx+ µ(0).
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Another solution is then given as, see e.g. [12] p.31,

h2(x) = h1(x)

∫ ∞
x

1

h2
1(y)

e
−2

∫ y
0
λt+µ(0)

σ2(t)
dt
dy

≤ h1(x)

∫ ∞
x

1

h2
1(y)

e−c
∫ y
0

1
1+t

dtdy

= h1(x)

∫ ∞
x

1

h2
1(y)

(1 + y)−cdy → 0 as x→∞.

Here we used Assumption A.1 in the first inequality, where c is a suitable positive constant.

Fitting the boundary conditions we get

hū(x) =
1

λū+ µ(0)
(

1− h2(ū)
h2(0)

) (λx+ µ(0)

(
1− h2(x)

h2(0)

))
.

Therefore, hū(x) ∼ (λū)−1 as ū gets large and x is fixed, and this proves the result by (A.24),

choosing ū so large that Vπ0(x) − Vπ1(x) ≤ δ
2 for all x ∈ [0, b]. Note that in the proof we may

have used ūγ with 0 < γ < 1 instead of ln ū. �
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uate Studies in Mathematics, American Mathematical Society.

[6] Paulsen, J. (2003). Optimal dividend payouts for diffusions with solvency constraints. Fi-

nance Stoch. 4, 457-474.

[7] Paulsen, J. (2007). Optimal dividend payments until ruin of diffusion processes when pay-

ments are subject to both fixed and proportional costs. Adv. Appl. Prob. 39, 669-689.

[8] Paulsen, J. (2008). Optimal dividend payments and reinvestments of diffusion processes

when payments are subject to both fixed and proportional costs. SIAM J. Control Optim.

47, 2201-2226.

[9] Paulsen, J. and Gjessing, H. K. (1997). Ruin theory with stochastic return on invest-

ments. Adv. Appl. Prob. 29, 965-985.

32



[10] Protter, P. (2004). Stochastic Integration and Differential Equations, 2. ed. Springer,

New York.

[11] Shreve, S.E, Lehoczky, J.P and Gaver, D.P. (1984). Optimal consumption for general

diffusions with absorbing and reflecting barriers. SIAM J. Control Optim. 22, 55-75.

[12] Yosida, K. (1990). Lectures on Diferential and Integral Equations. Dover Publications,

New York.

33



4 Paper B

76



Finance & Stochastics manuscript No.
(will be inserted by the editor)

Optimal dividend policies with transaction costs for
a class of jump-diffusion processes

Martin Hunting · Jostein Paulsen

Received: date / Accepted: date

Abstract This paper addresses the problem of finding an optimal dividend
policy for a class of jump-diffusion processes. The jump component is a com-
pound Poisson process with negative jumps, and the drift and diffusion com-
ponents are assumed to satisfy some regularity and growth restrictions. With
each dividend payment there is associated a fixed and a proportional cost,
meaning that if ξ is paid out by the company, the shareholders receive kξ−K,
where k and K are positive. The aim is to maximize expected discounted div-
idends until ruin. It is proved that when the jumps belong to a certain class
of light tailed distributions, the optimal policy is a simple lump sum policy,
that is when assets are equal to or larger than an upper barrier ū∗, they are
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1 Introduction

Let (Ω,F , {Ft}t≥0, P ) be a probability space satisfying the usual conditions,
i.e. the filtration {Ft}t≥0 is right continuous and P -complete. Assume that
the uncontrolled surplus process follows the stochastic differential equation

dXt = µ(Xt)dt+ σ(Xt)dWt − dYt, X0 = x, (1.1)

where W is a Brownian motion and Y is a compound Poisson process, i.e.

Yt =

Nt∑

i=1

Si,

where N is a Poisson process with intensity λ, independent of the i.i.d. positive
{Si}. We will let S be generic for the Si, and F be the distribution function
of S. A natural interpretation is that X is a model of an insurance business,
where Y represents claims and the other terms represent incomes and various
business fluctuations. This interpretation is further developed in Example 3.5
below. To avoid lengthy explanations, we will refer to the Si as claims.

Assume that the company pays dividends to its shareholders, but at a fixed
transaction cost K > 0 and a tax rate 1 − k < 1 so that k > 0. We will allow
k > 1, opening up for other interpretations than that 1− k is a tax rate. This
means that if ξ > 0 is the amount the capital is reduced by due to a dividend
payment, the net amount of money the shareholders receive is kξ − K. It can
be argued that taxes are paid on dividends after costs, so an alternative would
be to use k(ξ − K) = kξ − kK, but clearly this is just a reparametrization.
Furthermore, different investors may have different tax rates, so 1 − k should
be interpreted as an average tax rate.

Since every dividend payment results in a fixed transaction cost, the com-
pany should not pay out dividends continuously but only at discrete time
epochs. Therefore, a strategy can be described by

π = (τπ1 , τ
π
2 , . . ., τ

π
n , . . .; ξ

π
1 , ξ

π
2 , . . ., ξ

π
n , . . .),

where τπn and ξπn denote the times and amounts paid. Thus, when applying
the strategy π, the resulting surplus process Xπ

t is given by

Xπ
t = x+

∫ t

0

µ(Xπ
s )ds+

∫ t

0

σ(Xπ
s )dWs − Yt −

∞∑

n=1

1{τπ
n<t}ξ

π
n . (1.2)

Note that Xπ is left continuous at the dividend payments, so that ξπn =
Xπ

τπ
n

− Xπ
τπ
n+.

Definition 1.1. A strategy π is said to be admissible if

(i) 0 ≤ τπ1 and for n ≥ 1, τπn+1 > τπn on {τπn < ∞}.
(ii) τπn is a stopping time with respect to {Ft}t≥0, n = 1, 2. . . .
(iii) ξπn is measurable with respect to Fτπ

n+, n = 1, 2. . . .
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(iv) τπn → ∞ a.s. as n → ∞.
(v) 0 < ξπn ≤ Xπ

τn .

We denote the set of all admissible strategies by Π.

Another natural admissibility condition is that net money received should
be positive, that is kξ−K > 0. However, as we are looking for optimal policies,
and a policy that allows kξ − K ≤ 0 can never be optimal, it can be dropped
as a condition.

With each admissible strategy π we define the corresponding ruin time as

τπ = inf{t ≥ 0 : Xπ
t < 0}, (1.3)

and the performance function Vπ(x) as

Vπ(x) = Ex

[ ∞∑

n=1

e−rτπ
n (kξπn − K)1{τπ

n≤τπ}

]
, (1.4)

where by Px we mean the probability measure conditioned on X0 = x. Vπ(x)
represents the expected total discounted dividends received by the shareholders
until ruin when the initial reserve is x.

The optimal return function is defined as

V ∗(x) = sup
π∈Π

Vπ(x) (1.5)

and the optimal strategy, if it exists, by π∗. Then Vπ∗(x) = V ∗(x). In the
control theoretic language, this is an impulse control problem.

Definition 1.1 A lump sum dividend barrier strategy π = πū,u with param-
eters u < ū, satisfies for Xπ

0 < ū,

τπ1 = inf{t > 0 : Xπ
t = ū}, ξπ1 = ū − u,

and for every n ≥ 2,

τπn = inf{t > τπn−1 : Xπ
t = ū}, ξπn = ū − u.

When Xπ
0 ≥ ū,

τπ1 = 0, ξπ1 = Xπ
0 − u,

and for every n ≥ 2, τπn is defined as above.
With a given lump sum dividend barrier strategy πū,u, the corresponding

value function is denoted by Vū,u(x).

A lump sum dividend strategy πū,u is sometimes called a (u, ū) strategy.
Since some results in this paper, like Theorem 2.3, can be of interest of

their own, we will look for as weak assumptions as possible. The following list
of partially inclusive assumptions will therefore be referred to frequently.
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A1a. µ and σ are continuous on [0,∞).
A1b. µ and σ are continuously differentiable on (0,∞).
A1c. µ and σ are twice continuously differentiable on (0,∞).
A1d. µ and σ are globally Lipschitz continuous on [0,∞).
A2a. The distribution function F is continuous.
A2b. The distribution function F has a continuous density f .
A2c. The distribution function F has a continuously differentiable density f .
A2d. The distribution function F has a continuous density f , and there is an

xf ≥ 0 so that f(x) is decreasing for x > xf .
A3a. µ is continuously differentiable and there is an α > 0 so that µ′

M ≤ r+λ−α,
where r is the discounting rate from (1.4) and µ′

M = supx>0 µ
′(x).

A3b. µ is continuously differentiable and µ′
M ≤ r.

A3c. µ is continuously differentiable and there is an α > 0 and an xr ≥ 0 so
that supx≥xr

µ′(x) ≤ r − α.
A3d. µ is continuously differentiable and there is an α > 0 so that µ′

M ≤ r − α
A4. µ is concave on [0,∞).
A5. σ2(x) > 0 on [0,∞).
A6. |σ(x)| ≤ C(1 + x) for all x ≥ 0 and some C > 0.
A7. There are nonnegative constants M1 and M2 so that

|µ(x)| + r + λ

σ2(x)
≤ M1 +M2x on [0,∞).

Note that A6 follows from A1d.
It is argued in [21] that a proper comparison is between µ′(x), the rate of

growth, and r, the discounting factor. It is easy to prove that if for some x0

and δ > 0, µ′(x) > r + δ for all x > x0, then V ∗(x) = ∞ and there is no
optimal policy.

The optimal dividend problem for the classical Lundberg process

Xt = x+ pt − Yt, (1.6)

where Y is as in (1.1), has a long history when there are no transaction costs.
It was proved by Gerber back in 1969 that the optimal strategy can be quite
complicated, but for some choices of the claim distribution F , notably the
exponential distribution, a simple barrier strategy is optimal [13]. By this is
meant that whenever assets hit a barrier u∗, dividends are paid at a rate p
until a claim occurs. If initial assets are higher than u∗, they are immediately
reduced to u∗ through a dividend payment. In general, the optimal dividend
strategy is a so-called band strategy, meaning that there are several barriers
u∗
i , and whenever assets hit one barrrier, dividends are paid continuously at

the rate p until the next claim. If initial assets are higher than the highest
barrier, they are reduced to that barrier through a dividend payment.

The methods used by Gerber are somewhat obsolete today, and in their
paper Azcue and Muler [4] extended and improved the results from Gerbers
paper using very different methods. See also the book [23]. In the same spirit
as Azcue and Muler, Albrecher and Thonhauser in [1] allowed for assets to
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earn interests, and again it was proved that the optimal strategy is a band
strategy, but in the case of exponential claims it is a simple barrier strategy
as before.

Recently there has been a considerable interest in this problem when X is a
Lévy process with spectrally negative jumps, i.e. µ and σ in (1.1) are constants
and Y is a nondecreasing pure jump process with stationary, independent
increments [3], [18], [16]. In [16] it was proved that if the Lévy measure of
Y has a log convex density, then the optimal strategy is a barrier strategy.
In particular, when σ > 0 this means that the dividend process is a singular
process, a fact that is well known from the theory of optimal control of ordinary
diffusion processes [25]. In [9] a special case of this result was proved when
Y is a compound Poisson process with exponential jumps. Extensions and
variations of the Lévy problem can be found in [19] and [17].

The introduction of a proportional cost k does not alter any of the above
findings in a fundamental way, but if a positive fixed cost K is added, it is a
different story. In this case the lump sum barrier strategy corresponds to the
simple barrier strategy. Loeffen [19] made use of the results in [16] to prove op-
timality of a simple lump sum barrier strategy when X is a spectrally negative
Lévy process with a log convex jump density. This was also proved in [5] for
the simple model (1.6) with exponentially distributed claims, and in [9] where
a Brownian motion is added to (1.6), but still with exponentially distributed
claims. Loeffen [19] also gives an example where he shows numerically that a
simple lump sum dividend strategy cannot be optimal.

Another paper that is related to the present paper is [2], where Y in (1.1)
is replaced by the geometric term

Yt =

Nt∑

i=1

Xτi−Si and F (1) = 1.

Here the τi are the times of jump of N . Under assumptions rather different
from ours, simple barrier strategies are proved to be optimal in the no-fixed
cost case, and simple lump sum dividend strategies in the fixed cost case.

There are several papers that study the fixed cost dividend problem (1.1)
when there are no jumps, going back to [15] where X is a linear Brownian
motion with drift. The closest to the present paper is [21], where optimality
of the simple lump sum barrier strategy is proved. In [5] the basic assumption
A3b used in [21] was relaxed, and it was proved that a simple lump sum bar-
rier strategy is no longer always optimal. These exceptional cases are further
studied in [7], where it is shown that the optimal strategy sometimes becomes
what is called a two-level lump sum dividend strategy.

Further variations of the fixed cost dividend problem for the model (1.1)
without jumps can be found in [8] where dividend payouts are subject to cer-
tain solvency constraints, and in [22] where reinvestment of capital is allowed
after it goes below zero. In both cases, under the same assumptions on the
diffusion part of (1.1) as in [21], simple lump sum strategies turned out to be
optimal.
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Finally we should mention the papers [24] and [11] which are devoted to
smoothness properties of the optimal value function for a very general multi-
variate jump-diffusion process. Their objective, in a setup somewhat different
from ours, is to minimize expected discounted costs for some rather general
cost functions. In [24] viscosity solution properties are proved, and that is
improved to classical solutions in [11].

There is an obvious practical advantage with the lump sum dividend barrier
strategy compared to a simple barrier strategy. Paying dividends continuously
is rather unfeasable, and one would have to resort to some kind of lump sum
payments anyway. So the optimal solution with a fixed positive K is in some
sense more attractive.

The aim of this paper is to analyze the dividend problem for the jump-
diffusion (1.1) subject to various assumptions. We will be looking for sufficient
conditions for a lump sum dividend strategy to be optimal. An, admittedly
small, class of distributions, that together with some other rather weak as-
sumptions guarantees that the optimal solution is a lump sum dividend barrier
strategy, is found. As could be expected, this class includes the exponential
distribution, but not only that. However, in order to belong to the class, it
is necessary that the density exists, is decreasing and is light-tailed. For com-
pleteness, we have also included the case when K = 0. Then, under the same
assumptions that yield an optimal solution when K > 0, it is proved that the
optimal solution is a barrier strategy. At the end of the paper numerical meth-
ods to check whether simple lump sum barrier strategies are optimal for any
claim distribution, are introduced. Numerical examples showing the usefulness
of such methods are provided.

In order to present and prove the optimality results in Section 3 and be-
yond, it is necessary to make a thorough analysis of a certain boundary value
problem associated with the optimality problem. Section 2 is therefore dedi-
cated to this issue.

2 Some results for the associated integro-differential equation

In this section we will study the solution and its properties of the boundary
value problem

Lg(x) = 0, x > 0,

g(0) = 0, (2.1)

g′(0) = 1,

where L is the integro-differential operator

Lg(x) =
1

2
σ2(x)g′′(x) + µ(x)g′(x)− (r+ λ)g(x) + λ

∫ x

0

g(x− z)dF (z). (2.2)

A twice continuously differentiable solution of (2.1) will henceforth be called
a canonical solution. We will see in the next section that a canonical solution
plays a crucial role in the solution of the optimization problem of this paper.
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The results of this section may be of independent interest, for example in
generalizing the results of Section 3 and beyond. An example is how the results
in [21] are generalized in [6]. We have therefore tried to keep the assumptions
at a minimum. All proofs are of technical nature, so they are given in Section
6. Although there exists several proofs for the existence and smoothness of
integral-differential equations, we have not found any that covers Theorem 2.3.
Lemma 3.1 in [1] covers the case with no diffusion and linear µ(x). Theorem 5
in [12] is related, but it deals with ruin theory. Another example is Theorem 2.1
in [10], and they refer to Theorem 5 in [14] for a similar proof. As mentioned
in the introduction, a very general existence and smoothness result can be
found in [11]. It may well be possible to adapt that proof to our setting, but
that would only be worthwhile if their assumption A5 can be relaxed, since it
excludes much of Example 3.5 which is maybe the most important application
of the theory.

Definition 2.1 For given β > 0 and ζ ≥ 0 we will denote by L∞
β,ζ ([0,∞), Rn)

the space of Borel measurable functions

u = (u1, . . . , un) : [0,∞) → Rn

such that

sup
x≥0

|u(x)|
exp (βx+ ζx2)

< ∞.

Here
|u(x)| = max

1≤i≤n
|ui(x)| .

With C([0,∞), Rn) the space of continuous functions, we set

Cβ,ζ ([0,∞), Rn) = C ([0,∞), Rn) ∩ L∞
β,ζ ([0,∞), Rn) .

Furthermore, Ck ([0,∞), Rn) is the space of all k-times continuously differen-
tiable functions and Ck

β,ζ ([0,∞), Rn) is the subspace so that the k’th derivative
belongs to Cβ,ζ ([0,∞), Rn).

From the definition it is clear that L∞
β,ζ ([0,∞), Rn) ⊂ L∞

β̃,ζ̃
([0,∞), Rn)

whenever ζ̃ > ζ or ζ̃ = ζ and β̃ ≥ β. The same kind of inclusion obviously
holds for Cβ,ζ ([0,∞), Rn) and Ck

β,ζ ([0,∞), Rn).

Lemma 2.2 The space L∞
β,ζ ([0,∞), Rn) with norm

‖u‖∞β,ζ = sup
x≥0

|u(x)|
exp (βx+ ζx2)

is a Banach space. Furthermore, the space Cβ,ζ ([0,∞), Rn) is closed in
L∞
β,ζ ([0,∞), Rn).

Theorem 2.3 Assume A1a, A5 and A7. Then the boundary value problem
(2.1) has a unique solution in C2

β,ζ ([0,∞), R) for some β > 0 and ζ ≥ 0.
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Theorem 2.3 gives sufficient, but not necessary conditions for a canonical
solution to exist. The assumption A7 can probably be relaxed, so in order to
have results as general as possible, in the following we will just assume that a
canonical solution exists.

Theorem 2.4 Let g be a canonical solution and assume A1a and A5. Then
g is strongly increasing on [0,∞). Moreover, assume there exists positive con-
stants c1, c2, c3 with c3 < c1 so that for all x ≥ 0,

(c1 − c3)σ
2(x) + 2(c2 + c3x)µ(x) < 2

r

c1
(c2 + c3x)

2. (2.3)

Then
lim
x→∞

g′(x) = ∞.

In particular (2.3) can be satisfied if additionally A3c and A6 are satisfied.

Define
x∗ = inf{x ≥ 0 : g′′(x) = 0}.

By this definition, g is strictly concave on (0, x∗). Clearly, if x∗ = ∞ then g is
strictly concave.

Theorem 2.5 Let g be a canonical solution.

a) If A5 holds then x∗ = 0 if and only if µ(0) ≤ 0.
If in addition A1b and A2a hold and µ(0) = 0 and µ′(0) < r + λ, then
g′′(0) = 0 and g′′′(0) > 0.

b) Assume A5 and that µ(0) > 0. Also assume that there is an x0 > 0 so that

µ(x0)

x0
= r. (2.4)

Then x∗ ≤ x0.

Clearly µ(0) > 0 and A3c imply (2.4), and in this case since µ(x) ≤ a +
(r − α)x for some nonnegative a,

x∗ ≤ a

α
.

Definition 2.6 A function h defined on [0,∞) is strictly concave-convex if
there is an xh ≥ 0 so that h is strictly concave on x < xh and strictly convex
on x > xh.

If xh = 0, h is strictly convex, but for simplicity we include that case in the
definition of concave-convex. If h is twice continuously differentiable, a strictly
concave-convex function has at most one point x where h′′(x) = 0. If h is three
times continuously differentiable, a concave-convex function has at most one
point x where h′′(x) = 0 and h′′′(x) > 0.
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In [25] it was shown that if λ = 0, i.e. no jumps, then under conditions
similar to those here, the canonical solution is either strictly concave-convex or
strictly concave. This was used in [21] to give a solution of the control problem
for this case. Inspired by these results, we will look for sufficient conditions
to insure concave-convexity for the more general jump-diffusion studied here.
Unfortunately, this is not an easy task, and we have only been able to come
up with some rather strong conditions. To present the results, define

Ag(x) =

∫ x

0

g(x − z)dF (z). (2.5)

If A2a holds, an integration by parts shows that

(Ag)′(x) =
∫ x

0

g′(x − z)dF (z) = −
∫ x

0

g′(z)dF (x − z), (2.6)

and if A2b holds,

(Ag)′′(x) = f(x) +

∫ x

0

g′′(x − z)f(z)dz. (2.7)

Lemma 2.7 Let g be a canonical solution. Assume A1c, A2b, A3a and A5.
Also assume that

λ(Ag)′′(x) + µ′′(x)g′(x) < 0, (2.8)

whenever

(Ag)′(x) =

(
λ+ r − µ′(x)

λ

)
g′(x). (2.9)

Then g is strictly concave-convex. Moreover, for every x > x∗,

(Ag)′(x) <

(
λ+ r − µ′(x)

λ

)
g′(x), (2.10)

i.e. if x0 satisfies (2.8) and (2.9) then x0 ≤ x∗.

Unfortunately the assumption (2.8) and (2.9) in Lemma 2.7 is not easy to
verify, so something that is more easily verifiable is needed. Assume that the
density f is continuously differentiable and consider the condition,

−f ′(x) > c(x)f(0)f(x), x ≥ 0, (2.11)

where

c(x) =
λ

λ+ r − µ′(x)

and it is implicitly assumed that f(0) is finite.

Theorem 2.8 Let g be a canonical solution of (2.1). Assume A1c, A2c, A3a,
A4 and A5. Furthermore, assume that (2.11) holds. Then the canonical solu-
tion g is strictly concave-convex.
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Since Theorem 2.8 gives us the result we want, it is of interest to examine a
bit closer the class of distribution functions that satisfy (2.11). Clearly, (2.11)
and A3a imply that f is strongly decreasing. Furthermore, integrating (2.11)
from 0 to infinity and using that lim infx→∞ f(x) = 0, gives

f(0) > f(0)

∫ ∞

0

c(x)f(x)dx = f(0)E[c(S)].

Therefore, it is necessary that E[c(S)] < 1.
We can write (2.11) as d

dx log f(x) < −c(x)f(0), and integrating this yields

f(x) < f(0)e
−f(0)

∫ x

0
c(y)dy

.

By A3a, c(x) ≥ λ
α > 0 for all x and so f must be light tailed.

It is trivial to verify that the exponential distribution satisfies (2.11) pro-
vided c(x) < 1, i.e. provided A3d holds. The question is whether there are any
other distributions that satisfy this inequality. Here are a couple of examples.

Example 2.9 Assume that µ′(x) = r − α for some α > 0 so that c(x) = c =
λ

λ+α . Let f be the exponential mixture

f(x) = aβ1e
−β1x + (1 − a)β2e

−β2x, x ≥ 0,

for 0 < a < 1. Without loss of generality we can assume that β1 < β2. Then
(2.11) is equivalent to h(x) > 0 for all x ≥ 0, where

h(x) = eβ1x(−f ′(x) − cf(0)f(x))

= aβ2
1 + (1 − a)β2

2e
−(β2−β1)x − c(aβ1 + (1 − a)β2)

(
aβ1 + (1 − a)β2e

−(β2−β1)x
)
.

Since

h′(x) = −(1 − a)β2(β2 − β1)e
−(β2−β1)x(β2 − c(aβ1 + (1 − a)β2)) < 0,

this is satisfied if and only if limx→∞ h(x) = aβ2
1 − c(aβ1 + (1− a)β2)aβ1 ≥ 0.

Easy calculations show that this is equivalent to

β2

β1
≤ 1 +

1 − c

c

1

1 − a
= 1 +

α

(1 − a)λ
.

Example 2.10 Assume again that µ′(x) = r−α for some α > 0 so that c(x) =
c = λ

λ+α . Let f be the truncated normal distribution

f(x) =
e−

1
2σ2 (x+γ)2

∫∞
0

e−
1

2σ2 (y+γ)2dy
=

1
σ e

− 1
2σ2 (x+γ)2

H
(
γ
σ

) , x ≥ 0, (2.12)

for γ > 0. Here

H(u) =

∫ ∞

u

e−
1
2y

2

dy.
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Then (2.11) is equivalent to

1

σ
(x+ γ) > c

e−
1
2 (

γ
σ )

2

H
(
γ
σ

) .

Since the left side is increasing in x, this is equivalent to

γ

σ
e

1
2 (

γ
σ )

2

H
(γ
σ

)
> c.

Let

v(u) = ue
1
2u

2

H(u).

Then v(0) = 0, and L’hôpital’s rule easily shows that limu→∞ v(u) = 1 > c.
Therefore, if we can show that v is strongly increasing in u, (2.11) is satisfied
if and only if

γ

σ
≥ u0,

where u0 is the unique solution of v(u) = c. To show that v is strongly in-
creasing, differentiation gives

v′(u) = (1 + u2)e
1
2u

2

H(u) − u.

An integration by parts gives that for u > 0,

H(u) > u2

∫ ∞

u

1

y2
e−

1
2y

2

dy = u2

(
1

u
e−

1
2u

2 − H(u)

)
,

from which we get that (1+u2)H(u) > ue−
1
2u

2

, and so v′(u) > 0. A numerical
calculation with λ = 1 and α = 0.02 shows that u0 = 6.936

Remark 2.11 As mentioned in the introduction, in [19] it is shown that for the
Lévy model the result of Theorem 2.8 holds if the condition (2.11) is replaced
by the condition that log f is convex. This is a more attractive condition, one
reason is that it includes several heavy tailed distributions like the Pareto
distribution

F (x) = 1 − θκ

(θ + x)κ
, x > 0, (2.13)

for positive θ and κ. It also includes the heavy tailed Weibull distribution.
On the other hand, the log-convexity assumption of f does not include (2.12)
since the density in that example is not log-convex.

We conjecture that Theorem 2.8 holds also when f is log-convex. However,
the proofs given in [16] and [19] rely on the Lévy strucure, so a different proof
is needed.
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3 The optimal solution

In this section we will assume that g is the unique canonical solution that
satisfies (2.1). Then any function v that satisfies v(0) = 0 and Lv(x) = 0 is of
the form

v(x) = cg(x), (3.1)

for some constant c. This fact will be utilized in our quest for an optimal solu-
tion. Again proofs are of technical nature, and are therefore given in Section 6.

Consider the following set of problems with unknown V , ū∗ and u∗.

B1: V (0) = 0 and LV (x) = 0, 0 < x < ū∗,

V (x) = V (ū∗) + k(x − ū∗), x > ū∗.

B2: V (ū∗) = V (u∗) + k(ū∗ − u∗) − K,

V ′(ū∗) = k,

V ′(u∗) = k.

B3: V (ū∗) = kū∗ − K,

V ′(ū∗) = k,

V ′(x) < k, 0 ≤ x ≤ ū∗.

From this and (3.1) we see that V (x) can be written as

V (x) =

{
c∗g(x), x ≤ ū∗,
V (u∗) + k(x − u∗) − K, x > ū∗.

(3.2)

Here

c∗ =
k

g′(ū∗)
=

k(ū∗ − u∗) − K

g(ū∗) − g(u∗)
, (3.3)

where in case B3, u∗ = 0. Also, if g is concave-convex then clearly u∗ < x∗ <
ū∗.

Theorem 3.1 Assume that the canonical solution g is strictly concave-convex.
Then we have:

a) If B1+B2 or B1+B3 have a solution, this solution is unique.
b) If in addition limx→∞ g′(x) = ∞, then either B1+B2 or B1+B3 will have

a solution.

It follows from the proof of Theorem 3.1(b) that it is B1+B2 that have a
solution if and only if

∫ ū

0

(
1 − g′(x)

g′(ū)

)
dx = ū − g(ū) >

K

k
,
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where ū is the unique value that satisfies g′(ū) = g′(0) = 1.

If B1+B2 or B1+B3 have a solution, then

LV (x) = kµ(x) − (r + λ)(V (ū∗) + k(x − ū∗)) + λAV (x), x > ū∗.

Therefore, if the canonical solution g is concave-convex, the fact that V ′(ū∗) =
k, that V and V ′ are continuous and that LV (ū∗−) = 0 gives

LV (ū∗+) = −σ2(ū∗)V ′′(ū∗−) ≤ 0. (3.4)

Theorem 3.2 Assume that the canonical solution g is a strictly concave-
convex. Also assume A1d and A2a. Then we have:

(i) Assume that either B1+B2 or B1+B3 have a solution, and that

LV (x) ≤ 0, x > ū∗. (3.5)

Then V ∗(x) = V (x) = Vū∗,u∗(x) for all x ≥ 0, where in case B1+B3,
u∗ = 0. Thus the lump sum dividend barrier strategy π∗ = πū∗,u∗ is an
optimal strategy. In particular (3.5) is satisfied if

(LV )′(x) = λ(AV )′(x) − k(r + λ − µ′(x)) ≤ 0, x > ū∗. (3.6)

(ii) If neither B1+B2 nor B1+B3 have a solution, then there do not exist an
optimal strategy, but

V ∗(x) = lim
ū→∞

Vū,0(x),

and this limit exists and is finite for every x ≥ 0. In terms of the canonical
solution,

V ∗(x) =
k

g′∞
g(x),

where g′∞ = limū→∞ g′(ū).

Furthermore, case (i) occurs if g′∞ = ∞. If g is concave, i.e. x∗ = ∞, then
case (ii) occurs.

Assumption A1d was made to guarantee that the stochastic differential
equation (1.1) has a unique strong solution. It could be replaced by A1a and
any other condition that guarantees a unique strong solution.

Remark 3.3 It was demonstrated in Example 2 in [19] that concave-convexity
of g is not a necessary condition for a simple lump sum dividend barrier strat-
egy to be optimal.

The next theorem gives sufficient, verifiable conditions for optimality.

Theorem 3.4 Assume A1c, A1d, A2c, A3d, A4, A5, A7 and (2.11). Then
either B1+B2 or B1+B3 have a solution, and an optimal policy exists. This
optimal policy is given in Theorem 3.2(i).
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Example 3.5 Assume that income from the basic insurance business evolves
as

Pt = pt+ σPWP,t − Yt,

where σ2
P > 0. Also assume that assets earn return according to

Rt = (r − α)t+ σRdWR,t,

where α > 0. Here WP and WR are standard Brownian motions with correla-
tion ρ. The constant α can be seen as a cost due to inefficient investments, or
as an equity premium since r − (r − α) = α.

Total assets without dividend payments are then

dXt = dPt +Xt−dRt, X0 = x.

Combining the two Brownian motions, this can be written as (1.1), where

µ(x) = p+ (r − α)x, σ2(x) = σ2
P + 2ρσPσRx+ σ2

Rx
2.

In order for assumption A5 to hold it is necessary and sufficient that σ2
P > 0.

If in addition A2c is satisfied and (2.11) holds, an optimal solution exists and
is given in Theorem 3.4.

4 The case with no fixed transaction costs

In this section results for the case K = 0 similar to those in Section 3 will be
presented. When K = 0 there is the added possibility that dividends may be
paid continuously. The controlled process (1.2) therefore becomes

Xπ
t = x+

∫ t

0

µ(Xπ
s )ds+

∫ t

0

σ(Xπ
s )dWs − Yt

−
∞∑

n=1

1{τπ
n<t}ξ

π
n − Dc,π

t , t ≤ τπ, (4.1)

where Dc,π is a continuous, nondecreasing and adapted process. The perfor-
mance function (1.4) becomes

Vπ(x) = Ex

[ ∞∑

n=1

e−rτπ
n kξπn1{τπ

n≤τπ} −
∫ τπ

0

e−rskdDc,π
s

]
. (4.2)

Also, the optimal function V ∗ is defined as in (1.5).

Definition 4.1 A singular continuous dividend barrier strategy π = πu with
barrier u satisfies:

– When Xπ
t < u, do nothing.

– When Xπ
t > u, reduce Xπ

t to u by paying Xπ
t −u as a lump sum dividend.

– When Xπ
t = u, pay dividends so that u is a reflecting barrier.
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The corresponding value function is denoted by Vu(x).

With the singular continuous dividend barrier strategy a lump sum is only
paid at time 0, and only if x > u. After that dividends are paid continuously,
but if A5 holds it is well known from the theory of singular stochastic control,
see e.g. [25], that the dividend process Dc,π is a singular process. This means
that Dc,π is continuous, nondecreasing and increasing on an uncountable set
of Lebesgue measure zero. Therefore, as opposed to the lump-sum dividend
strategy of Definition 1.1, from a practical point of view it is impossible to
implement a singular continuous dividend policy.

Using the results from Section 2, the following theorem is proved as in [25].

Theorem 4.2 Assume that a canonical solution exists and is strictly concave-
convex. Also assume A1d, A2a and A5. Then we have:

(i) If x∗ < ∞ let

V (x) =
k

g′(x∗)
g(x), x ≤ x∗,

V (x) = V (x∗) + k(x − x∗), x > x∗.

If

LV (x) ≤ 0, x ≥ x∗, (4.3)

then V ∗(x) = V (x) = Vx∗(x) for all x ≥ 0, so that the singular continuous
dividend barrier strategy π = πx∗ is optimal.

(ii) If x∗ = ∞ so that g is concave, then there is no optimal strategy, but

V ∗(x) =
k

g′∞
g(x), x ≥ 0.

Note that if x∗ = 0, assets are immediately reduced to zero and ruin occurs
because of A5.

Again, the assumptions of Theorem 3.4 are sufficient for an optimal solution
to exist.

5 A numerical approach

Theorem 3.4 gives sufficient conditions for a lump sum barrier strategy to
be optimal, but unfortunately the class of distributions that satisfy (2.11) is
rather limited. However, if A1d, A2a, A3c, A5 and A6 are satisfied, it follows
from Theorems 2.4, 2.5 and 3.2 that all that is needed for a lump sum dividend
barrier policy to be optimal is that the canonical solution is strictly concave-
convex and that (3.5) is satisfied. In principle, both these conditions can be
tested numerically, but such a test will necessarily be on a finite interval,
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and there is no a priori guarantee that there are points beyond that interval
where the assumptions are not satisfied. Therefore, it would be useful to prove
theoretically that for some numerically calculable xP > x∗, the conditions
hold. In that case it is sufficient to use a numerical check on the interval
(0, xP ). Here we will take such an approach. All proofs are again given in
Section 6. The first result is concerned with ultimate convexity.

Theorem 5.1 Let g be a canonical solution.

a) Assume A1b and A3c. Let

xM = inf{x > max{x∗, xr} : g′(x) ≥ g′(0)}. (5.1)

Then g′′(x) > 0 for all x > xM .
b) Assume A1b, A2b, A3c and A4. Let

xL = inf

{
x > max{x∗, xr} : (r − µ′(x))g′(x) > λg(x∗) max

z≥x−x∗
f(z)

}
.(5.2)

If xL < ∞ and g′′(x) > 0 for all x ∈ (x∗, xL], then g is strictly convex on
(x∗,∞). Furthermore, (2.10) holds for all x > xL.

Remark 5.2 Instead of searching for xM in (5.1) or xL in (5.2), an alternative
is to take an arbitrary xA > max{x∗, xr} and check if the condition in (5.1) or
in (5.2) holds. If that is the case, and it is numerically shown that g′′(x) > 0
on (x∗, xA), it follows from the definitions of xM and xL that g′′(x) > 0 on
(x∗,∞).

We now turn to condition (3.5). Assume that B1+B2 or B1+B3 have a
solution, and let h(x) = LV (x). If we can find a numerically calculable xP ≥ ū∗

so that it is theoretically known that h(x) ≤ 0 when x ≥ xP , then it is
enough to numerically test whether h(x) ≤ 0 on (ū∗, xP ). By (3.4), this holds
if h′(x) ≤ 0 for x ∈ (ū∗, xP ).

Theorem 5.3 Let g be a canonical solution.

a) Assume A1b, A2d and A4. Set

xK = inf

{
x ≥ ū∗ + xf : λ

∫ ū∗

0

g′(z)f(x − z)dz < (r − µ′(x))g′(ū∗)

}
.(5.3)

Then (LV )′(x) ≤ 0, x ≥ xK . Also, xK < ∞ if A3c holds.
b) Assume A1b, A2b and A4. Set

xJ = inf

{
x > ū∗ : max

z≥x−ū∗
f(z) <

1

λ
(r − µ′(x))

g′(ū∗)
g(ū∗)

}
. (5.4)

Then (LV )′(x) ≤ 0, x ≥ xJ . Also, xJ < ∞ if A2d and A3c holds.

Clearly, if xK = ū∗ or xJ = ū∗, the condition (3.5) holds.
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Remark 5.4 As in Remark 5.2 it is not necessary to calculate xK and xJ .
Again it is sufficient to pick an arbitry xA, with xA > ū∗ + xf for xM and
xA > ū∗ for xJ , and verify that the condition in (5.3) or in (5.4) holds for
xA. If that is the case, (3.5) holds provided it can be shown numerically that
LV (x) ≤ 0 for x ∈ (ū∗, xA).

Example 5.5 In this example we will provide numerical results for the model
presented in Example 3.5. We will use two different claimsize distributions,
the exponential distribution with expectation β−1 and the Pareto distribution
(2.13). For the latter, if κ > 2,

E[S] =
θ

κ − 1
and E[S2] =

2θ2

(κ − 1)(κ − 2)
.

The P process satisfies

E[Pt] = (p − λE[S])t and Var[Pt] = (σ2
P + λE[S2])t.

We let p, λ and E[Pt] be the same for the two claimsize distributions. Then
E[S] will also be the same, so β = (κ − 1)/θ. Furthermore, letting Var[Pt] be
the same, and denoting the diffusion parameters by σ2

P,E and σ2
P,P respectively,

gives

σ2
P,E = σ2

P,P +
2λθ2

(κ − 1)2(κ − 2)
.

For a numerical example we let p = 1.5, λ = 1, β = 1, κ = 3, θ = 2,
σ2
P,E = 3, σ2

P,P = 1 and ρ = 0, which make E[Pt] and Var[Pt] the same for
the two distributions. Furthermore, let r = 0.1, α = 0.02, σR = 0.2, k = 0.9
and K = 0.2. Numerical calculations together with Remarks 5.2 and 5.4 show
that the Pareto distribution satisfies the conditions of Theorem 3.2(i), and so
the optimal policy is a lump sum dividend policy in both cases. In view of
Remark 2.11, this comes as no surprise. The numerical solutions show that in
the exponential case (ū∗, u∗) = (15.96, 6.32) so that ū∗ − u∗ = 9.65. In the
Pareto case (ū∗, u∗) = (12.84, 4.11) so that ū∗ − u∗ = 8.72. Figure 5.1 shows
the value function V ∗(x) for increasing x.

It is interesting to note that ū∗, u∗ and ū∗ −u∗ are all higher for the expo-
nential distribution than for the Pareto distribution, while the value function
V ∗(x) is higher for the Pareto distribution. A possible reason for this is that
the Pareto distribution yields many small claims and an occasional very large
one, while the exponential distribution yields more similar claims. Therefore,
not worrying too much about the occasional large claim, the Pareto distribu-
tion combined with a lower value of σ2

P is less affected with the possibility
of ruin, thus allowing a bolder strategy and higher expected payout. If ruin
occurs, in the Pareto case it will likely be with a very large deficit, but since
the size of the deficit does not matter, this is an advantage for the Pareto
distribution and so it can explain the higher value for this distribution.

Figures 5.2-5.9 show optimal barriers ū∗ and u∗, optimal payout ū∗ − u∗

and optimal value when x = 2, i.e. V ∗(2), for the exponential and Pareto dis-
tributions. In all figures the parameters are the same as above, except of course
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Fig. 5.1 Values of V ∗(x) for increasing x, using the exponential and the Pareto distributions
for S. The parameters are p = 1.5, λ = 1, β = 1, κ = 3, θ = 2, r = 0.1, α = 0.02, σR = 0.2,
ρ = 0, k = 0.9 and K = 0.2. The diffusion parameters are σ2

P = 3 in the exponential case

and σ2
P = 1 in the Pareto case.

for the one that varies in that particular figure. Since the Pareto distribution
is not covered by Theorem 3.4, a numerical test as described in Remarks 5.2
and 5.4 was used to assure that the optimal policy will always be a lump sum
dividend policy. This, not surprisingly, turned out to be the case all the time.
We will return to this test in Example 5.6.

Looking at the figures, the first thing to notice is that the Pareto distribu-
tion always results in a higher value of V ∗(x), thus supporting the argument
given above. In most cases, both ū∗ and u∗ are lower in the Pareto case, as is
the payout ū∗ − u∗.

From Figure 5.2 we see that for p ≤ 0.63, u∗ = 0 in the exponential
case, and u∗ = 0 for p ≤ 0.46 in the Pareto case. So when the income p is
sufficiently small, it is optimal to pay everything in dividends immediately and
go bankrupt. The reason is of course that the premium is too small compared
to expected claims. The same optimality of immediate bankruptcy is observed
in Figure 5.3 when the claim intensity λ is high.

Most plots must be said to be rather reasonable, although not apriori
obvious. The main exceptions are Figures 5.2 and 5.3, where ū∗, u∗ and ū∗−u∗

all exhibit some rather unexpected patterns.

Example 5.6 In this example we again study the model of Example 5.5, but
with different parameters and distribution function. Let σP = σR = 0, p =
21.4, λ = 10, r = 0.1, α = 0.08, k = 1 and K = 0. Also, let the claimsizes be
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Fig. 5.2 Values for increasing p using the exponential and the Pareto distributions for S.
The other parameters are as in Figure 5.1. Left panel: Values of the optimal barriers ū∗ and
u∗. Middle panel: Values of the optimal payout ū∗ − u∗. Right panel: The value function
V ∗(2). Full line is exponential distribution and broken line is Pareto distribution.
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Fig. 5.3 Values for increasing λ using the exponential and the Pareto distributions for S.
The other parameters are as in Figure 5.1. Panels and legends are as in Figure 5.2.



20 Martin Hunting, Jostein Paulsen

0.00 0.05 0.10 0.15 0.20

0
5

10
15

20

Value of r

Op
tim

al 
ba

rri
er

s u
* a

nd
 u

*

0.00 0.05 0.10 0.15 0.20

0
2

4
6

8
10

Value of r

Op
tim

al 
pa

yo
ut

 u
*−

u*

0.00 0.05 0.10 0.15 0.20

0
2

4
6

8

Value of r

Op
tim

al 
va

lue
 V

*(2
)

Fig. 5.4 Values for increasing r using the exponential and the Pareto distributions for S.
The other parameters are as in Figure 5.1. Panels and legends are as in Figure 5.2.
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Fig. 5.5 Values for increasing α using the exponential and the Pareto distributions for S.
The other parameters are as in Figure 5.1. Panels and legends are as in Figure 5.2.
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Fig. 5.6 Values for increasing σR using the exponential and the Pareto distributions for S.
The other parameters are as in Figure 5.1. Panels and legends are as in Figure 5.2.
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Fig. 5.7 Values for increasing k using the exponential and the Pareto distributions for S.
The other parameters are as in Figure 5.1. Panels and legends are as in Figure 5.2.
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Fig. 5.8 Values for increasing K using the exponential and the Pareto distributions for S.
The other parameters are as in Figure 5.1. Panels and legends are as in Figure 5.2.
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Fig. 5.9 Values for increasing σP using the exponential and the Pareto distributions for S.
The P -process diffusion parameters are σ2

P = σ2
P,E = 2 + σ2

P,P . The other parameters are

as in Figure 5.1. Panels and legends are as in Figure 5.2.
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gamma distributed with density

f(x) = β2xe−βx1{x>0}, (5.5)

with β = 1. Then it is proved in [1] that for this model a simple barrier strategy
cannot be optimal, and the optimal band strategy is identified.

Making a few changes, let σP = 0.5, σR = 0.2 and ρ = 0. Although not
relevant for the canonical solution, let k = 0.9 and K = 0.2. The upper left
panel in Figure 5.10 shows g′′(x) for x ∈ (0.064, 50). Since there are three
roots x1 = 0.069, x2 = 1.73 and x3 = 12.66, we cannot expect a simple lump
sum dividend barrier strategy to be optimal, although we cannot rule that out
as is shown in [19]. The upper right panel shows LV (x) for x ∈ (ū∗, 50), and
since the condition in (5.4) turned out to be satisfied for x = 50, it follows
from Remark 5.4 that (3.5) is satisfied.

Making yet another change, let σP = 4 and as before σR = 0.2. From the
lower left panel we have (maybe a bit difficult to see) that there is only one root
x∗ = 14.5. Furthermore, since the condition in (5.2) turned out to be satisfied
for x = 50, it follows from Remark 5.2 that g is strictly concave-convex. Thus
the added diffusion smoothed out the non concave-convexity in the original
model. Also, the condition in (5.4) was satisfied for x = 50, and so by Remark
5.4 and the lower right panel in Figure 5.10, (3.5) is satisfied. Therefore by
Theorem 3.2, the optimal strategy is a simple lump sum dividend strategy.

6 Proofs

Proof of Lemma 2.2 It is straightforward to show that ‖ · ‖∞β,ζ is a norm on
L∞
β,ζ ([0,∞), Rn). To prove completeness, let {uk} be a Cauchy sequence in

L∞
β,ζ ([0,∞), Rn), and for each x ≥ 0 let

u(x) = lim sup
k→∞

uk(x),

where the lim sup is componentwise. Choose N1 large enough so that for
k, l ≥ N1, ‖uk − ul‖∞β,ζ < 1. Then for every k ≥ N1,

‖uk‖∞β,ζ ≤ ‖uk − uN1‖∞β,ζ + ‖uN1‖∞β,ζ < 1 + ‖uN1‖∞β,ζ < ∞,

and from this it follows that u ∈ L∞
β,ζ ([0,∞), Rn). To show that uk con-

verges towards u, for any given ε > 0 choose Nε so that for any k, l ≥ Nε,
‖uk − ul‖∞β,ζ < ε

2 . Also, for each x ≥ 0 choose mj(x) ≥ Nε large enough so
that |umj(x),j(x) − uj(x)| < ε

2 . Then for the j’th component,

|uk,j(x) − uj(x)|
exp(βx+ ζx2)

≤ |uk,j(x) − umj(x),j(x)|
exp(βx+ ζx2)

+
|umj(x),j(x) − uj(x)|

exp(βx+ ζx2)
< ε.

Taking supremum over x and then maximum over j gives that ‖uk − u‖∞β,ζ < ε,
and completeness follows.
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Fig. 5.10 Value of g′′(x) (left panels) and LV (x) (right panels). The upper panels are for
σP = 0.5, while the lower are σP = 4. The density (5.5) was used for the distribution of S.
The other parameters are p = 21.4, λ = 10, r = 0.1, σR = 0.2, α = 0.08, k = 1 and K = 0.

It remains to prove that Cβ,ζ ([0,∞), Rn) is closed in L∞
β,ζ ([0,∞), Rn).

Assume that the uk ∈ Cβ,ζ ([0,∞), Rn) converge towards u in the ‖ · ‖∞β,ζ
norm, but that u is not continuous at a point x0. With b > x0 we get,

sup
0≤x≤b

|uk(x) − u(x)| ≤ exp(βb+ ζb2) sup
0≤x≤b

|uk(x) − u(x)|
exp(βx+ ζx2)

≤ exp(βb+ ζb2) ‖uk − u‖∞β,ζ .

Hence convergence in the ‖ · ‖∞β,ζ norm implies convergence in the standard
sup norm on [0, b]. But it is well known that C ([0, b], Rn) is complete, hence
u must be continuous on [0, b], a contradiction. This proves the lemma.
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Let

Cβ,ζ,0 ([0,∞), Rn) = {u ∈ Cβ,ζ ([0,∞), Rn) : u1(0) = 0},

and similarly

Ck
β,ζ,0 ([0,∞), Rn) = {u ∈ Ck

β,ζ ([0,∞), Rn) : u1(0) = 0}.

Then it follows trivially from Lemma 2.2 that Cβ,ζ,0 ([0,∞), Rn) is a Banach
space with the ‖ · ‖∞β,ζ norm.

Let the operator A be as in (2.5) and define

G1u(x) =

∫ x

0

u(z)dz.

Assume A5 and set

G2u(x) =

∫ x

0

2

σ2(z)
((r + λ)u1(z) − µ(z)u2(z) − λAu1(z)) dz, x ≥ 0.

Finally, let Gu(x) = (G1u2(x), G2u(x)).

Lemma 6.1 Let u ∈ Cβ,ζ,0 ([0,∞), R). Then Au ∈ Cβ,ζ,0 ([0,∞), R) and
G1u ∈ Cβ,ζ,0 ([0,∞), R) ∩ C1

β,ζ,0 ([0,∞), R). Furthermore,

‖Au‖∞β,ζ ≤ ‖u‖∞β,ζ (6.1)

and

‖G1u‖∞β,ζ ≤ 1

β
‖u‖∞β,ζ . (6.2)

Proof That G1u is continuously differentiable is obvious. Furthermore,

Au(x+h)−Au(x) =

∫ x

0

(u(x+h−z)−u(x−z))dF (z)+

∫ x+h

x

u(x+h−z)dF (z).

The first term goes to zero as h goes to zero because of continuity of u, and
the second term goes to zero since u(0) = 0. Also by monotonicity of F ,

|Au(x)| ≤
∫ x

0

|u(z)||dF (x − z)|

≤
∫ x

0

eβ(x−z)+ζ(x2−z2)|u(z)||dF (x − z)|

≤ eβx+ζx2 ‖u‖∞β,ζ .

Therefore,
|Au(x)|

exp(βx+ ζx2)
≤ ‖u‖∞β,ζ .
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Taking supremum over x gives (6.1). Next

|G1u(x)| ≤
∫ x

0

eβz+ζz2 |u(z)|
exp(βz + ζz2)

dz

≤ eβx+ζx2 ‖u‖∞β,ζ
∫ x

0

e−β(x−z)dz

≤ 1

β
eβx+ζx2 ‖u‖∞β,ζ .

The rest of the proof of (6.2) is now the same as above.

Lemma 6.2 Given the assumptions of Theorem 2.3, let u ∈ Cβ,ζ,0

(
[0,∞), R2

)

with ζ > 0 if M2 > 0 in A7. Then G2u ∈ Cβ,ζ,0 ([0,∞), R) and

‖G2u‖∞β,ζ < 4max

{
M1

β
,
M2

ζ

}
‖u‖∞β,ζ , (6.3)

with M2/ζ = 0 if M2 = ζ = 0. Moreover, for any β̃ > β, G2u ∈ C1
β̃,ζ,0

([0,∞), R).

Proof Clearly G2u is continuously differentiable with G2u(0) = 0. Also by
assumptions and (6.1),

|(G2u)
′(x)| ≤ 2

σ2(x)
(|µ(x)||u2(x)| + (r + λ)|u1(x)| + λ|Au1(x)|)

≤ 4(M1 +M2x)e
βx+ζx2 ‖u‖∞β,ζ . (6.4)

Therefore,

|G2u(x)| ≤ 4 ‖u‖∞β,ζ
∫ x

0

eβz+ζz2

(M1 +M2z)dz

≤ 4eβx+ζx2 ‖u‖∞β,ζ
∫ x

0

e−(x−z)(β+ζx)(M1 +M2z)dz

≤ 4eβx+ζx2 ‖u‖∞β,ζ
M1 +M2x

β + ζx

≤ 4eβx+ζx2 ‖u‖∞β,ζ max

{
M1

β
,
M2

ζ

}
.

The result (6.3) now follows as before. From (6.4) we get

|(G2u)
′(x)|

exp(β̃x+ ζx2)
≤ 4(M1 +M2x)e

−(β̃−β)x ‖u‖∞β,ζ ,

which shows that G2u ∈ C1
β̃,ζ

([0,∞), R).

Lemmas 6.1 and 6.2 now give:
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Lemma 6.3 Under the assumptions of Theorem 2.3, for u ∈ Cβ,ζ,0

(
[0,∞), R2

)

and β̃ > β,

Gu ∈ Cβ,ζ,0

(
[0,∞), R2

)
∩ C1

β̃,ζ

(
[0,∞), R2

)
.

Furthermore,

‖Gu‖∞β,ζ ≤ cG ‖u‖∞β,ζ ,
where

cG = max

{
1

β
,
4M1

β
,
4M2

ζ

}
.

Proof of Theorem 2.3 For u ∈ Cβ0,ζ,0

(
[0,∞), R2

)
define

Hu(x) = (0, 1) +Gu(x).

Choose β0 and ζ in Lemma 6.3 (with β0 for β) large enough so that cG < 1.
Then H is a contraction operator on Cβ0,ζ,0

(
[0,∞), R2

)
, and since

Cβ0,ζ,0

(
[0,∞), R2

)
is complete, there is a v ∈ Cβ0,ζ,0

(
[0,∞), R2

)
so that

Hv = v. Furthermore, by Lemmas 6.1 and 6.2, for β > β0,

v = Hv ∈ C1
β,ζ,0

(
[0,∞), R2

)
.

Let g = v1. Then g′ = v′1 = (G1v2)
′ = v2 and so since g′ = v2 is continuously

differentiable,

g′′(x) = v′2(x)

= (G2v)
′(x)

=
2

σ2(x)
(−µ(x)v2(x) + (r + λ)v1(x) − λAv1(x))

=
2

σ2(x)
(−µ(x)g′(x) + (r + λ)g(x) − λAg(x)).

Rearranging this last equation yields Lg(x) = 0. Also g′(0) = v2(0) = 1 +
(Gv)2(0) = 1, hence g solves (2.1).

Conversely, it can be shown that if h ∈ C2
β,ζ,0([0,∞), R) for some β > 0

and ζ ≥ 0 and h solves (2.1), then w = (h, h′) ∈ C1
β,ζ,0([0,∞), R2) and satis-

fiesHw = w. SinceH has a unique fixed point it follows that h = w1 = v1 = g.

In the remaining proofs we shall use the more convenient notation Ag(x) =
Ag(x), and similarly A′

g(x) = (Ag)′(x).

Proof of Theorem 2.4 We start by proving that g is strongly increasing. The
equation Lg = 0 gives

g′′(x) =
2

σ2(x)
(−µ(x)g′(x) + (r + λ)g(x) − λAg(x)). (6.5)
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Let x0 = inf{x > 0 : g′(x) = 0}. Then g is strongly increasing on (0, x0), and
so

g(x0) − Ag(x0) = g(x0) −
∫ x0

0

g(x0 − z)dF (z)

≥ g(x0)(1 − F (x0)) ≥ 0. (6.6)

Therefore, if x0 < ∞,

g′′(x0) ≥ 2

σ2(x0)
rg(x0) > 0. (6.7)

But since g′(0) = 1 > 0, it follows from the definition of x0 that g′′(x0) ≤ 0, a
contradiction. Hence x0 = ∞, and g′ is strongly increasing.

Assume that (2.3) holds and let

H(x) = g′(x) − c1
c2 + c3x

g(x),

so that in particular H(0) = 1. Let x1 = inf{x : H(x) = 0}. If x1 < ∞ then
H ′(x1) ≤ 0, and we will show that this leads to a contradiction. So assume
x1 < ∞. Then

g′(x1) =
c1

c2 + c3x1
g(x1)

and by (6.5) and (6.6),

g′′(x1) ≥ 2

σ2(x1)
(rg(x1) − µ(x1)g

′(x1))

=
2

σ2(x1)

(
r − c1

c2 + c3x1
µ(x1)

)
g(x1). (6.8)

Therefore,

H ′(x1) = g′′(x1) − c1
c2 + c3x1

g′(x1) +
c1c3

(c2 + c3x1)2
g(x1)

≥
(

2

σ2(x1)

(
r − c1

c2 + c3x1
µ(x1)

)
− c1(c1 − c3)

(c2 + c3x1)2

)
g(x1) > 0,

where the last inequality follows from (2.3). Hence x1 = ∞ and soH is positive.
It is easy to verify that the equation

g′(x) − c1
c2 + c3x

g(x) = H(x)

has the solution

g(x) = g(1)

(
1 +

c3
c2

x

) c1
c3

+

(
1 +

c3
c2

x

) c1
c3
∫ x

1

(
1 +

c3
c2

y

)− c1
c3

H(y)dy.

Taking the derivative yields that g′(x) → ∞ as x → ∞.
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Now assume that A3c and A6 also hold. We will show that (2.3) can be
satisfied. Let ε < α be positive. We will show that for 0 < ε < α we can choose
positive c1, c2 and c3 with c3 < c1 so that

µ(x) <
r − ε

c1
(c2 + c3x), (6.9)

and

(c1 − c3)σ
2(x) <

2ε

c1
(c2 + c3x)

2. (6.10)

Together, (6.9) and (6.10) prove the claim. To prove (6.9), by A3c there is a
constant a so that µ(x) < a+ (r − α)x for all x ≥ 0. Therefore,

r − ε

c1
(c2 + c3x) − µ(x) >

r − ε

c1
(c2 + c3x) − (a+ (r − α)x)

=

(
(r − ε)

c2
c1

− a

)
+

(
(r − ε)

c3
c1

− (r − α)

)
x.

This is positive for c2 sufficiently large and c3 so close to c1 that c3
c1

≥ r−α
r−ε .

The condition (6.10) is equivalent to

σ2(x)

2(c2 + c3x)2
<

ε

c1(c1 − c3)
.

Using the growth constriction A6 and choosing c3 sufficiently close to c1, this
can be satisfied and so the theorem is proved.

Proof of Theorem 2.5 By (6.5),

g′′(0) = − 2

σ2(0)
µ(0),

hence µ(0) ≤ 0 is equivalent to x∗ = 0. Assume that µ(0) = 0 so that g′′(0) = 0
as well. Taking the derivative in Lg(x) = 0 gives with τ(x) = σ2(x),

g′′′(x) =
2

τ(x)

(
−(µ(x) +

1

2
τ ′(x))g′′(x)

+(r + λ − µ′(x))g′(x) − λA′
g(x)

)
, (6.11)

since by (2.6), Ag is continuously differentiable. By (2.6), A′
g(0) = 0, so there-

fore

g′′′(0) =
2

σ2(0)
(r + λ − µ′(0)) > 0.

To prove part b, assume that x∗ = ∞, meaning that g is strictly concave.
Therefore we must have that for x > 0, g(x) > xg′(x). This gives

rg(x0) − µ(x0)g
′(x0) >

(
r − µ(x0)

x0

)
x0g

′(x0) = 0,
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so by (6.8), g′′(x0) > 0, a contradiction. Hence x∗ < ∞.

Proof of Lemma 2.7 From (6.11) we have

g′′′(x) =
2

τ(x)

(
−(µ(x) +

1

2
τ ′(x))g′′(x) +H(x)

)
, (6.12)

where
H(x) = (r + λ − µ′(x))g′(x) − λA′

g(x).

Note that (2.9) just says that H(x) = 0.
We start by proving that g′′(x) > 0 for x ∈ (x∗, x∗ + δ) for some positive

δ. Assume the contrary. Then by definition of x∗, g′′′(x∗) = 0 as well, and so
by (6.12), H(x∗) = 0. Straightforward differentiation gives

g(4)(x) =
2

τ(x)

(
−(µ(x) + τ ′(x))g′′′(x) +

(
r + λ − 2µ′(x) − 1

2
τ ′′(x)

)
g′′(x)

−µ′′(x)g′(x) − λA′′
g (x)

)
.

Therefore,

g(4)(x∗) = − 2

τ(x∗)
(µ′′(x∗)g′(x∗) + λA′′

g (x
∗)) > 0

by assumption. But since g′′(x∗) = g′′′(x∗) = 0, we get

g′′(x∗ + u) =

∫ x∗+u

x∗

∫ y

x∗
g(4)(x)dxdy,

and the result follows.
We will now show that either H(x∗) > 0 or H(x∗) = 0 and H ′(x∗) > 0.

If x∗ = 0 then H(x∗) = r + λ − µ′(0) > 0 by assumption. Assume x∗ > 0.
Again by definition of x∗, g′′′(x∗) ≥ 0, and so by (6.12) H(x∗) ≥ 0. Assume
H(x∗) = 0. Since

H ′(x) = (r + λ − µ′(x))g′′(x) − (µ′′(x)g′(x) + λA′′
g (x)) (6.13)

and g′′(x∗) = 0, it follows from the assumption that H ′(x∗) > 0.
From the above results we can define

x1 = min{x > x∗ : g′′(x) = 0},
xH = min{x > x∗ : H(x) = 0}.

Then it follows from the above:

1. g′′(x) > 0 on (x∗, x1).
2. g′′′(x1) ≤ 0.
3. H(x) > 0 on (x∗, xH).
4. H ′(xH) ≤ 0.
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We will prove that x1 = ∞. Consider the three possibilities:

(i) xH < x1. Then g′′(xH) ≥ 0 by item 1 and since H(xH) = 0, it follows
by assumption that µ′′(xH)g′(xH) + λA′′

g (xH) < 0. Therefore by (6.13),
H ′(xH) > 0, which contradicts item 4 above.

(ii) xH = x1 < ∞. Here we can use the same arguments to arrive at a contra-
diction.

(iii) xH > x1. But then by item 3, H(x1) > 0 and so by (6.12), g′′′(x1) > 0 as
well, which contradicts item 2.

From this it follows that xH = x1 = ∞ is the only possibility. But the inequal-
ity (2.10) just says that xH = ∞, and so that this inequality is proved as well.

Proof of Theorem 2.8 We use the same notation as in the proof of Lemma 2.7.
It follows easily from the assumptions that

A′
g(x) = f(0)g(x) +

∫ x

0

g(x − z)f ′(z)dz,

A′′
g (x) = f(0)g′(x) +

∫ x

0

g′(x − z)f ′(z)dz.

Assume that for some x0 > 0, λA′
g(x0) = (λ+ r − µ′(x0))g

′(x0). Then

λA′′
g (x0) + µ′′(x0)g

′(x0) ≤ λA′′
g (x0)

= λ

(
f(0)g′(x0) +

∫ x0

0

g′(x0 − z)f ′(z)dz

)

< λf(0)

(
g′(x0) −

∫ x0

0

g′(x0 − z)c(z)f(z)dz

)

≤ λf(0)
(
g′(x0) − c(x0)A

′
g(x0)

)
= 0.

The result now follows from Lemma 2.7.

Proof of Theorem 3.1 For (a), assume that (Vi, ū
∗
i , u

∗
i ), i = 1, 2 are two so-

lutions of B1+B2, and assume without loss of generality that ū∗
1 < ū∗

2. Since
u∗
i < x∗, i = 1, 2, and g′(u∗

i ) = g′(ū∗
i ), it is necessary that u∗

1 > u∗
2. But from

k(ū∗
1 − u∗

1) − (V1(ū
∗
1) − V1(u

∗
1)) = k(ū∗

2 − u∗
2) − (V2(ū

∗
2) − V2(u

∗
2))

and (3.2) and (3.3), we get

∫ ū∗
1

u∗
1

(
1 − g′(x)

g′(ū∗
1)

)
dx =

∫ ū∗
2

u∗
2

(
1 − g′(x)

g′(ū∗
2)

)
dx.

However, g′(ū∗
1) < g′(ū∗

2) and g′(x) < g′(ū∗
i ), u

∗
i < x < ū∗

i and so

∫ ū∗
2

u∗
2

(
1 − g′(x)

g′(ū∗
2)

)
dx >

∫ ū∗
1

u∗
1

(
1 − g′(x)

g′(ū∗
2)

)
dx >

∫ ū∗
1

u∗
1

(
1 − g′(x)

g′(ū∗
1)

)
dx,
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a contradiction. The proof that B1+B2 and B1+B3 cannot both have a solu-
tion is similar, as is the proof that B1+B3 cannot have two different solutions.

For (b), the assumption limx→∞ g′(x) = ∞ implies that for each u ∈ [0, x∗)
there is a unique ū = ū(u) ∈ (x∗,∞) so that g′(ū) = g′(u). By smoothness of
g′ and strict concave-convexity, this ū(u) is continuous in u. Therefore, if

∫ ū(0)

0

(
1 − g′(x)

g′(ū(0))

)
dx ≥ K

k
, (6.14)

there is a unique pair (u∗, ū∗) so that g′(u∗) = g′(ū∗) and
∫ ū∗

u∗

(
1 − g′(x)

g′(ū∗)

)
dx =

K

k
.

Then,

V (x) =





k

g′(ū∗)
g(x), x ≤ ū∗,

V (ū∗) + k(x − ū∗), x > ū∗,

satisfies B1+B2.
If (6.14) does not hold we can find a unique ū∗ so that

∫ ū∗

0

(
1 − g′(x)

g′(ū∗)

)
dx =

K

k
.

Then V (x) defined as above satisfies B1+B3.

Proof of Theorem 3.2 This is proved almost exactly as Theorem 2.1 in [21],
and we drop the details.

Proof of Theorem 3.4 By Theorems 2.3, 2.4, 2.5, 2.8 and 3.2 it only remains
to verify (3.5), and for this it is sufficient to prove (3.6). Let h(x) = LV (x).
Then by (3.6),

h′(ū∗) = λA′
V (ū

∗) − k(r + λ − µ′(ū∗))

= k

(
λ

g′(ū∗)
A′

g(ū
∗) − k(r + λ − µ′(ū∗))

)
< 0

by (2.10). Let x0 = inf{x > ū∗ : h′(x) > 0}. If we can prove that x0 = ∞ we are
done. So assume that x0 < ∞ which implies that λA′

V (x0) = k(r+λ−µ′(x0)).
Also by definition of x0, h

′′(x0) ≥ 0, but a direct calculation gives as in the
proof of Theorem 2.8,

h′′(x0) = λf(0)V ′(x0) + λ

∫ x0

0

V ′(x0 − z)f ′(z)dz

< λkf(0) − λ2

r + λ − µ′(x0)
f(0)

∫ x0

0

V ′(x0 − z)f(z)dz

= λf(0)

(
k − λ

r + λ − µ′(x0)
A′

V (x0)

)
= 0,
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a contradiction.

Proof of Theorem 5.1 By definition of xM , g′′(xM ) ≥ 0. If g′′(xM ) > 0 there
is a δ > 0 so that

g′′(x) > 0 on (xM , xM + δ). (6.15)

Assume that g′′(xM ) = 0. By definition of xM , g′(x) ≤ g′(xM ) for x ∈ (0, xM ),
so that by (2.6), g′(xM ) ≥ A′

g(xM ). Therefore, by (6.11),

g′′′(xM ) =
2

σ2(xM )

(
r + λ − µ′(xM ))g′(xM ) − λA′

g(xM )
)

≥ 2α

σ2(xM )
g′(xM ) > 0,

and so (6.15) holds in this case as well. Let x0 = inf{x > xM : g′′(x) = 0}.
Then if x0 < ∞, g′′′(x0) ≤ 0. But since g′(x) is increasing on (xM , x0), the
same calculations as above yield that g′′′(x0) > 0, a contradiction. This ends
the proof of (a). To prove (b), let x0 = inf{x > x∗ : g′′(x) = 0}. By assumption,
x0 > xL. Assume that x0 < ∞. Then g′′′(x0) ≤ 0. Also by assumption,
maxz∈[x∗,x0] g

′(z) = g′(x0), and hence a calculation using (6.11) yields

g′′′(x0) =
2

σ2(x0)

(
(r + λ − µ′(x0))g

′(x0) − λA′
g(x0)

)

=
2

σ2(x0)

(
(r − µ′(x0))g

′(x0) − λ

∫ x∗

0

g′(z)f(x0 − z)dz

+λ

(
g′(x0) −

∫ x0

x∗
g′(z)f(x0 − z)dz

))

>
2

σ2(x0)

(
(r − µ′(x0))g

′(x0) − λg(x∗) max
z≥x0−x∗

f(z)

)

≥ 2

σ2(x0)

(
(r − µ′(xL))g

′(xL) − λg(x∗) max
z≥xL−x∗

f(z)

)
= 0,

a contradiction. Hence x0 = ∞. From this, using that Lg(x) = 0, we also get

(r + λ − µ′(x))g′(x) − λA′
g(x) > 0, x ≥ xL. (6.16)

Proof of Theorem 5.3 Assume that xK < ∞ and let h(x) = LV (x). Simple
calculations using (3.6) and (2.6) yield for x > ū∗ + xf .

h′(x) = λ

∫ ū∗

0

V ′(z)f(x − z)dz − kλF̄ (x − ū∗) − k(r − µ′(x)) (6.17)

≤ λ

∫ ū∗

0

V ′(z)f(x − z)dz − k(r − µ′(x)). (6.18)
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By definition of xK , the right side is zero at xK , and since f(x− z) and µ′(x)
are all decreasing in x when x > ū∗ + xf , the result follows. That xK < ∞
if A3c holds is trivial. Part (b) is proved similarly, since the above gives for
x > ū∗,

h′(x) = λ

∫ ū∗

0

V ′(z)f(x − z)dz − kλF̄ (x − ū∗) − k(r − µ′(x))

≤ λ

∫ ū∗

0

V ′(z)f(x − z)dz − k(r − µ′(x))

≤ λV (ū∗) max
x−ū∗≤z≤x

f(z) − k(r − µ′(x))

≤ k

g′(ū∗)

(
λg(ū∗) max

z≥x−ū∗
f(z) − k(r − µ′(x))g′(ū∗)

)
.

By definition, the right side is zero at xJ and is decreasing in x.

References

1. Albrecher, H., S. Thonhauser, S.: Optimal dividend strategies for a risk process under
force of interest. Insurance: Mathematics and Economics 43, 134-149 (2008).

2. Alvarez, L.H.R., Rakkolainen, T.A.: Optimal payout policy in presence of downside
risk. Mathematical Methods of Operations Research 69, 27-58 (2009).

3. Avram, F., Palmowski, Z., Pistorius, M.R.: On the optimal dividend problem for a
spectrally negative Lévy process. The Annals of Applied Probability 17, 156-180 (2007).

4. Azcue, P., Muler, N.: Optimal reinsurance and dividend distributions in the Cramér
Lundberg model. Mathematical Finance 15, 261-308 (2005).

5. Bai, L., Guo, J.: Optimal dividend payments in the classical risk model when payments
are subject to both transaction costs and taxes. Scandinavian Actuarial Journal, 1, 36-55
(2010).

6. Bai, L., Paulsen, J.: Optimal dividend policies with transaction costs for a class of
diffusion processes. SIAM Journal on Control and Optimization 48, 4987-5008 (2010).

7. Bai, L., Paulsen, J.: On non-trivial barrier solutions of the dividend problem for a
diffusion under constant and proportional transaction costs. Submitted.

8. Bai, L., Hunting, M., Paulsen, J.: Optimal dividend policies for a class of growth-
restricted diffusion processes under transaction costs and solvency constraints. Finance
and Stochastics. To appear.

9. Belhaj, M.: Optimal dividend payments when cash reserves follow a jump-diffusion
process. Mathematical Finance 20, 313-325 (2010).

10. Cai, J., Yang, H.: Ruin in the perturbed compound Poisson risk process under interest
force. Advances in Applied Probability 37, 819-835 (2005).

11. Davis, M.H.A., Guo, X., Wu, G.: Impulse control of multidimensional jump diffusions.
SIAM Journal on Control and Optimization 48, 5276-5293 (2010).

12. Gaier, J., Grandits, P.: Ruin probabilities and investment under interest force in the
presence of regularly varying tails. Scandinavian Actuarial Journal, 4, 256-278 (2004).

13. Gerber, H.U.: Entscheidigungskriterien für den zusammengesetzten Poisson-Prozess.
Schweiz. Verein. Versicherungsmath. Mitt. 69, 185-228 (1969).

14. Hipp, C., Plum, M.: Optimal investment for investors with state dependent income,
and for insurers. Finance and Stochastics 7, 299-321 (2003).
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Abstract

In this paper we present a numerical method for solving a partial
integro-differential equation (PIDE) associated with ruin probability, when
the surplus is continuously invested in stochastic assets. The method uses
precalculated Gaussian quadrature rules for the numerical integration.
Except for the numerical integration part, the method is based largely
on the finite differences method used in Halluin et al. (2005) for a PIDE
associated with a more general option pricing problem. In our numerical
examples we use historical data for inflation and returns on U.S. Treasury
bills, U.S. Treasury bonds and American stocks. The log-returns of the
investments are adjusted for an assumed constant force of inflation. We
consider four different strategies for continuous investment: (a) U.S. Trea-
sury bills with a constant maturity of 3 months, (b) U.S. Treasury bonds
with a constant maturity of 10 years, and (c) the Standard and Poor 500
index and (d) another index of American stocks. For each of these strate-
gies a geometric Brownian motion process is fitted to the aforementioned
historical data. The results suggest that the ruin probabilities obtained
can vary substantially, depending on whether the models are fitted to data
for the last decade or for a longer time period. We also discuss numerical
solution of investment models with jumps.

1 Introduction

In the classical Cramér-Lundberg model the risk process of an insurance com-
pany at time t is assumed to be of the form

Yt = y + pt−
Nt∑

n=1

Sn.

Here y > 0 is the initial capital, pt is the accumulated premium income up to
time t, coming at a constant rate p. The sum

∑Nt

n=1 Sn is a compound Poisson
process with only non-negative jumps and whose counting process N has a
constant intensity λ. In the following we will follow the convention that∑0
n=1 = 0 and that Π0

n=1 = 1.

In Paulsen and Gjessing (1997) the classical model is generalized to possibly
include a scaled Brownian motion σPWP , where σP ≥ 0. In addition it is
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assumed that the surplus generated from the basic process

Pt = pt+ σPWP,t −
Nt∑

n=1

Sn, t ≥ 0, (1)

is continuously invested in risky assets that follow a jump-diffusion process

Rt = rt+ σRWR,t −
NR,t∑

n=1

SR,n, t ≥ 0.

In the above σR ≥ 0, r ∈ R, WR is a Brownian motion, and the sum
∑NR,t

n=1 SR,n
is a compound Poisson process whose counting process NR,t has a constant
intensity λR and a common jump size distribution FR. With these assumptions
and y as the initial capital, the risk process becomes

Yt = y + Pt +

∫ t

0

Ys−dRs, t ≥ 0. (2)

It is shown in Paulsen (1998) that the solution of this equation is

Yt = R̄t

(
y +

∫ t

0

R̄−1
s dPs

)
, (3)

where R̄t = exp
{(
r − 1

2σ
2
R

)
t+ σRWR,t

}
Π
NR,t

n=1 (1 + SR,n).

In Paulsen (1993) a third process I, representing inflation, is included in the
model. In this model inflation is assumed to have the same effect on both the
premium income and the insurance claim sizes. It is shown in Paulsen (1993)
that if inflation is a deterministic process then the effect on the risk process is
the same as if we substituted R with R − I. We will assume that there is such
an inflation process, with a constant force ı̄, i.e. at time t

It = ı̄t.

Let the R process be an inflation-adjusted return on investment process. This
corresponds to replacing the parameter r with r̄ = r− ı̄. In this context inflation
refers to geometric growth of both insurance claim sizes and premium rates. In
the numerical examples we let ı̄ be the geometrical mean of the inflation for
the corresponding time periods. The data for annualized inflation are taken
from inflationdata.com (2012).

For a risk process like the one defined above, the time of ruin is defined as
τ := inf {t : Yt < 0} and the probability of ruin in finite time is defined as

ψ(y, t) := P (τ ≤ t|Y0 = y). (4)

In this paper we will discuss a method for numerical computation of ruin
probability in finite time for these models, based on solving an associated partial
integro-differential equation (PIDE) using finite differences. In our numerical
examples in Section 4 we consider two different claim size distributions. In the
first example the claims follow a light-tailed standard exponential distribution,
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while in the second they follow a mixture of a standard exponential distribution
and a heavy-tailed standardized Pareto distribution with expectation 1. For
the standardized Pareto distribution part of the mixed distribution we choose a
parameter value based on the fitting discussed in chapter 6 in Embrechts et al.
(1997) of a Pareto distribution to data for Danish fire insurance claims.

We consider four different strategies for continuous investment: (a) U.S. Trea-
sury bills with a constant maturity of 3 months, (b) U.S. Treasury bonds with
a constant maturity of 10 years, (c) the Standard and Poor 500 index and (d)
another index of American stocks. We fit a geometric Brownian motion (GBM)
to data for annual return of bonds and stocks for the period 1928-2011, taken
from Damodaran (2012). In one example we use data for the entire time pe-
riod. In another example we only use data for 2000-2011. We also calculate ruin
probabilities based on data fittings of GBM models, and some jump-diffusion
models in Damodaran (2012), to the SP 500 index for the period 1962-2003.

2 Integro-differential equations for the ruin prob-
ability

In Paulsen (2008) a partial integro-differential equation (PIDE) is stated for the
survival probability φ(y, t) = 1 − ψ(y, t). First let L be the integro-differential
operator

Lh(y) =
1

2
(σ2
P + σ2

Ry
2)h′′(y) + (p+ r̄y)h′(y)

+ λ

∫ y

0

(h(y − x)− h(x)) dF (x)

+ λR

∫ ∞

−1

(h (y (1 + x))− h(y)) dFR(x),

(5)

where L is acting on the variable y, y and t are assumed non-negative, r̄ ∈ R
and σP , σR, p, λ and λR are assumed to be nonnegative. Then the PIDE is given
as

∂

∂t
φ(y, t) = Lφ(y, t). (6)

The initial condition is φ(y, 0) = 1 for every y > 0. Asymptotically the
solution must satisfy the condition limy→∞ φ(y, 0) = 1. When σP > 0 the
infinite variation of the Brownian motion WP implies that

inf {t : Yt < 0} = inf {t : Yt = 0} .

Hence in this case the survival probability must satisfy φ(0, t) = 0.

2.1 Regularity of solution

Consider the case when λR = 0, σP > 0, and either σR = r̄ = 0 or σR > 0. If an
additional weak condition on the probability measure F also holds it is shown
in Paper D that the integro-differential equation (6) has a classical solution
except at the origin. That is, a solution which is differentiable with respect to
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t, twice differentiable with respect to y on the inner domain, and continuous
at every point of the boundary except for the origin. It is also known that a
classical solution exists when the investment earns an interest with a constant
force, i.e., if σP = σR = λR = 0 (see Pervozvansky Jr. (1998); Paulsen (2008)).
To the author’s knowledge there are no known regularity results for other cases,
when σ2

P + σ2
R > 0. However, the behavior of the numerical solution in our

experiments suggests that letting σP = 0 or letting λR > 0 (adding the last
integral term in (5)) does not negatively affect the smoothness of the solution,
at least as long as the distribution functions F (x) and FR(x) are smooth.

2.2 Localization to a bounded domain and choice of coor-
dinates

The domain of equation (6) is unbounded in the space dimension, which of course
is not computationally feasible. Instead we introduce an artificial boundary
condition (see Section 12.4.1 in Cont and Tankov (2004)), namely that φ (y, t) =
1 for every y ≥ κ. The introduction of an artificial boundary condition leads to
an error generally referred to as a localization error. Let εκ be this localization
error and let (̄x) = 1 − F (x) be the tail distribution. In Paper D it is shown
that if σP , σR > 0, λR = 0, and for some c > 0

sup
x>0

xcF̄ (x) <∞,

then for some constant C
|εκ| < C (1 + κ)

−c

for any κ > 0.

In our numerical experiments we found it more numerically efficient (leading
to better accuracy) to make the change of variable z = ln (1 + y). In the fol-
lowing we rewrite the above integro-differential operator L in terms of the new
variable z. We also denote the finite time horizon by T . Since y = ez − 1, first
let

ρ(z, t) := φ (ez − 1, t) , (z, t) ∈ [0, ln (1 + κ)]× [0, T ] .

For z ∈ [0, ln (1 + κ)] let

a2(z) :=
1

2

(
σ2
P e
−2z + σ2

R

(
1− e−z

)2)
, and

a1(z) := pe−z + r̄
(
1− e−z

)
− a2(z).

(7)

Now the operator L becomes

Lzg(z) = a2(z)g′′(z) + a1(z)g′(z)

+ λ

∫ ez−1

0

(g (ln (ez − x))− g(z)) dF (x)

+ λR

∫ ∞

−1

(g (ln (1 + (ez − 1) (1 + x)))− g(z)) dFR(x).
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Making this change of variables and including the artificial boundary condition
gives the equation





ρ(z, 0) = 1, z ∈ (0, ln (1 + κ)) .

ρ(ln (1 + κ) , t) = 1, t ∈ (0, T ].
∂ρ(z,t)
∂t = Lzρ(z, t) on (z, t) ∈ (0, ln (1 + κ))× (0, T ].

(8)

Here Lz is acting on the variable z. When σP > 0 we have the extra boundary
condition

ρ(0, t) = 0, t ∈ (0, T ].

In the following we will also define that ρ (z, t) = 1 for every z ≥ ln (1 + κ) and
t ∈ [0, T ].

The rest of this paper is a discussion of numerical finite-difference methods
for solving (8), with some numerical examples for fitted models with investment
in U.S. Treasury bills, U.S. Treasury bonds and American stocks. In all our
examples the space grid will be equally spaced on [0, ln (1 + κ)]. An advantage
with this grid, compared with an equally spaced grid in the original coordinate
system, is that it gives a more numerically efficient distribution of grid points.
This is especially true for the case when σP > 0, since in this case the solution
is discontinuous at the origin. Having many grid points near the bottom of the
domain seems to give higher accuracy.

3 Numerical algorithm

The finite difference schemes discussed in this paper are adaptations of the
schemes developed in Halluin et al. (2005) to fit the problem (8). The basic idea
is to solve (8) using Crank-Nicolson time integration on an equally spaced two-
dimensional grid. To ensure numerical stability we follow the recommendation
in Giles and Carter (2005) and replace the first Crank-Nicolson step with four
quarter-timesteps of Backward Euler time integration. After explaining how we
do the numerical integration we discuss the difference equations associated with
these finite difference schemes.

3.1 Evaluation of the integrals

In the following we assume that both the claim size distribution and the distri-
bution of the jumps of the R-process are smooth. We denote their respective

densities as f and fR. In what follows let m be the grid size and h = ln(1+κ)
m

be the step size in the z grid. Thus the nodes in the z grid are zi = ih for
i ∈ 0, 1, . . .m. Let the nodes in the time grid be t0 = 0, t1, . . . , tn. Since
y = ex − 1 let yi = ezi − 1, for i ∈ 0, 1, . . . ,m− 1. Let

ρki = ρ (ih, tk) , i ∈ 0, 1, . . . ,m, k ∈ 0, 1, . . . , n,

Iki =

∫ yi

0

ρ (ln (1 + yi − x) , tk) dF (x), i ∈ 1, 2, . . . ,m− 1,

Jki =

∫ ∞

−1

ρ (ln (1 + yi (1 + x)) , tk) dFR(x), i ∈ 1, 2, . . . ,m− 1,

(9)
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and

Ĩki =

∫ yi

yi−1

ρ (ln (1 + x) , tk) fi(x)dx, i ∈ 1, 2, . . . ,m− 1.

where fi(x) = f (yi − x).

The sequence
{
Iki
}

defined above is a semi-discretization of the insurance
claim integrals

I (y, t) =

∫ y

0

(ρ (ln (1 + y − x) , t)) dF (x) on (y, t) ∈ (0, κ)× (0, T ].

Similarly, when λR > 0, the sequence
{
Jki
}

is a discretization of the investment
integrals

J (y, t) =

∫ ∞

−1

ρ (ln (1 + y (1 + x)) , t) dFR(x).

In Section 4.5 we discuss some examples with jumps in the investment process.
In these examples the Jki are calculated as

∫ ∞

−∞
ρ (ln (1 + yie

x) , tk) fR̃(x)dx, (10)

where
fR̃(x) = exfR (ex − 1) .

As we will see in Section 3.4, for each time step each integral in the sequence{
Iki
}m−1

i=1
must be computed more than once for every time step, as part of an

iteration method. When λR > 0 this also has to be done for each integral in

the sequence
{
Jki
}m−1

i=1
. Moreover, the integrands in the sequences

{
Iki
}

and{
Jki
}

depend on i. This means that the numerical complexity for numerical
integration based on such Newton-Coates quadrature methods as Simpson’s

rule would be O(m2) for just one calculation of
{
Iki
}m−1

i=1
. Fortunately there are

ways of avoiding this, as discussed below.

A popular model is to let the jump sizes be exponential distributed. Below
we first show how for this model it is relatively simple to compute the integrals
efficiently. We then return to general claim size distributions in 3.1.2.

3.1.1 Exponentially distributed jumps

For α > 0 let
fi(x) = αe−α(yi−x), i ∈ 1, 2, . . . ,m− 1.

In the special case of exponentially distributed claim sizes with parameter α we
observe that

∫ y

0

ρ (ln (1 + y − x) , t) f (x) dx = e−αy
∫ y

0

ρ (ln (1 + x) , t)αeαxdx.

Thus in this case the insurance claim integrals are dependent on y only through
the upper limit and a factor that can be taken outside the integral. Moreover,
we have the recursive relation
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Iki+1 = exp (−α (yi+1 − yi)) Iki + Ĩki+1. (11)

Here we are indebted to the discussion in Toivanen (2008). Due to (11) fast
evaluation of the sequence Ik1 , . . . , I

k
m−1 is much simpler when the claims are

exponentially distributed than in the general case.

As in Toivanen (2008) we approximate the integrand ρ
(

x
1+x , tk

)
in Ĩki by

linear interpolation. This gives the approximation

Ĩki ≈ ãki
∫ yi

yi−1

fi(x)dx+ b̃ki

∫ yi

yi−1

xfi(x)dx, (12)

where

b̃ki =
ρki − ρki−1

yi − yi−1

and
ãki = ρki − b̃ki yi.

Lastly, we have that
∫ yi

yi−1

fi(x)dx = 1− exp (−α (yi − yi−1))

and that
∫ yi

yi−1

xfi(x)dx =

(
yi −

1

α

)
(1− exp (−α (yi − yi−1)))

+ (yi − yi−1) exp (−α (yi − yi−1)) .

If the return on investment process R is like that in the Kou model (see Kou
(2002)), the jumps of the log-returns follow an asymmetric exponential distri-
bution. That is, for some parameters η1, η2 > 0 and a weight q ∈ [0, 1], the
probability density fR̃(x) of the jumps of the log-returns is

fR̃(x) = q1x>0η1 exp (−η1x) + (1− q) 1x<0η2 exp (−η2 |x|) .

In our context this corresponds to letting the investment jump integral in (8)
be of the form

∫ ∞

−1

ρ (ln (1 + y (1 + x)) , t) dFR(x) = qJ1 + (1− q) J2,

where

J1 =

∫ ∞

0

ρ (ln (1 + yev) , t) η1 exp (−η1v) dv

and

J2 =

∫ 0

−∞
ρ (ln (1 + yev) , t) η2 exp (η2v) dv.

Making the substitution w = v + ln (y) gives

J1 = yη1
∫ ∞

ln y

ρ (ln (1 + ew) , t) η1 exp (−η1w) dw,
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and

J2 = y−η2
∫ ln y

−∞
ρ (ln (1 + ew) , t) η2 exp (η2w) dw.

From these formulas one can derive a recursive relation given in Toivanen (2008)
and similar to (11). In this model the investment integrals can be evaluated in
a way similar to the method described above for the insurance claim integrals.

3.1.2 Computation of Gaussian quadrature rules

Returning to general smooth claim size distributions, we can evaluate the in-
tegrals in (9) using Gaussian quadrature methods. The main idea of an l-
point Gaussian quadrature rule is to find abscissas x1, . . . , xl and corresponding
weights w1, . . . , wl such that, for a known function ω(x) : [−1, 1]→ R, and given
function values of a continuous function g : [−1, 1]→ R,

∫ 1

−1

g(x)ω(x)dx ≈
l∑

i=1

wig(xi). (13)

In our numerical method these rules are calculated using the subroutines ‘dlancz’
and ‘dgauss’ from the Netlib package 726 ‘ORTHPOL’, developed by Walter
Gautschi. The package is an implementation of a Golub-Welsch algorithm.
For the integral (13) a Golub-Welsch algorithm (see Golub and Welsch (1969))
involves finding the roots of a sequence of polynomials p0(x), . . . , pl(x). The
polynomials in this sequence are required to be orthogonal in the following
inner product space, defined by

〈q1, q2〉 =

∫ 1

−1

q1(x)q2(x)ω(x)dx,

where q1, q2 are continuous functions.

Following this procedure it can be shown that the resulting Gaussian quadra-
ture rule is exact for polynomials of degree at most 2l− 1 (see Theorem 4.7.7 in
Cheney (2001)). In order to apply a quadrature rule it is necessary to evaluate
the solution at points that are not on the z-grid. We do this by means of linear
interpolation.

In our numerical method, m− 1 Gaussian quadrature rules are precalculated
for each Ik1 , . . . , I

k
m−1 before the actual finite differences method begins. The

obvious choice of weighting function for these rules is the density f(x). While
the weighting function is the same for every Iki , the integrals have upper limits
that increase with i. This makes it necessary to calculate a separate Gaussian
quadrature rule for each Iki . However, since the weighting function is the same,
we found that the rules were more rapidly and more accurately calculated when
a rule calculated for Ikk is used in the calculation of a rule for the next integral
Ikk+1. We also found that when the claim size distribution has a heavy tail it
has a positive effect on the accuracy to make the substitution v = ln (1 + x),
and calculate Iki as

∫ ln(1+yi)

0

ρ (ln (1 + yu − ev) , t) evf (ev − 1) dv.
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As is normally the case in numerical problems there is a trade-off between
the numerical complexity of the Golub-Welsch algorithm and the accuracy of
the results. To control the accuracy of the weights and abscissas, our method
first applies the routines ‘dlancz’ and ‘dgauss’ with a relatively low complex-
ity. Then the subroutines are called again with increasing resolutions until the
differences between succeeding weights and succeeding abscissas are small. In

the numerical integration of the
{
Jki
}m−1

i=1
integrals, only one quadrature rule

needs to be calculated with the Golub-Welsch algorithm. Denoting the weights
of this quadrature rule by wJ,1, . . . , wJ,m, and denoting the abscissa points by
xJ,1, . . . , xJ,mJ

, these integrals are calculated as

Jki ≈
mJ∑

j=1

wJ,jρ (ln (1 + yie
xJ,j ) , tk) .

In the special case of the Merton model the required quadrature rule corresponds
to Gauss-Hermite quadrature. Calculation of these rules is implemented in the
subroutine ‘gaussq’, also in the ‘ORTHPOL’ package.

3.2 Backward Euler time integration

As mentioned above we follow a suggestion in Giles and Carter (2005), the
numerical differentiation part of our method consists of computing the first four
time steps with backward Euler time integration, where each time step is of
length ∆t. The subsequent time steps are of length 4∆t and are computed
using Crank-Nicolson time integration.

Now let us look at the inner z-grid and time grid points. Here we discretize
the time derivative with backward Euler finite differences. In the z variable we
discretize both the first and second derivatives by means of central differences.
This yields the following set of difference equations, where as before
ρki = ρ (ih, tk).

ρk+1
i − ρki

∆t
= a2 (zi)

ρk+1
i+1 − 2ρk+1

i + ρk+1
i−1

h2
+ a1 (zi)

[
ρk+1
i+1 − ρk+1

i−1

2h

]

− λρk+1
i + λ

m∑

j=0

ci,jρ
k+1
j

− λRρk+1
i + λR

m∑

j=0

di,jρ
k+1
j .

In the above a1 and a2 are defined in (7). The sum
∑m
j=0 ci,jρ

k+1
j is related to

the evaluation of the integral Iki , while the sum
∑m
j=0 di,jρ

k+1
j is related to the

evaluation of the integral Jki . Since the ci,j ’s and di,j ’s are integral weights they
are non-negative constants.

If we let

λ̂ = λ+ λR,

ĉi,j =
λ

λ+ λR
ci,j +

λR
λ+ λR

di,j ,
(14)
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αi =
a2(zi)

h2
− a1(zi)

2h
, (15)

and

βi =
a2(zi)

h2
+
a1(zi)

2h
, (16)

then the difference equation above can be rearranged as

ρk+1
i

[
1 +

(
αi + βi + λ̂

)
∆t
]
−∆tβiρ

k+1
i+1 −∆tαiρ

k+1
i+1 − λ̂∆t

m∑

j=0

ĉi,jρ
k+1
j = ρki .

(17)
Now let us see what happens if we change definitions (15) and (16) a little. Let

αi =
a2(zi)

h2
, (18)

and

βi =
a2(zi)

h2
+
a1(zi)

h
. (19)

Then (17) corresponds to discretizing the first space derivative using forward
differences.

Another alternative is to discretize the first space derivative using backward
differences. This gives

αi =
a2(zi)

h2
− a1(zi)

h
,

and

βi =
a2(zi)

h2
.

Theorem 1. Assume that, for every i ∈ 1, . . . ,m− 1, αi ≥ 0, βi ≥ 0 and

m∑

j=0

ĉi,j ≤ 1.

Then the backward Euler scheme given in (17) is unconditionally stable in the
max norm. Moreover, for any given index i, at least one of the options for

discretizing ρ(z,t)
∂z given above, i.e, central differences, forward differences and

backward differences, gives min (αi, βi) ≥ 0.

Proof. This follows from Theorem 3.1 in Halluin et al. (2005).

In the rest of the paper we will assume that αi, βi ≥ 0 for every
i ∈ 1, . . . ,m − 1. Since discretizing the first space derivative with central dif-
ferences gives a second order convergence rate, whereas forward and backward
differences give only first order convergence, we choose central differences for
those nodes where this does not lead to negative αi or βi.
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3.3 Crank-Nicolson time integration

While the fully implicit scheme given in (17) is unconditionally stable, it has
the disadvantage of being only first order convergent in the time variable. An
alternative, suggested in Giles and Carter (2005) and mentioned above, is to
use backward Euler time integration only for the initial four quarter-steps, each
with length ∆t, and then continue with Crank-Nicolson time integration with
time steps of length ∆̂t = 4∆t. This approach results in the following set of
discrete equations for the Crank-Nicolson part:

ρk+1
i

[
1 +

(
αi + βi + λ̂

) ∆̂t

2

]
− ∆̂t

2
βiρ

k+1
i+1 −

∆̂t

2
αiρ

k+1
i−1

= ρki

[
1−

(
αi + βi + λ̂

) ∆̂t

2

]
+

∆̂t

2
βiρ

k
i+1 +

∆̂t

2
αiρ

k
i−1

+
1

2
λ̂∆̂t

i∑

j=0

ĉi,jρ
k+1
j +

1

2
λ̂∆̂t

m∑

j=0

ĉi,jρ
k
j .

Let
ρk :=

(
ρk0 , ρ

k
1 , . . . , ρ

k
m

)′

and define the matrix M such that

−
[
Mρki

]
i

= ρki

(
α+ βi + λ̂

) ∆̂t

2
− ∆̂t

2
βiρ

k
i+1 −

∆̂t

2
αiρ

k
i−1 −

1

2
λ̂∆̂t

m∑

j=0

ĉi,jρ
k
j .

(20)
Also let

B = [I −M ]
−1

[I +M ] .

Then (20) can be written either as

[I −M ] ρk+1 = [I +M ] ρk, (21)

or as
ρk = (B)

k
ρ0.

Theorem 2. Assume that for every i ∈ 1, . . . ,m− 1, β1 ≥ 0, αi ≥ 0 and

m∑

j=0

ĉi,j < 1.

Then the Crank-Nicolson discretization (20) is algebraically stable in the
sense that there exists a C such that for every n and every grid size

‖(B)
n‖∞ ≤ Cn

1
2 . (22)

The norm used above is the l∞ norm.

Proof. This follows from Theorem 4.1 in Halluin et al. (2005).
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In contrast to (22), the Lax-Meyer theorem states that strong stability, i.e.

‖(B)
n‖∞ ≤ C,

for some C independent of n, is a necessary condition for convergence for all
initial data. As noted in Halluin et al. (2005), the form of stability given in (22)
is clearly weaker than strong stability, and hence yields convergence only for
certain initial data. Some caution is thus in order, in particular for the case
σP > 0, where the exact solution is discontinuous at the origin. This is why our
method uses four quarter-time steps of backward Euler time integration for the
first time step, instead of using the Crank-Nicolson method there.

3.4 Fixed-point iteration method

As noted in Halluin et al. (2005), it is computationally very expensive to solve
the full linear system of the form (20) or (17), since this means solving a system
of linear equations whose numerical complexity grows as O(m2). Instead we will
follow Halluin et al. (2005) and solve the system using the fixed-point iteration
method described below. The main advantage with this iteration scheme is that
the integrals can be calculated using only the results from the previous time step
and the previous iteration. Hence, for a given iteration, the evaluation of the
integrals can be considered to be explicit. Thus we define the matrix M̂ such
that

−
[
M̂ρk

]
i

= ρki

(
αi + βi + r + λ̂

)
∆̂t− ∆̂tβiρ

k
i+1 − ∆̂tαiρ

k
i−1.

The only difference between M̂ and M is that M̂ does not include the inte-
gral terms. From the representation (21) it follows that the Crank-Nicolson
discretization (20) can be written as follows:

[
I − 1

2
M̂

]
ρk+1 =

[
I +

1

2
M̂

]
ρk +

1

2
λ̂∆t

m∑

j=0

ĉi,jρ
k+1
j +

1

2
λ̂∆t

m∑

j=0

ĉi,jρ
k
j . (23)

Using this notation the fixed-point iteration method in Halluin et al. (2005) is
described as follows:

Let
(
ρk+1

)0
= ρk.

Let ρ̂j =
(
ρk+1

)j
.

For j = 0, 1, 2, . . . until convergence

Solve
[
I − 1

2M̂
]
ρ̂j+1 =

[
I + 1

2M̂
]
ρk

+ 1
2 λ̂∆̂

∑m
j=0 ĉi,j ρ̂

j
j + 1

2 λ̂∆̂
∑m
j=0 ĉi,jρ

k
j .

If maxi

∣∣∣ρ̂j+1
i − ρ̂ji

∣∣∣ < tolerance, then quit.

EndFor

In Theorem 5.1 in Halluin et al. (2005) it is proven not only that the iteration
scheme above converges, but that the error ej = ρk+1 − ρ̂j has an upper bound

‖ ej+1 ‖∞≤‖ ej ‖∞
1
2 λ̂∆̂t

1 + 1
2 λ̂∆̂t

. (24)

We used an itegration algorithm very similar to the above algorithm for the
initial backward Euler timesteps. In our implementation the iteration is set to
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terminate when the maximal absolute difference between ρk+1
i -values of con-

secutive iterations is less than 10−8. We found that for good convergence of
this iteration scheme it was advantageous to choose time steps ∆̂t smaller than

1
λ+λR

.

4 Experimental results

In this section we will discuss numerical examples, where we first fit parameter
values for the risk models discussed in the introduction, and then calculate the
corresponding ruin probabilities by solving the PIDE (6). We will first consider
the case when the claim sizes follow the standard exponential distribution. Then
we let the claim sizes follow a mixture of a standard exponential distribution
and a Pareto distribution, standardized to have expectation 1. For both claims
processes we choose a value for the intensity λ based on data for inflation-
adjusted Danish insurance claims. In the examples where the claim distribution
is a mixture of a Pareto distribution and an exponential distribution, we let the
tail index of the Pareto distribution be the same as the fitted value in Embrechts
et al. (1997).

The Danish fire insurance data set consists of 2167 claims over a period of 11
years. We choose a year as the time unit, which gives a maximum likelihood
estimate for λ of 197 with a standard error of 4.26. In all our examples we let λ =
197, let the claims have expectation value 1, and let p = 216.7. This corresponds
to letting the premium be decided by the expected value principle, with safety
loading of 0.1. As already mentioned we adjust the returns of the investments
for a constant force of inflation ı̄. We use inflation data from inflationdata.com
(2012) to choose an ı̄ for each time period that we consider. These values are
given in Table 1.

For the investment return process we consider three different strategies. The
first strategy is to continuously invest in Treasury bills with a 3-month rate, the
second strategy is to continuously invest in 10-year Treasury bonds that also
earn coupons and price appreciation. The last strategy is to invest in American
stocks. We use a dataset from Damodaran (2012), which covers annual returns
on U.S. Treasury bills, U.S. Treasury bonds and American stocks for the period
from 1928 to 2011. For the S&P 500 data for 1962-2003, we use parameter
estimates from Ramezani and Zeng (2007) for a geometric Brownian motion
model, a Merton model and a Kou model.

4.1 Fitting of geometric Brownian motion to data

In a geometric Brownian motion investment model with drift parameter r and
diffusion parameter σ, the log-returns (log-differences) are normally distributed
with variance σ2t and expectation

(
r − 1

2σ
2
)
t. Let X0, X1, . . . , Xl be l + 1

observations of the index values at equally spaced times t0 = 0, t1, . . . , tl = lt1,

with one year as the unit of time. Let Z1 = ln
(
X1

X0

)
, . . . , Zl = ln

(
Xl

Xl−1

)
be the

log-returns.
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Period 1928 -2011 1963-2003 2000-2011
Force of inflation 0.03058 0.04406 0.02506

Table 1: The assumed constant force of inflation ı̄ fitted to different time periods.

Let Z̄ be the sample mean and let S2 be the sample variance of the Zi’s.
Since the log-returns are i.i.d. normal distributed N

((
r − 1

2σ
2
)
t1, σ

2t1
)
, the

method of moment estimator for σ is
√

1
t1
S2. We thus use

√
1
t1
S2 as our statis-

tic for σR. The method of moment estimator for r is 1
t1

(
Z̄ + 1

2S
2
)
. Since we

are adjusting the log-returns for an assumed constant force of inflation ı̄, we
use 1

t1

(
Z̄ + 1

2S
2
)
− ı̄ as the statistic for r̄. The resulting estimated parameter

values for r̄ and σR that we use in the geometric Brownian models are given
in Table 2. The confidence intervals for σR and the standard errors for r̄ are
based on the fact that l−1

σ2
R
S2 is χ2

l−1-distributed and that the sample mean and

sample variance of normal random variables are independent. The latter prop-

erty leads to a standard error for r̄ of

√
S2
(

1
l + 1

2
S2

l−1

)
. The standard error

for the r̄ parameter based on the daily S&P 500 data for 7/1962-12/2003 is the
same as the standard error given in Ramezani and Zeng (2007) multiplied with
252. This last multiplication is due to the standardization of the time dimen-
sion. Our estimates for U.S. Treasury bills, U.S. bonds and American stocks
are based on data for annual returns for 1928-2001 (83 observations for each
asset class) from Damodaran (2012). The estimates for S&P 500 are annualized
and inflation-adjusted versions of the parameter estimates given in Ramezani
and Zeng (2007). These estimates are based on 10446 dividend-adjusted daily
observations covering the period 7/1962-12/2003. The estimates for S&P 500
1/2000-11/2011 are based on 3000 observations. Our estimates for U.S. Trea-
sury bills, U.S. bonds and American stocks for the period 2000-2011 are based
on just 12 observations. To determine the force of inflation ı̄ we used historical
data from inflationdata.com (2012).

An alternative parameterization is to let r̃ = r̄ − 1
2σ

2
R. For this parameter

the natural statistic (for both method of moments and maximum likelihood) is

Z̄ − ı̄, where Z̄ is the sample mean of the log-returns. The fact that Z̄−ı̄−r̃√
S2

l

is

t-distributed can be used to construct confidence intervals. Estimates for r̃ as
well as 95% confidence intervals are given in the rightmost column in Table 2.

4.2 About the implementation and execution

4.2.1 Software and hardware

We implemented the algorithms described in Section 3 using R software. This
was augmented by some Fortran subroutines. In particular the Net lib ‘ORTH-
POL’ package 726 by W. Gautschi was used to calculate the Gaussian quadra-
ture rules.
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parameter r̄ σR r̃
U.S. T-bills 0.00534 0.02900 0.00492
1928-2011 (0.00316) (0.02518, 0.03419) (−0.00138, 0.01121)

U.S. T-bonds 0.02259 0.07131 0.02005
1928-2011 (0.0078) (0.06192, 0.08409) (0.00457, 0.03552)

U.S. Stocks 0.07815 0.19648 0.05885
1928-2011 (0.02165) (0.17060, 0.23169) (0.01621, 0.10149)
S&P 500 0.08194 0.15081 0.07057

7/1962-12/2003 (0.0252) (0.14879, 0.15288) n.a.
U.S. T-bills −0.00233 0.01941 −0.00252
2000-2011 (0.0056) (0.01375, 0.03296) (−0.01485, 0.00982)

U.S. T-bonds 0.04811 0.08367 0.04461
2000-2011 (0.0242) (0.05927, 0.14206) (−0.00855, 0.09777)

U.S. Stocks 0.00129 0.20551 −0.01982 .
2000-2011 (0.06001) (0.14558, 0.34894) (−0.15040, 0.11075)
S&P 500 −0.00125 0.21331 −0.02789

1/2000-11/2011 (0.00394) (0.20804, 0.21884) (−0.03553,−0.02026)

Table 2: Parameter estimates for the geometric Brownian motion investment
model with normally distributed inflation-adjusted log-returns. r̄ is r− ı̄ (nom-
inal return subtracted with the inflation force ı̄), while r̃ is defined as r̄ − 1

2σ
2
R.

The drift term for nominal log-returns (r) can be obtained by adding the corre-
sponding inflation forces in Table 1. All the asset returns except the S&P 500
returns for 1/2000-11/2011 include dividends or coupons. 95% confidence in-
tervals for σR and r̃, and standard errors for r̄ are given in parentheses.
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4.2.2 Grid sizes and tolerance values

In the implementations we let κ = 2000. We let the artificial boundary condi-
tion be at z = ln (1 + κ). Recall that ∆̂t is the length of the Crank-Nicolson
time steps. The error bound (24) and our experiments suggest that letting
(λ+ λR) ∆̂t be large may lead to poor convergence in the integral iteration de-
scribed in section 3.4. Our experience shows that to avoid excessive iterations
∆̂t should be less than 1

λ+λR
. In the case of exponentially distributed jumps

we calculated the integral terms as described in section 3.1.1. In the examples
where we illustrate the convergence rate, we use the same spatial grid sizes as
in Halluin et al. (2005). Unless denoted otherwise the space grid has m = 2K for
K ∈ 7, . . . , 12, for the results in the tables. As explained in Section 3.3, in the
time domain the first four time-steps have length 1

24m , while the rest of the steps
have length 1

6m . For the results in the tables the size of the space grid is mostly
m = 4096, or 212. For the examples with Pareto-distributed claim sizes, Gaus-
sian quadrature rules of length 2K are calculated before the finite-differences
method begins. In the example with the Merton model, a Gauss-Hermite rule
of length 24 is applied. As convergence criterion for the fixed-point iteration
method we required the max norm difference between two iterations to be less
than 10−8. In the tables containing the experimental results, the abbreviation
‘C.R’ refers to the convergence ratio, defined in equation (8.2) in Halluin et al.
(2005) as

C.R =

∣∣∣∣
ρapprox(h/2)− ρapprox(h))

ρapprox(h/4)− ρapprox(h/2)

∣∣∣∣ .

Here h is a given step size.

4.3 Exponentially distributed jumps

In the case of exponentially distributed jumps we can calculate the integrals as
described in Section 3.1.1. For the Cramér-Lundberg model with exponentially
distributed claim sizes, the ruin probability was calculated using an integral
formula given in Chapter IV in Asmussen (2000). We used this solution to check
the accuracy of the method. Table 3 shows the relative errors of the calculated
ruin probabilities using the method described in 3.1.1, with parameter vales
p = 216.7, λ = 197, α = 1 (standard exponential) and t = 1 (1 year). We
also used the case with exponentially distributed jumps to check the accuracy
of using Gaussian quadrature rules to evaluate the integrals. The results from
this test suggest that the errors from the numerical integration are small in
comparison to the errors from the numerical differentiation.

In order to avoid oscillations, αi and βi in (20) should be non-negative. For
this to be satisfied the derivative terms in the space variable have to be dis-
cretized using forward differences. The drawback of forward differences is that
it gives only first order convergence (i.e. consistency error O(h)) as opposed to
the second order convergence (i.e. consistency error O(h2)) we get with using
the central differences as in (15). So although the convergence of Crank-Nicolson
time integration itself is of second order, the overall convergence is only first or-
der. For models where σ2

R is not very small we can use central differences on
most of the domain without violating the conditions in Theorem 1 and Theo-
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m 128 512 2048 4096
n 105 408 1620 3237
y Exact Relative Relative Relative Relative

solution error error error error
0 0.90080 0.00018 0.00044 0.00014 0.00007
7 0.43782 0.07168 0.01502 0.00354 0.00175
15 0.18097 0.30361 0.06881 0.01667 0.00829
31 0.02474 1.67517 0.32926 0.07630 0.03766
63 0.00017 35.45299 2.40341 0.39177 0.18208

Table 3: Relative errors for the Cramér-Lundberg model with various values
of m. The parameter values are p = 216.7, λ = 197, and the claim sizes are
standard exponentially distributed. The units for y and p are the expected value
of a claim. λ corresponds to the expected number of claims per year. Hence
y = 63 corresponds to a starting capital equal to 32% of the expected annual
cost of claims.

rem 2. Thus for these models it is important to have an accurate method of
integration in order to utilize the accuracy of the differential terms.

For Treasury bonds the variance in the log-returns is not large enough to allow
use of central differences at more than a small minority of the grid points. There
the convergence rate seems to be very similar to what is was with the Cramér-
Lundberg model. For the log-return on stocks the volatility is higher, and for
the grids with space grid size m > 1000 central differences can be used at a
majority of the grid points. As seen in Table 4 this gives improved convergence.
Since convergence is slower when the diffusion term (in effect ellipticity) is small,
we used an even finer space grid (m = 8192) for the Treasury bond data.

Regarding ruin probabilities for models fitted to long term trends, we see
in Table 5 that in the case of U.S. Treasury bills the difference between the
classical Cramer-Lundberg model and the investment model fitted to annual
returns is very small. For the investment model fitted to annual returns of U.S.
Treasury bonds and the model fitted to daily returns of the SP 500 index, the
ruin probabilities are slightly lower. For the model fitted to annual returns of
American stocks the ruin probabilities are slightly higher than in the classical
model, especially for the highest intial capital (y = 63). Lastly, we note that
the increases in ruin probabilities flatten out after 5 years.

For years after 2000 the results are very different. In particular, at the highest
intial capital (y = 63) the ruin probabilities for models with stocks are 2 − 3
times higher than for models with bonds or with the classical model. Again the
increases in ruin probability flatten out after 5 years.

4.4 Heavy Tail Models

For regularly varying claim size distributions (defined below) we have the follow-
ing asymptotic result, based on Theorem 2 and Example 1 in Hult and Lindskog
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m 128 512 2048 4096
n 105 408 1620 3237

y=31
Value 0.06414 0.03222 0.02488 0.02444
C.R n.a. 2.44 1.36 7.06

y=45
Value 0.02261 0.00631 0.00367 0.00359
C.R n.a. 3.07 2.44 9.63

y=63
Value 0.00628 0.00071 0.00026 0.00025
C.R n.a. 4.54 6.29 8.86

Table 4: For standard exponentially distributed claim sizes, experimental results
showing convergence as the number of grid points increases. The model includes
a return on investment process, which is a geometric Brownian motion process.
The parameter values are σR = 0.19648, p = 216.7 (premium rate corresponding
to a safety loading of 0.1), r̄ = 0.07815 (real rate of interest) and λ = 197. The
data used is return on American stocks for the period 1928-2011.

Model Cramér- Geometric Brownian Motion
Lundberg

Data n.a. U.S. T-bills U.S. T-bonds U.S. Stocks S&P 500
Period n.a. 1928-2011 1928-2011 1928-2011 7/1962-12/2003

(annual) (annual) (annual) (daily)
T = 1

y = 31 0.02468 0.02503 0.02458 0.02444 0.02312
y = 45 0.00330 0.00342 0.00331 0.00359 0.00313
y = 63 0.00017 0.00018 0.00017 0.00025 0.00018

T = 2
y = 31 0.04188 0.04228 0.04110 0.04034 0.03765
y = 45 0.00897 0.00920 0.00874 0.00918 0.00787
y = 63 0.00103 0.00110 0.00101 0.00132 0.00095

T = 5
y = 31 0.05294 0.05330 0.05116 0.04989 0.04562
y = 45 0.01437 0.01465 0.01359 0.01407 0.01164
y = 63 0.00260 0.00273 0.00241 0.00301 0.00206

T = 10
y = 31 0.05423 0.05458 0.05220 0.05094 0.04627
y = 45 0.01516 0.01544 0.01422 0.01475 0.01202
y = 63 0.00294 0.00307 0.00267 0.00336 0.00222

Table 5: Ruin probabilities for the Cramér-Lundberg model and four fitted
models, with investment following geometric Brownian motion (GBM) fitted to
long term trends. The premium rate p is 216.7, λ = 197, and claim sizes are
assumed to be standard exponentially distributed. Again, y = 63 corresponds
to an initial capital equal to 32% of the expected annual claim cost. Note that
the increases in ruin probability flatten out after T = 5 years.
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Data U.S. T-bills U.S. T-bonds U.S. Stocks S&P 500
Period 2000-2011 2000-2011 2000-2011 1/2000-11/2011

(annual) (annual) (annual) (daily)
T = 1

y = 31 0.02534 0.02345 0.02830 0.02871
y = 45 0.00349 0.00306 0.00463 0.00478
y = 63 0.00019 0.00016 0.00038 0.00041

T = 2
y = 31 0.04300 0.03864 0.04898 0.04984
y = 45 0.00946 0.00790 0.01278 0.01323
y = 63 0.00115 0.00087 0.00225 0.00241

T = 5
y = 31 0.05453 0.04723 0.06490 0.06644
y = 45 0.01523 0.01188 0.02216 0.02316
y = 63 0.00291 0.00195 0.00628 0.00679

T = 10
y = 31 0.05595 0.04796 0.06832 0.07023
y = 45 0.01613 0.01230 0.02476 0.02608
y = 63 0.00330 0.00212 0.00793 0.00869

Table 6: Ruin probabilities for four fitted models, with investment following
geometric Brownian motion (GBM) fitted to data for 2000-2011. The premium
rate p is 216.7, λ = 197, and claim sizes are assumed to be standard exponen-
tially distributed. Note that the increases in ruin probability flatten out after
T = 5 years.
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(2011).

Definition 1. A function L(x) is said to be slowly varying if

lim
x→∞

L(cx)

L(x)
= 1, for all c > 0.

A positive random variable S and its distribution are said to be regularly varying
with (tail) index α̂ if for some α̂ ≥ 0, the right tail of the distribution has the
representation

P (S > x) = L(x)x−α̂,

where L is a slowly varying function.

Theorem 3. Assume that the claim size distribution function F (x) is regularly
varying with index α.

(a) In the case of the Cramér-Lundberg model the probability of ruin before time
t is asymptotically given by

ψ (y, t) ∼ λtF̄ (y),

where F̄ (x) = 1− F (x) is the tail distribution.

(b) Consider a risk process of the form given in (2), with investment. Let

θ =
1

2
σ2
Rα

2 − α
(
r̄ − 1

2
σ2
R

)
+ λR

(
E (1 + SR)

−α − 1
)

and make the following additional assumptions:

(i) Either λR = 0 or, for some δ > 0, E (1 + SR)
−(α+δ)

<∞ .

(ii)
θ 6= 0.

Then the probability of ruin before time t is asymptotically given by

ψ (y, t) ∼ 1

θ

(
eθt − 1

)
λF̄ (y). (25)

Proof. We first consider the case when T = 1. As discussed in Section 1 the
inflation-adjusted risk process Y at time t is given as

Yt = R̄t

(
y +

∫ t

0

R̄−1
s dPs

)
, (26)

where R̄t = exp
{(
r̄ − 1

2σ
2
R

)
t+ σRWR,t

}
Π
NR,t

n=1 (1 + SR,n). At t = 1 the Lévy
process Pt, defined in (1) as a jump diffusion process with negative jumps

−∑Nt

i=1 Si, has Lévy measure ν (−∞,−u) = λF̄ (u). Consequently Theorem
4.1 in Hult and Lindskog (2011) can be applied, with P playing the role of
their Lévy process Y and the process

{
R̄−1
t

}
t≥0

playing the role of their cáglad

strictly positive process A. With these adaptations it follows from Theorem 4.1
and Example 3.5 in Hult and Lindskog (2011) that the stated results are valid
for T = 1.
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Assume that T 6= 1. Since P and R are Lévy processes, changing the pa-
rameters from p, σP , λ, r̄, σR, λR to pt, σP

√
t, λt, r̄t, σR

√
t and λRt corresponds

to changing the time horizon from time T to time 1, giving the stated results
when T 6= 1.

It is only for very large claim sizes that the Pareto distribution is intended to
be a good model, as discussed in Embrechts et al. (1997). This is formalized by
introducing a threshold u, which in the discussion in Chapter 6 on Danish fire
claims in Embrechts et al. (1997) is put to 10. The claim sizes which are larger
than u are called exceedances. The Pareto distribution is fitted using only this
part of the data. 109 of the 2167 claims in the data set are such exceedances.

In this section we let the distribution of the claim sizes be a weighted average
of a standard exponential distribution and a standard Pareto distribution. The
weight assigned to the Pareto distribution corresponds to the share of claims
that are exceedances, 109

2167 .

The standardized Pareto distribution has a density given by

f2(x) = (α̂− 1)α̂α̂(α̂− 1 + x)−(1+α̂), x > 0, α̂ > 1, (27)

and tail distribution function

F̄2(x) =

(
α̂− 1

α̂− 1 + x

)α̂
.

This form of Pareto distribution is called ‘standardized Pareto’, since the expec-
tation value is 1 for every α̂. This distribution is regularly varying with index
α̂. For λR = 0 asymptotic formulas for the ruin probability are given below.
Asymptotically the tail of the mixed distribution we use is dominated by the
Pareto part, and thus is also regularly varying.

Corollary 1. Assume that the claim sizes follow a mix of a Pareto distribution
with density, as in (27), and a light-tailed distribution. Assume that a weight 0 <
w ≤ 1 is assigned to the Pareto distribution and a weight 1−w is assigned to the
light-tailed distribution, i.e. a distribution whose moment-generating function
exists in a neighborhood around zero.

(i) Consider the Cramér-Lundberg model, with claim sizes following a mixed
distribution as described above. In this model the ruin probability is asymp-
totically given by

ψ (y, t) ∼ λwt
(

α̂− 1

α̂− 1 + y

)α̂
.

(ii) Consider a risk process with investment of the form given in (2), with claim
sizes following a mixed distribution as described above, and with λR = 0.

θ̂ =
1

2
α̂2σ2

R − α̂
(
r̄ − 1

2
σ2
R

)
6= 0.

Then the ruin probability is asymptotically given by

ψ(y, t) ≈ λw

θ̂

(
eθ̂t − 1

)( α̂− 1

α̂− 1 + y

)α̂
. (28)
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m 128 512 2048 4196

n 105 408 1620 3237

y=31

Value 0.0755 0.0436 0.0376 0.0367

C.R n.a. 2.42 2.15 2.08

y=45

Value 0.0298 0.0124 0.0100 0.0097

C.R n.a. 2.98 2.32 2.17

y=63

Value 0.0101 0.0036 0.0031 0.0030

C.R n.a. 4.09 2.61 2.30

Table 7: Convergence for the ruin probability in the Cramér-Lundberg model
with p = 216.7 (corresponding to a safety loading of 0.1) and λ = 197. The
claim distribution is a mixture of a standard exponential distribution and a
standardized Pareto distribution with parameter α̂ = 2.01. The weight assigned
to the Pareto distribution is 109

2167 .
.

As expected, the numerical results show that ruin probabilities based on a
heavy-tailed claim size distribution model are larger than when based on a
light-tailed claim size distribution. The most striking differences between the
results for the heavy-tail models, given in Table 8 compared with the results
for light-tailed models, given in Table 5 are found for T = 1 (one year). With
initial capital 63 (corresponding to 32 % of the expected annual claim cost) and
assuming the Cramér-Lundberg model, the ruin probability in the heavy-tail
case is 17.6 times larger than in the light-tail case.

For the stock models fitted to long-term trends the ruin probabilities are
about the same or even lower than for the Cramér-Lundberg models, which do
not include investment risk. On the other hand, when fitted to the period 2000-
2011, given in Table 9, the ruin probabilities for the stock models start to grow
quickly with increasing T , in particular for T > 2. Especially for large initial
capitals and T ∈ {5, 10}, the ruin probabilities for the stock models are almost
twice as high as the ruin probabilities with the Cramér-Lundberg model, given
in Table 8.

For the case of regularly varying claim sizes and large values of the initial
capital the formulas of Theorem 3 suggest the following: If θ > 0 the ruin
probabilities are higher than in the Cramér-Lundberg model. If θ < 0 the ruin
probabilities are lower than in the Cramér-Lundberg model. More precisely,
when θT << 0 the ruin probability on the time horizon T is close to − 1

θλF̄ (y).
When θT ≈ 0 the ruin probability grows approximately linearly as a function
of T for fixed (high) initial capitals. When θT >> 0 the ruin probability
grows exponentially with T . Our numerical experiments support this assertion.
Moreover, as can be seen from Table 8 and Table 9, the asymptotic formula
for the ruin probability seems to be quite accurate, at least as long as the ruin
probability from that formula is less than 0.002.
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Model Cramér- Geometric Brownian Motion
Lundberg

Data n.a. U.S. T-bills U.S. T-bonds U.S. Stocks S&P 500

Period n.a. 1928-2011 1928-2011 1928-2011 7/1962-12/2003
(annual) (annual) (annual) (daily)

θ 0 −0.0082 −0.03004 −0.04026 −0.09595

T = 1

y = 31 0.0367 0.0393 0.0359 0.0351 0.0337
Asym. (0.0095) (0.0095) (0.0094) (0.0093) (0.0091)

y = 45 0.0097 0.0107 0.0095 0.0095 0.0089
Asym. (0.0046) (0.0046) (0.0045) (0.0045) (0.0044)

y = 63 0.0030 0.0032 0.0030 0.0030 0.0028
Asym. (0.0024) (0.0023) (0.0023) (0.0023) (0.0022)

y = 100 0.0010 0.0010 0.0010 0.0010 0.0009
Asym. (0.0009) (0.0009) (0.0009) (0.0009) (0.0009)

T = 2

y = 31 0.0592 0.0587 0.0575 0.0554 0.0526
Asym. (0.0190) (0.0188) (0.0184) (0.0183) (0.0173)

y = 45 0.0198 0.0196 0.0191 0.0187 0.0171
Asym. (0.0092) (0.0091) (0.0089) (0.0088) (0.0083)

y = 63 0.0064 0.0064 0.0062 0.0063 0.0057
Asym. (0.0047) (0.0047) (0.0046) (0.0045) (0.0043)

y = 100 0.0018 0.0018 0.0018 0.0018 0.0017
Asym. (0.0019) (0.0019) (0.0018) (0.0018) (0.0017)

T = 5

y = 31 0.0767 0.0758 0.0734 0.0699 0.0653
Asym. (0.0047) (0.0465) (0.0441) (0.0430) (0.0377)

y = 45 0.0308 0.0303 0.0290 0.0278 0.0248
Asym. (0.0229) (0.0224) (0.0213) (0.0207) (0.0182)

y = 63 0.0120 0.0117 0.0111 0.0110 0.0094
Asym. (0.0118) (0.0115) (0.0109) (0.0107) (0.0094)

y = 100 0.0036 0.0036 0.0034 0.0034 0.0029
Asym. (0.0047) (0.0046) (0.0044) (0.0043) (0.0037)

T = 10

y = 31 0.0809 0.0799 0.0769 0.0729 0.0676
Asym. (0.0950) (0.0912) (0.0821) (0.0782) (0.0611)

y = 45 0.0342 0.0335 0.0318 0.0302 0.0266
Asym. (0.0458) (0.0440) (0.0395) (0.0377) (0.0294)

y = 63 0.0144 0.0141 0.0131 0.0127 0.0107
Asym. (0.0236) (0.0226) (0.0204) (0.0194) (0.0152)

y = 100 0.0049 0.0048 0.0044 0.0043 0.0036
Asym. (0.0094) (0.0090) (0.0081) (0.0077) (0.0061)

Table 8: Calculated and asymptotic ruin probabilities for the classical Cramér-
Lundberg model, plus four models with investment following geometric Brownian mo-
tion (GBM) fitted to long-term historical trends. The premium rate is p = 216.7, and
the expected number of claims per year is λ = 187. This corresponds to a safety load
of 0.1. y = 63 corresponds to an initial capital equal of 32% of the expected claim cost
per year. The claim sizes follow a mixture of the standardized Pareto distribution with
parameter α̂ = 2.01, as used in Embrechts et al. (1997), and a standard exponential
distribution. The weight assigned to the Pareto distribution is 109

2167
. Asymptotic ruin

probabilities are given in parentheses.
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Data U.S. T-bills U.S. T-bonds U.S. Stocks S&P 500
Period 2000-2011 2000-2011 2000-2011 1/2000-11/2011

(annual) (annual) (annual) (daily)

θ 0.00583 −0.07559 0.12539 0.14040

T = 1

y = 31 0.0368 0.0348 0.0394 0.0398
Asym. (0.0095) (0.0092) (0.0101) (0.0102)

y = 45 0.0098 0.0092 0.0110 0.0112
Asym. (0.0046) (0.0044) (0.0049) (0.0049)

y = 63 0.0030 0.0029 0.0034 0.0035
Asym. (0.0024) (0.0023) (0.0025) (0.0025)

y = 100 0.0010 0.0009 0.0011 0.0011
Asym. (0.0009) (0.0009) (0.0010) (0.0010)

T = 2

y = 31 0.0595 0.0549 0.0649 0.0658
Asym. (0.0191) (0.0176) (0.0216) (0.0219)

y = 45 0.0199 0.0179 0.0234 0.0239
Asym. (0.0092) (0.0085) (0.0104) (0.0106)

y = 63 0.0065 0.0058 0.0080 0.0083
Asym. (0.0047) (0.0044) (0.0054) (0.0054)

y = 100 0.0019 0.0017 0.0022 0.0022
Asym. (0.0019) (0.0017) (0.0021) (0.0022)

T = 5

y = 31 0.0773 0.0689 0.0873 0.0889
Asym. (0.0482) (0.0396) (0.0660) (0.0688)

y = 45 0.0312 0.0263 0.0386 0.0398
Asym. (0.0232) (0.0191) (0.0318) (0.0332)

y = 63 0.0121 0.0098 0.0167 0.0174
Asym. (0.0120) (0.0098) (0.0164) (0.0171)

y = 100 0.0037 0.0030 0.0052 0.0055
Asym. (0.0048) (0.0039) (0.0065) (0.0068)

T = 10

y = 31 0.0817 0.0716 0.0945 0.0967
Asym. (0.0978) (0.0667) (0.1895) (0.2075)

y = 45 0.0347 0.0284 0.0449 0.0466
Asym. (0.0471) (0.0321) (0.0913) (0.1000)

y = 63 0.0147 0.0113 0.0215 0.0226
Asym. (0.0243) (0.0165) (0.0470) (0.0515)

y = 100 0.0050 0.0038 0.0081 0.0086
Asym. (0.0097) (0.0066) (0.0188) (0.0206)

Table 9: Calculated and asymptotic ruin probabilities for four models, with invest-
ment following geometric Brownian motion (GBM) fitted to data from 2000-2011. The
premium rate p = 216.7 corresponds to a safety loading of 0.1. The expected number
of claims per year is λ = 187. The claim sizes follow a mixture of the standardized
Pareto distribution with parameter α̂ = 2.01 (used in Embrechts et al. (1997)) and a
standard exponential distribution. The weight assigned to the Pareto distribution is
109
2167

. Asymptotic ruin probabilities are given in parentheses.
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4.5 Jumps in the investment process

Ramezani and Zeng (2007) discuss maximum likelihood estimation for the Mer-
ton model and the Kou model, as well as the geometric Brownian model (GBM).
In particular they fitted these models to the S&P for daily observations for the
period 1962-2003. In the previous section we used estimates from Ramezani
and Zeng (2007) for the GBM model.

In both the Merton model and the Kou model the returns follow a jump-
diffusion process. The Merton model was introduced in Merton (1976) and
consists of letting the jumps of the returns follow a log-normal distribution.
The Kou model was first discussed in Ramezani and Zeng (1998) and in Kou
(2002). In this model the jumps of the log-returns follow a double exponen-
tial distribution. The Merton and Kou models are discussed in more detail
in Ramezani and Zeng (2007) and in Chapter 4 in Cont and Tankov (2004).
Annualized and inflation-adjusted versions of the parameter estimates for the
Merton model fitted to the S&P 500 data are in Table 10, where µ and σ are the
parameters of the log-normal distribution. For the Merton model the θ defined
in Theorem 3 is given by

θ =
1

2
α2σ2

R − α
(
r̄ − 1

2
σ2
R

)
+ λR

(
exp

(
−αµ+

1

2
α2σ2

)
− 1

)
.

Similarly, annualized and inflation-adjusted versions of the parameter estimates
from Ramezani and Zeng (2007) for the Kou model are given in Table 11.
In Ramezani and Zeng (2007) it is assumed that the arrival times of ”good”
and ”bad” news (leading to positive vs. negative jumps) follow two different
independent Poisson processes. These have intensities λu and λd, respectively.
In Table 11 the parameter estimate for λR corresponds to the annualized value
of the sum of their estimates for λu and λd, while the parameter q refers to
the fraction λu

λu+λd
. η1 is the parameter of the exponential distribution of the

positive jumps in the log-returns process. η2 is the parameter of the exponential
distribution of the size of the negative jumps in the log-returns process. If η2 > α
then θ for the Kou model is given by

θ =
1

2
α2σ2

R − α
(
r̄ − 1

2
σ2
R

)
+ λR

(
q

1 + α
η1

+
1− q

1− α
η2

− 1

)
.

With the parameter estimates from Ramezani and Zeng (2007) we get

θ ≈ −0.11.

Again this suggests a smaller ruin probability than with the Cramér-Lundberg
model.

With these parameter estimates, values for the ruin probability in the Merton
and Kou models are shown in Table 12. The table shows that, for the S&P 1962-
2003 data, ruin probabilities do not differ much between models. This is not
the case if we consider investment in a single stock and use parameter values
from Ramezani and Zeng (2007), but this is a highly implausible strategy.
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r̄ σR λR µ σ θ
0.05674 0.127 18.5724 0.0005 0.0199 −0.06909
(0.0252) (0.0252) (2.6712) (0.0009) (0.0005) n.a.

Table 10: Parameter estimates from Ramezani and Zeng (2007) for the Merton
model fitted to daily returns of the S&P 500 1962-2003. Annualized standard
errors are in parentheses. θ is defined in Theorem 3.

r̄ σR λR q η1 η2 θ
0.15754 0.07302 237.8376 0.4521 173.91 185.98 −0.1054

n.a. n.a. (41.1516) n.a. (0.36) (0.38) n.a.

Table 11: Parameter estimates from Ramezani and Zeng (2007) for the Kou
model fitted to daily returns of the S&P 500 1962-2003. Annualized standard
errors are in parentheses. θ is defined in Theorem 3.

Model T = 1 T = 2 T = 5 T = 10
CL 0.0010 0.0018 0.0036 0.0049

GBM 0.0009 0.0017 0.0029 0.0036
Merton 0.0009 0.0017 0.0031 0.0036

Kou 0.0009 0.0017 0.0029 0.0039

Table 12: Ruin probabilities for the classical Cramér-Lundberg (CL) model and
three investment models fitted to daily observations of S&P 500 7/1962-2003.
The claim sizes follow a mixture of the standardized Pareto distribution with
parameter α̂ = 2.01 (used in Embrechts et al. (1997)) and a standard exponential
distribution. The weight assigned to the Pareto distribution is 109

2167 . The initial
capital is set to y = 100.
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5 Conclusions

The numerical experiments suggest that using precalculated Gaussian quadra-
ture rules is an efficient way of calculating the integrals in the numerical solution
of the PIDE (8). The dominant source of error seems to be the differential terms
rather than the numerical integration. From a numerical point of view the main
problem is the following: For the finite-difference method to be numerically sta-
ble the differential terms often have to be approximated using one-sided finite
differences rather than central differences. This gives a slower convergence, in
particular for moderately sized initial capitals and models where the diffusion
term is small.

As for the ruin probabilities for the fitted models, they can vary substantially
depending on which time period is selected for the data. The ruin probabilities
are also quite sensitive to the value of the θ defined in Theorem 3, and in
particular the sign of θ is critical. If θ > 0 (Table 9) the effect of investments on
the ruin probabilities is moderate on short time horizons, but more pronounced
for longer time horizons. Our numeric results suggest that the asymptotic result
in Theorem 3, based on Theorem 4.1 in Hult and Lindskog (2011), is rather
accurate for short time horizons. For long time horizons, in particular for T > 5)
the initial capital needs to very high for the formula to be a good approximation.

A possible topic for future research is to estimate inflation from the claim
sizes themselves. This might require new numerical methods. It might also
be interesting to approximate the small claims with a diffusion process. This
would increase the ellipticity and thus allow more nodes to be approximated with
central differences. Since the computation time is proportional to (λ+ λR)T
the ruin probability in such a model would be easier to compute efficiently.
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Existence of a classical solution of a parabolic

PIDE associated with ruin probability

June 18, 2012

Abstract

In this article we will prove existence of a classical solution of the
integro-differential equation for ruin probability in finite time stated in
Paulsen (2008).
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1 Risk process model

In Paulsen (2008) the risk model consists of a basic risk process Pt with P0 = 0,
and a return on investment generating process R, with R0 = 0. The risk process
is defined as

Yt := y + Pt +

∫ t

0

Ys−dRs, (1.0.1)
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with initial value Y0 = y. In the above the stochastic process Rt is assumed to
be a diffusion process of the form

Rt = rt+ σRWR,t, (1.0.2)

where r and σR are nonnegative constants and WR is a Brownian motion. Pt is
assumed to be a jump-diffusion process of the form

Pt = pt+ σPWP,t −
Nt∑

i=1

Si, (1.0.3)

where p and σP are nonnegative constants and WP,t is a Brownian motion, Nt is
a Poisson process with rate λ, and the {Si} are positive, independent and identi-
cally distributed random variables with distribution function F . WP,t,WR,t, Nt
and the {Si} are assumed to be mutually independent. The time of ruin is
defined as the stopping time

τ = inf {t : Yt < 0} , (1.0.4)

with τ =∞ if Y stays nonnegative. In the case that σP > 0 the infinite variation
of the Brownian process WP,t ensures that

inf {t : Yt < 0} = inf {t : Yt ≤ 0} .

With τ defined as above the probability of ruin in a given finite time t is defined
as

ψ (y, t) = P (τ ≤ t|Y0 = y) .

2 PIDE for the ruin probability

Let F be the distribution function of a probability measure that assigns no mass
to (−∞, 0]. For every (y, t) ∈ (0,∞)× (0, T ], let L be the parabolic differential
operator

Lh(y, t) =
1

2
(σ2
P + σ2

Ry
2)
∂2h(y, t)

∂y2
+ (p+ ry)

∂h(y, t)

∂y
,

and let A be the integro-differential operator

Ah(y, t) = Lh(y, t) + λ

∫ y

0

h(y − z, t)dF (z)− λh(y, t).

In Paulsen (2008) it is stated that the ruin probability should be the solution
of the following partial integro-differential equation (PIDE):





ψ(y, 0) = 0, y > 0

ψ(0, t) = 1, t ∈ [0, T ]
∂ψ(y,t)
∂t −Aψ(y, t) = λF̄ (y), (y, t) ∈ (0,∞)× (0, T ].

(2.0.5)

In the above F̄ (y) = 1− F (y) is the tail distribution function. Asymptotically
a solution of equation (2.0.5) should satisfy

lim
y→∞

ψ(y, t) = 0, t ∈ [0, T ] . (2.0.6)
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We observe that the operator A is linear and uniformly elliptic, while the initial
condition, the boundary condition, and all the coefficients are all analytic for
y > 0. This suggests that equation (2.0.5) ”should” have a smooth solution, at
least if the distribution function F (z) is smooth. A closer look, however, reveals
a number of properties that violate the standard assumptions in the literature
on PDE and PIDE problems.

• The domain is unbounded.
Some literature, in particular on PDE’s, discusses problems with un-
bounded domains. In general, however, these treatises require that at
least the coefficients of the second space derivative be bounded. In our
case the coefficient of the second space derivative is

1

2
(σ2
P + σ2

Ry
2),

which is obviously not bounded for y ∈ (0,∞), when σR > 0.

• Violation of compatibility condition.
The initial condition dictates that limy↓0 ψ(y, 0) = 0, whereas the bound-
ary condition dictates that limt↓0 ψ(0, t) = 1 6= 0. The initial condition
and the boundary condition are thus incompatible. Any solution of (2.0.5)
must hence be discontinuous at the origin, which violates the requirement
that a classical solution must be continuous at at the boundary.

• Asymptotic boundary condition
In addition to the difficulties mentioned above we need to verify that, for
any t ∈ (0, T ], limy↑∞ ψ(y, t) = 0.

The upshot of this is that standard theory does not immediately ensure existence
and uniqueness of a solution of equation (2.0.5). Instead we have to rely on more
indirect methods, and work mostly with an emulation of (2.0.5) on a truncated
domain (0, κ) × (0, 1], with the more standard boundary equation ψ(κ, t) = 0
for t ∈ [0, 1]. Since there can be no classical solution we will in this article
instead look for a solution that satisfies the requirements of a classical solution,
including continuity to the boundary, except at the origin. We will call such a
solution a classical solution, except at the origin. The last result in Section 3,
Theorem 3.0.4 establishes the existence of such a classical solution, except at
the origin, on any truncated domain.

Our objective is to establish existence on an unbounded domain, with the
asymptotic boundary condition. For this we will need some estimates which
we will obtain in Section 4. To derive these estimates we assume that the
coefficients satisfy σP > 0 and either σR = r = 0 or σR > 0 and that the tail
distribution F̄ satisfies

F̄ (ζ) ≤ C (1 + ζ)
−β

, ζ ≥ 0,

for some positive constants C and β.

In the last part of the article, Section 5, we will establish in Theorem 5.1.2 and
Theorem 5.2.2 the existence of a classical solution on the original unbounded
domain which even satisfies the asymptotic boundary condition.
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3 Existence and uniqueness on a truncated do-
main

In this paper we will be working with the Green spaces defined in chapter VII
in Garroni and Menaldi (1992). To be compatible with the definition of these
spaces we will henceforth assume that T = 1.

In order to standardize equation (2.0.5) with T 6= 1 we can just substitute the
parameters p, σP , σR and λ with pT, σP

√
T , σR

√
T and λT . We can therefore

without loss of generality assume that T = 1, which we will do in the rest
of the paper. In order to have all the coefficients of A bounded we introduce
a truncated domain (0, κ) for y. The upper boundary condition is now in a
standard form.





ψκ(y, 0) = 0, y ∈ (0, κ) ,

ψκ(0, t) = 1, t ∈ [0, 1] ,

ψκ (κ, t) = 0, t ∈ [0, 1] ,
∂ψκ(y,t)

∂t −Aψκ (y, t) = λF̄ (y), (y, t) ∈ (0, κ)× (0, 1].

(3.0.7)

Taking a cue from Garroni and Menaldi (2002) we will look for a solution ψκ(y, t)
of (3.0.7) by considering the three equations




ψ1,κ(y, 0) = 0, y ∈ (0, κ) ,

ψ1,κ(0, t) = 1, t ∈ [0, 1] ,

ψ1,κ (κ, t) = 0, t ∈ [0, 1] ,
∂ψ1,κ(y,t)

∂t = 1
2σ

2
P
∂2ψ1,κ(y,t)

∂y2 + p
∂ψ1,κ(y,t)

∂y , (y, t) ∈ (0, κ)× (0, 1],

(3.0.8)





ψ2,κ(y, 0) = 0, y ∈ (0, κ) ,

ψ2,κ(0, t) = 0, t ∈ [0, 1] ,

ψ2,κ (κ, t) = 0, t ∈ [0, 1] ,
∂ψ2,κ(y,t)

∂t − Lψ2,κ = H1,κ (y, t) , (y, t) ∈ (0, κ)× (0, 1],

(3.0.9)

where

H1,κ (y, t) =
1

2
σ2
Ry

2 ∂
2ψ1,κ (y, t)

∂2y2
+ ry

∂ψ1,κ (y, t)

∂y
− λψ1,κ (y, t)

+ λ

∫ y

0

ψ1,κ (y − z, t) dF (z) + λF̄ (y),

and




ψ3,κ(y, 0) = 0, y ∈ (0, κ) ,

ψ3,κ(0, t) = 0, t ∈ [0, 1] ,

ψ3,κ (κ, t) = 0, t ∈ [0, 1] ,
∂ψ3,κy,t)

∂t −Aψ3,κ (y, t) = H2,κ (y, t) , (y, t) ∈ (0, κ)× (0, 1].

(3.0.10)

Here

H2,κ (y, t) = −λψ2,κ(y, t) + λ

∫ y

0

ψ2,κ (y − z, t) dF (z).

4



Now we focus our attention on the first of the above three equations (3.0.8). Ex-
istence and regularity of a solution to that equation can be determined from the
close relation between this equation and a certain passage time of the Brownian
motion Wp,t. Consider the following three equations.





ψ∗1(y, 0) = 0, y > 0,

ψ∗1(0, t) = 1, t ∈ [0, 1] ,

limy→∞ ψ∗1 (y, t) = 0, t ∈ [0, 1] ,
∂ψ∗1 (y,t)

∂t = 1
2σ

2
P
∂2ψ∗1 (y,t)

∂y2 , (y, t) ∈ (0,∞)× (0, 1].

(3.0.11)





ψ∗1,κ(y, 0) = 0, y ∈ (0, κ) ,

ψ∗1,κ(0, t) = 1, t ∈ [0, 1] ,

ψ∗1,κ (κ, t) = 0, t ∈ [0, 1] ,
∂ψ∗1,κ(y,t)

∂t = 1
2σ

2
P

∂2ψ∗1,κ(y,t)

∂y2 , (y, t) ∈ (0, κ)× (0, 1].

(3.0.12)

and




ψ1(y, 0) = 0, y > 0,

ψ1(0, t) = 1, t ∈ [0, 1] ,

limy→∞ ψ1 (y, t) = 0, t ∈ [0, 1] ,
∂ψ1(y,t)

∂t = 1
2σ

2
P
∂2ψ1(y,t)
∂y2 + p∂ψ1(y,t)

∂y , (y, t) ∈ (0,∞)× (0, 1].

(3.0.13)
Let

τ0 = inf {t ≥ 0 : y + σPWP,t < 0} ,
τ̃0 = inf {t ≥ 0 : y + pt+ σPWP,t < 0} ,
τκ = inf {t ≥ 0 : y + σPWP,t > κ} ,

and let
τ̃κ(y) = inf {t ≥ 0 : y + pt+ σPWP,t > κ} .

Since ψ∗1(y, t) is just the probability P (τ0 ≤ t) it is well known that

ψ∗1(y, t) =

√
2

π

∫ ∞
y

σP
√
t

e−
s2

2 ds =
y

σP
√

2π

∫ t

0

s−
3
2 e
− y2

2σ2
P
s ds

is a unique solution of equation (3.0.11). Equation (3.0.12) corresponds to the
probability P (τ0 ≤ min (τκ, t)). It is known (see exercise 2.8.11 in Karatzas and
Shreve (1991)) that equation (3.0.12) has the unique solution

ψ∗1,κ(y, t) =
1

σP
√

2π

∞∑

n=−∞
(2nκ+ y)

∫ t

0

s−
3
2 e
− (2nκ+y)2

2σ2
P
s ds.

Similarly, equation (3.0.13) corresponds to the probability P (τ̃0 ≤ t) and (3.0.8)
corresponds to the probability P (τ̃0 ≤ min (τ̃κ, t)). Similar applications of Gir-
sanov’s theorem, as in section 3.5.C in Karatzas and Shreve (1991)), yield that

ψ1(y, t) =
y

σP
√

2π

∫ t

0

s−
3
2 e
− (y+ps)2

2σ2
P
s ds (3.0.14)
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and

ψ1,κ(y, t) =
1

σP
√

2π

∞∑

n=−∞
(2nκ+ y)

∫ t

0

s−
3
2 e
−
[

(2nκ+y)2

2σ2
P
s

+p̂y+ 1
2σ

2
P p̂

2s2
]

ds,

(3.0.15)
where

p̂ =
p

σ2
P

.

We will return to equation (3.0.13) and the solution (3.0.14) later in the ar-
ticle. Unfortunately it will turn out to be much more difficult to establish the
existence of a solution of equation (3.0.9). Uniqueness, however, is relatively
straightforward to establish, as outlined below.

Theorem 3.0.1. If
g1 (y, t) ∈ C2,1 ((0, κ)× (0, 1])

and
g2 (y, t) ∈ C2,1 ((0, κ)× (0, 1])

are two classical solutions of equation (3.0.9), then

g1 (y, t) = g2 (y, t) ,

for every (y, t) ∈ [0, κ]× [0, 1].

Proof. Since g1 (y, t) and g1 (y, t) are assumed to be solutions of equation (3.0.9)
this follows from Theorem I.3.1 in Garroni and Menaldi (1992) by considering
the differences

g1 (y, t)− g2 (y, t) .

Before proceeding to establish existence of a solution of (3.0.9) we will first
need to establish some auxiliary results and then introduce the concept of a
Green function.

Proposition 3.0.1.

For every x ∈ R, t > 0 and for any α, c > 0 and 0 < θ < c

sup
t∈(0,1]

|x|α exp

(
−cx

2

t

)
≤ Ctα2 exp

(
−(c− θ)x

2

t

)
,

where

C =

( α
2

θ

)α
2

exp
(
−α

2

)
.

Proof. Let (t, θ) ∈ (0, 1]× (0, c). We observe that since

( α
2

θ

)α
2

exp
(
−α

2

)
t
α
2 exp

(
−(c− θ)x

2

t

)
> 0,

there must exist some ε ∈
(

0,
α
2

θ

)
such that

|x|α exp

(
−cx

2

t

)
< Ct

α
2 exp

(
−(c− θ)x

2

t

)
,
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for every x ∈ [0, ε]. Moreover, for every x ≥ ε

|x|α exp

(
−θ |x|

2

t

)
≤
(
t
α
2

)

 sup
z∈[ ε

2

t ,∞)

z
α
2 exp (−θz)


 .

Let h(z) = z
α
2 exp (−θz). Differentiating h we get that

h′(z) = z
α
2

(
−θ +

α

2
z−1
)

exp (−θz) ,

which is positive for z ∈ (0,
α
2

θ ), 0 for z =
α
2

θ and negative for z >
α
2

θ . Thus

sup
z∈[ ε

2

t ,∞)

z
α
2 exp (−θz) =

( α
2

θ

)α
2

exp
(
−α

2

)
.

Since t was arbitrarily chosen the result follows.

Proposition 3.0.2. For every (x, t, ξ, ϑ) ∈ R× (0, 1]×R× [0, t) and p, q, c > 0,

∫ t

ϑ

(t− s)p−1
(s− ϑ)

q−1
ds = (t− ϑ)

p+q−1 Γ (p) Γ (q)

Γ (p+ q)
,

and

∫

R
exp

(
−c
[
|x− z|2
t− s +

|z − ξ|2
s− ϑ

])
dz

=
(π
c

) 1
2

[
(t− s) (s− ϑ)

t− ϑ

] 1
2

exp

(
−c (x− ξ)2

(t− ϑ)

)
,

where Γ(x) is the Gamma function

Γ(x) :=

∫ ∞

0

zx−1 exp (−z) dz, x > 0.

Proof. These identities are proven in section 1.1 in Garroni and Menaldi (2002).

Proposition 3.0.3. Let c > 0, d ∈ R, let −∞ < a1 < a2 < ∞, −∞ < b1 <
b2 <∞ and let

Dab := (a1, a2)× (0, 1]× (b1, b2)× [0, t).

Let h (y, t, ξ, ϑ) be a continuous function on Dab such that h (y, t, ξ, ϑ) is differ-
entiable with respect to t on Dab, and for some constant C

|h (y, t, ξ, ϑ)| ≤ C (t− ϑ)
−d

exp

(
−c (y − ξ)2

t− ϑ

)
(3.0.16)

and ∣∣∣∣
∂h (y, t, ξ, ϑ)

∂t

∣∣∣∣ ≤ C (t− ϑ)
−(d+1)

exp

(
−c (y − ξ)2

t− ϑ

)
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for every (y, t, ξ, ϑ) ∈ Dab. Then, for some constant C

|h (y, t, ξ, ϑ)− h (y, t′, ξ, ϑ)| ≤ C |t− t′|α
[
(t− ϑ)

−(d+α)
+ (t′ − ϑ)

−(d+α)
]

×
(

exp

(
−c (y − ξ)2

t− ϑ

)
+ exp

(
−c (y − ξ)2

t′ − ϑ

))

(3.0.17)

and

|h (y, t, ξ, ϑ)− h (y, t′, ξ, ϑ)| ≤ C |t− t′|α
[
(t− ϑ)

−(d+α)
exp

(
−1

2
c
(y − ξ)2

t− ϑ

)

+ (t′ − ϑ)
−(d+α)

exp

(
−1

2
c
(y − ξ)2

t′ − ϑ

)]

(3.0.18)

for every (y, t, ξ, ϑ) ∈ Dab, every t′ ∈ (ϑ, 1], and every α ∈ [0, 1].

Proof. Let t2 = max (t, t′) and t1 = min (t, t′). Assume first that

t2 − t1 ≥ t1 − ϑ.

We note that in this case

t2 − ϑ ≤ 2 (t2 − t1) .

Hence, for every α ∈ [0, 1]

|h (y, t, ξ, ϑ)− h (y, t′, ξ, ϑ)| ≤ |h (y, t, ξ, ϑ)|+ |h (y, t′, ξ, ϑ)|

≤ 2C |t− t′|α
[
(t− ϑ)

−(d+α)
exp

(
−c (y − ξ)2

t− ϑ

)

+ (t′ − ϑ)
−(d+α)

exp

(
−c (y − ξ)2

t′ − ϑ

)]
.

From the above it is obvious that for this case the inequality (3.0.17) also holds.
Now, assume instead that

t2 − t1 < t1 − ϑ.
We first observe that under this condition

t2 − ϑ < 2 (t1 − ϑ)

and hence we only need to prove that the inequality (3.0.17) holds. Moreover,
it follows from the mean value theorem that

|h (y, t, ξ, ϑ)− h (y, t′, ξ, ϑ)| ≤ C |t− t′|
[
(t− ϑ)

−(c+1)
+ (t′ − ϑ)

−(d+1)
]

×
(

exp

(
−c (y − ξ)2

t− ϑ

)
+ exp

(
−d (y − ξ)2

t′ − ϑ

))
.
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Thus the required bound (3.0.17), and hence (3.0.18), can be obtained, since

|t− t′| ≤ min (t− ϑ, t′ − τ) .

Corollary 1. Assume that h (y, t, ξ, ϑ) is differentiable with respect to ϑ on Dab,
that (3.0.16) holds and that

∣∣∣∣
∂h (y, t, ξ, ϑ)

∂ϑ

∣∣∣∣ ≤ C (t− ϑ)
−(d+1)

exp

(
−c (y − ξ)2

t− ϑ

)

for every (y, t, ξ, ϑ) ∈ Dab. Then, for some constant C

|h (y, t, ξ, ϑ)− h (y, t, ξ, ϑ′)| ≤ C |ϑ− ϑ′|α
[
(t− ϑ)

−(d+α)
+ (t− ϑ′)−(d+α)

]

×
(

exp

(
−c (y − ξ)2

t− ϑ

)
+ exp

(
−c (y − ξ)2

t− ϑ′

))
.

Hence

|h (y, t, ξ, ϑ)− h (y, t, ξ, ϑ′)| ≤ C |t− t′|α
[
(t− ϑ)

−(d+α)
exp

(
−1

2
c
(y − ξ)2

t− ϑ

)

+ (t− ϑ′)−(d+α)
exp

(
−1

2
c
(y − ξ)2

t− ϑ′

)]
.

Proposition 3.0.4. Let c > 0, d ∈ R, let −∞ < a1 < a2 < ∞, −∞ < b1 <
b2 <∞ and let

Dab := (a1, a2)× (0, 1]× (b1, b2)× [0, t).

Let
Dāb := [a1, a2]× (0, 1]× (b1, b2)× [0, t)

and let h (y, t, ξ, ϑ) be a continuous function on Dāb such that h (y, t, ξ, ϑ) is
differentiable with respect to y on Dab. Assume that, for some constant C,

|h (y, t, ξ, ϑ)| ≤ C (t− ϑ)
−d

exp

(
−c (y − ξ)2

t− ϑ

)
(3.0.19)

on Dāb and

∣∣∣∣
∂h (y, t, ξ, ϑ)

∂y

∣∣∣∣ ≤ C (t− ϑ)
−(d+ 1

2 ) exp

(
−c (y − ξ)2

t− ϑ

)
(3.0.20)

on Dab. Then, for some constant C,

|h (y, t, ξ, ϑ)− h (y′, t, ξ, ϑ)| ≤C exp (c) |y − y′|α (t− ϑ)
−(d+α

2 )

×
(

exp

(
−c (y − ξ)2

t− ϑ

)
+ exp

(
−c (y′ − ξ)2

t− ϑ

))

(3.0.21)

for every (y, t, ξ, ϑ) ∈ Dāb, every y′ ∈ [a1, a2], and for every α ∈ [0, 1].
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Proof. Let y2 = max (y, y′) and y1 = min (y, y′). Assume first that

t− ϑ ≤ |y − y′|2 .
We note that in this case

(t− ϑ)
−d ≤ (t− ϑ)

−(d+α
2 ) |y − y′|α ,

and hence in this case it follows from the bound (3.0.19) that the bound (3.0.21)
holds. In the rest of the proof we will assume that

t− ϑ > |y − y′|2 .
Because of the continuity on Dāb we can also assume that

a1 < y1 < y2 < a2.

We note that in this case

|y − y′| (t− ϑ)
−(d+ 1

2 ) ≤ |y − y′|α (t− ϑ)
−(d+α

2 )
. (3.0.22)

Assume in addition that ξ /∈ (y1, y2). For this case it follows from the Middle
Value Theorem and the bounds (3.0.20) and (3.0.22) that,

|h (y, t, ξ, ϑ)− h (y′, t, ξ, ϑ)| ≤C |y − y′|α (t− ϑ)
−(d+α

2 )

×
(

exp

(
−c (y − ξ)2

t− ϑ

)
+ exp

(
−c (y′ − ξ)2

t− ϑ

))
.

The last possible case is that (3.0.22) holds and that ξ ∈ (y1, y2). In this case
we note that

min

(
exp

(
−c (y − ξ)2

t− ϑ

)
, exp

(
−c (y′ − ξ)2

t− ϑ

))
≥ exp (−c) ,

and hence it follows from the Middle Value Theorem and the bounds (3.0.20)
and (3.0.22) that

|h (y, t, ξ, ϑ)− h (y′, t, ξ, ϑ)| ≤C exp (c) |y − y′|α (t− ϑ)
−(d+α

2 )

×
(

exp

(
−c (y − ξ)2

t− ϑ

)
+ exp

(
−c (y′ − ξ)2

t− ϑ

))
.

Corollary 2. Assume that h (y, t, ξ, ϑ) is differentiable with respect to ξ on Dab,
that (3.0.19) holds and that, for some constant C,

∣∣∣∣
∂h (y, t, ξ, ϑ)

∂ξ

∣∣∣∣ ≤ C (t− ϑ)
−(d+ 1

2 ) exp

(
−c (y − ξ)2

t− ϑ

)
,

for every (y, t, ξ, ϑ) ∈ D. Then, for some constant C

|h (y, t, ξ, ϑ)− h (y, t, ξ′, ϑ)| ≤C exp (c) |ξ − ξ′|α (t− ϑ)
−(d+α

2 )

×
(

exp

(
−c (y − ξ)2

t− ϑ

)
+ exp

(
−c (y − ξ′)2

t− ϑ

))
.
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Proposition 3.0.5. (i) If a, b > 0, then

∫ b

0

as−
3
2 exp

(
−a

2

s

)
ds =

∫ ∞
a2

b

z−
1
2 exp (−z) dz,

∂

∂a

∫ b

0

as−
3
2 exp

(
−a

2

s

)
ds = −2b−

1
2 exp

(
−a

2

b

)
.

and
∂

∂b

∫ b

0

as−
3
2 exp

(
−a

2

s

)
ds = −ab− 3

2 exp

(
−a

2

b

)
.

(ii) If a ∈ R and b > 0, then for some constant C

∫ b

0

∣∣∣∣as−
3
2 exp

(
−a

2

s

)∣∣∣∣ ds ≤ C exp

(
−a

2

b

)
,

(iii) If a 6= 0 and b > 0, then for some constant C

∣∣∣∣∣
∂

∂a

∫ b

0

as−
3
2 exp

(
−a

2

s

)
ds

∣∣∣∣∣ ≤ Cb
− 1

2 exp

(
−a

2

b

)
,

∣∣∣∣∣
∂2

∂a2

∫ b

0

as−
3
2 exp

(
−a

2

s

)
ds

∣∣∣∣∣ ≤ Cab
− 3

2 exp

(
−a

2

b

)
,

∣∣∣∣∣
∂

∂b

∫ b

0

as−
3
2 exp

(
−a

2

s

)
ds

∣∣∣∣∣ ≤ Cab
− 3

2 exp

(
−a

2

b

)
,

∣∣∣∣∣
∂3

∂a3

∫ b

0

as−
3
2 exp

(
−a

2

s

)
ds

∣∣∣∣∣ ≤ Cb
− 3

2 exp

(
−1

2

a2

b

)
.

Proof. For part (i): This can be calculated using the substitution z = a2

s .

For part (ii): This is obvious if a = 0. Assume that a 6= 0 and that

|a| ≥
√
b.

For this case a simple calculation using the identity given in part (i) yields that
the stated claim holds. In the following assume that a 6= 0. and that

|a| ≤
√
b. (3.0.23)

Consider

I1 :=

∫ b
2

0

|a| s− 3
2 exp

(
−a

2

s

)
ds,

and

I2 :=

∫ b

b
2

|a| s− 3
2 exp

(
−a

2

s

)
ds.
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The identity given in part (ii) yields that

I1 =

∫ ∞

2 a
2

b

z−
1
2 exp (−z) dz

≤ exp

(
−a

2

b

)∫ ∞

2 a
2

b

z−
1
2 exp

(
−1

2
z

)
dz

≤ C exp

(
−a

2

b

)

for some constant C. Under the assumption (3.0.23) a simple calculation yields
that

I2 ≤ exp

(
−a

2

b

)
.

The other bounds follow from Proposition 3.0.1.

The most important concept in this article is that of a Green function, which
we will now define, adapted to equation (3.0.9). ’

Definition 3.0.1. A function GL∗,κ (y, t, ξ, ϑ) defined in the domain D̄κ, where





Dκ = {y, t, ξ, ϑ : y ∈ (0, κ) , ξ ∈ (0, κ) , 0 ≤ ϑ < t ≤ 1} ,
∂Dκ = {y, t, ξ, ϑ : y ∈ {0, κ} , ξ ∈ (0, κ) , 0 ≤ ϑ < t ≤ 1} ,
D̄κ = Dκ ∪ ∂Dκ

is called a Green function on D̄κ for the differential operator L∗ with Dirichlet
boundary condition if it satisfies:

(i) GL∗,κ (y, t, ξ, ϑ) is continuous in (y, t),
and locally integrable in (ξ, ϑ),

(ii)

∂GL∗,κ (y, t, ξ, ϑ)

∂t
− L∗GL∗,κ (y, t, ξ, ϑ)

= δ (y − ξ) δ (t− ϑ) , in Dκ,

(iii)
lim
t−ϑ↓0

GL∗,κ (y, t, ξ, ϑ) = δ (y − ξ) , in Dκ, (3.0.24)

(iv)
GL∗,κ (y, t, ξ, ϑ) = 0, in ∂Dκ,

In the above δ (y, t) is the Dirac measure at 0.

In order to derive existence and some regularity of a solution of equa-
tion (3.0.9) we want to use use Theorem VI.2.2 in Garroni and Menaldi (1992).
This theorem, however, requires the right hand side of the equation (in our case
the function H1,κ (y, t)) to belong to the function space Cα,

α
2 ([0, κ]× [0, 1] ,R)

defined below.

Definition 3.0.2. Let C0 ([0, κ]× [0, 1] ,R) be the Banach space of bounded,
real valued, continuous functions on [0, κ]× [0, 1], with the supremum norm.
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Let g (y, t) ∈ C0 ([0, κ]× [0, 1] ,R). We will say that

g ∈ Cα,α2 ([0, κ]× [0, 1] ,R)

or that g is Hölder continuous on [0, κ]× [0, 1] with index α
if g has a finite value for the semi norm

inf

{
C ≥ 0 : |g (y, t)− g (y′, t)| ≤ C |y − y′|α ,∀y, y′ ∈ [0, κ] and ∀t ∈ [0, 1]

}

+ inf
{
C ≥ 0 : |g (y, t)− g (y, t′)| ≤ C |t− t′|

α
2 ,∀y ∈ [0, κ] and ∀t, t′ ∈ [0, 1]

}
.

Alas, because of the singularity at the origin it is clear that
H1,κ (y, t) /∈ Cα,

α
2 ([0, κ]× [0, 1] ,R) and we will have to rely on a more indi-

rect approach. But first we need to explore a bit more the local regularity of
H1,κ (y, t) on the inner domain, as we do in the next two results.

Definition 3.0.3. Let

c0 =
1

2σ2
P

.

Lemma 3.0.1. There exists a constant C such that for every (y, t) ∈ (0, κ) ×
(0, 1]

0 ≤ ψ1,κ (y, t) ≤ C exp

(
−c0

y2

t

)
,

∣∣∣∣
∂ψ1,κ (y, t)

∂y

∣∣∣∣ ≤ Ct−
1
2 exp

(
−c0

y2

t

)
,

∣∣∣∣
∂ψ1,κ (y, t)

∂y

∣∣∣∣ ≤ Ct−
1
2 exp

(
−1

2
c0
y2

t

)
,

∣∣∣∣
∂2ψ1,κ (y, t)

∂y2

∣∣∣∣ ≤ Ct−1 exp

(
−1

2
c0
y2

t

)
,

∣∣∣∣
∂ψ1,κ (y, t)

∂t

∣∣∣∣ ≤ Ct−1 exp

(
−1

2
c0
y2

t

)
,

and ∣∣∣∣
∂3ψ1,κ (y, t)

∂y3

∣∣∣∣ ≤ Ct−
3
2 exp

(
−1

2
c0
y2

t

)
.

Proof. We first observe that in the formula (3.0.15) the singularity at the origin
of ψ1,κ is taken care of by the term n = 0, i.e. the term

ψ1 (y, t) =
1

σP
√

2π

∫ t

0

ys−
3
2 e−c0

(y+ps)2

s ds.

From Leibniz’ rule it follows that

∂ψ1 (y, t)

∂t
=

y

σP
√

2π
t−

3
2 exp

(
−c0

(y + pt)
2

t

)
.

Because of Proposition 3.0.1 we conclude that for some constant C
∣∣∣∣
∂ψ1 (y, t)

∂t

∣∣∣∣ ≤ Ct−1 exp

(
−1

2
c0
y2

t

)
.
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Moreover, similar calculations as in the proof of Proposition 3.0.5 yield that for
some constant C

∣∣∣∣
∂lψ1 (y, t)

∂yl

∣∣∣∣ ≤ Ct−
l
2 exp

(
−1

2
c0
y2

t

)

for l ∈ {1, 2, 3}. Similar calculations as in the proof of Proposition 3.0.5 yield
that the stated bounds hold for this term. In this calculation it is helpful to use
the fact that the second derivative with respect to y can be expressed in terms
of the derivative with respect to t and the first derivative with respect to y (a
consequence of ψ1 (y, t) being a solution of equation (3.0.13). The ratio test
shows that the full series expression for ψ1,κ (y, t) given in (3.0.15) converges
uniformly and thus ψ1,κ (y, t) can be differentiated term by term. For |n| ≥ 1

we note that (2n− κy)
2 ≥ κ2, so an application of Proposition 3.0.1 yields that

all the other terms are smooth and sufficiently bounded for the whole series to
obey the stated bounds.

Lemma 3.0.2. There exists a constant C such that for every (y, t) ∈ (0, κ) ×
(0, 1], every y1, y2 ∈ (0, κ), every t1, t2 ∈ (0, 1] and every α ∈ (0, 1] the following
bounds hold:

∫ y

0

ψ1,κ(y − z, t)dF (z) + F̄ (y) ≤ C exp

(
−1

4
c0
y2

t

)
+ F̄

(y
2

)
, (3.0.25)

∣∣∣∣
∫ y2

0

ψ1,κ(y2 − z, t)dF (z) + F̄ (y2)

−
(∫ y1

0

ψ1,κ(y1 − z, t)dF (z) + F̄ (y1)

)∣∣∣∣
≤ C |y2 − y1|α t−

α
2

×
(

exp

(
−1

8
c0
y2

1

t

)
+ exp

(
−1

8
c0
y2

2

t

)

+ F̄
(y1

2

)
+ F̄

(y2

2

))
,

(3.0.26)

and
∣∣∣∣
∫ y

0

ψ1,κ(y − z, t2)dF (z) + F̄ (y)−
(∫ y

0

ψ1,κ(y − z, t1)dF (z) + F̄ (y)

)∣∣∣∣
≤ C |t2 − t1|α

(
t−α1 + t−α2

)

×
(

exp

(
−1

8
c0
y2

t1

)
+ exp

(
−1

8
c0
y2

t2

)
+ F̄

(y
2

))
.

(3.0.27)

Proof. Let

ψ̃1,κ(y, t) :=

{
ψ1,κ(y, t), (y, t) ∈ [0, κ]× (0, 1],

1, , (y, t) ∈ (−∞, 0)× (0, 1]

We note that, for every t ∈ (0, 1], ψ1,κ(0, t) = 1, and thus ψ̃1,κ(y, t) is continuous
on (−∞, κ)× (0, 1]. Moreover, since F (y) is a probability distribution it follows
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that, for every (y, t) ∈ [0, κ]× (0, 1]
∫ y

0

ψ1,κ(y − z, t)dF (z) + F̄ (y) =

∫ ∞

0

ψ̃1,κ(y − z, t)dF (z).

Let ỹ = min (y2, y1). From the identity above it follows that
∣∣∣∣
∫ y2

0

ψ1,κ(y2 − z, t)dF (z)−
∫ y1

0

ψ1,κ(y1 − z, t)dF (z)

∣∣∣∣
≤ |I1|+ |I2|

where

I1 =

∫ ỹ
2

0

(ψ1,κ(y2 − z, t)− ψ1,κ(y1 − z, t)) dF (z),

and

I2 =

∫

{z:z> ỹ
2}

(ψ1,κ(y2 − z, t)− ψ1,κ(y1 − z, t)) dF (z),

The stated bounds (3.0.26) and (3.0.27) can be obtained from considering I1
and I2, applying Proposition 3.0.4 and Proposition 3.0.3 and using the bounds
given in Lemma 3.0.1.

Proposition 3.0.6. There exists a constant C such that the bounds stated below
hold for every y, y1, y2 ∈ (0, κ) and every t, t1, t2 ∈ (0, 1] and every α ∈ [0, 1].

|H1,κ(y, t)| ≤ C
(

exp

(
−1

4
c0
y2

t

)
+ F̄

(y
2

))
,

|H1,κ(y2, t)−H1,κ(y1, t)| ≤ C |y2 − y1|α t−
α
2

×
(

exp

(
−1

8
c0
y2

1

t

)
+ exp

(
−1

8
c0
y2

2

t

)

+ F̄
(y1

2

)
+ F̄

(y2

2

))
,

(3.0.28)

and

|H1,κ(y, t2)−H1,κ(y, t1)| ≤ C |t2 − t1|α
(
t−α1 + t−α2

)

×
(

exp

(
−1

8
c0
y2

t1

)
+ exp

(
−1

8
c0
y2

t2

)
+ F̄

(y
2

))
.

(3.0.29)

Proof. The bounds stated above can be obtained from the bounds given in
Lemma 3.0.1 and Lemma 3.0.2 and applying Proposition 3.0.4 and Proposi-
tion 3.0.3.

Since H1,κ (y, t) is not Hölder continuous we will instead work with a se-
quence of Hölder continuous functions that converge to H1,κ (y, t) .

Definition 3.0.4. For every n ∈ 2, 3, . . . , let

ηn(t) :=





0, t ∈
[
0, 1

2n

]
,

exp
(

1
1
2n−t

+ 1
1
2n

)(
1− exp

(
1

t− 1
n

))
, t ∈

(
1

2n ,
1
n

)
,

1, t ∈
[

1
n , 1
]
,
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and let
H1,κ,n(y, t) := ηn(t)H1,κ(y, t), (0, t) ∈ [0, κ]× [0, 1] .

The lemma below states that, for any fixed n, the H1,κ,n(y, t) is indeed a
Hölder continuous function. Because of this property we can invoke Theorem
VI.2.2 in Garroni and Menaldi (1992) to establish existence of a solution of the
following equation:





ψ2,κ,n(y, 0) = 0, y ∈ (0, κ) ,

ψ2,κ,n(0, t) = 0, t ∈ [0, 1] ,

ψ2,κ,n (κ, t) = 0, t ∈ [0, 1] ,
∂ψ2,κ,n(y,t)

∂t − 1
2

(
σ2
P + σ2

Ry
2
) ∂2ψ2,κ,n(y,t)

∂y2 − (p+ ry)
∂ψ2,κ,n(y,t)

∂y

= H1,κ,n(y, t), (y, t) ∈ (0, κ)× (0, 1].

(3.0.30)

Moreover, Theorem VI.2.2 also gives us a representation formula for ψ2,κ,n(y, 0),
which we will later use to show that

lim
n→∞

ψ2,κ,n(y, t)

is a classical solution of equation (3.0.9).

Lemma 3.0.3. For every n ∈ 2, 3, . . . ,

(i) ηn(t) is differentiable on
(
0, 1

n

)
, and for every t ∈ [0, 1]

0 ≤ ηn(t) ≤ 1.

(ii) There exists a constant Cn, depending on n, such that, for every α ∈ (0, 1],
every (y, t) ∈ [0, κ]× [0, 1], every y1, y2 ∈ [0, κ] and every t1, t2 ∈ [0, 1]

|H1,κ,n(y1, t)−H1,κ,n(y2, t)| ≤ Cn |y2 − y1|α

and
|H1,κ,n(y, t2)−H1,κ,n(y, t1)| ≤ Cn |t2 − t1|α .

Proof. Without loss of generality we can assume that t2 ≥ t1. It follows from
the bounds given in Proposition 3.0.6 that there exists a constant C such that,
for every (y, t) ∈ [0, κ]×

[
1

2n , 1
]
, every y1, y2 ∈ [0, κ], and every t1, t2 ∈

[
1

2n , 1
]
,

|H1,κ(y2, t)−H1,κ(y1, t)| ≤ Cn−
1
2 |y2 − y1| , (3.0.31)

and
|H1,κ(y, t2)−H1,κ(y, t1)| ≤ Cn−1 |t2 − t1| . (3.0.32)

Now, for fixed n ∈ 2, 3, . . . , consider the function ηn(t). An inspection yields
that

0 < ηn(t) < 1

for every t ∈
(

1
2n ,

1
n

)
. Since 0 ≤ ηn(t) ≤ 1 and since ηn(t) vanishes for t < 1

2n it
follows from the bound (3.0.31) that, for every y1, y2 ∈ [0, κ],

|H1,κ,n(y2, t)−H1,κ(y1, t)| ≤ Cn−
1
2 |y2 − y1| .
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Moreover, H1,κ,n(y, t) is a bounded function, thus, for some (other) constant C,

|H1,κ,n(y2, t)−H1,κ(y1, t)| ≤ Cn−
1
2 |y2 − y1|α ,

for any α ∈ (0, 1]. Now, consider ηn(t). Taking the limit we observe that

lim
t↓ 1

2n

ηn(t) = 0,

while
lim
t↑ 1
n

ηn(t) = 1,

thus ηn(t) is continuous. Moreover, it can be calculated that the limit

lim
t↑ 1
n

η′n(t)

exists. Hence η′n(t) is bounded by some constant Ĉ on
(
0, 1

n

)
. From the bound

and the identities above, it follows that, for some other constant K

|ηn(t2)− ηn(t1)| ≤ K |t2 − t1|α ,

for any α ∈ (0, 1], and thus, for some constant Cn

|H1,κ,n(y, t2)−H1,κ,n(y, t1)| ≤ |H1,κ(y, t2) (ηn(t2)− ηn(t1))|
+ |(H1,κ(y, t2)−H1,κ,n(y, t1))| ηn(t1)

≤ Cn |t2 − t1|α .

Since H1,κ,n(y, t) is Hölder continuous, we get an existence and representa-
tion result for equation (3.0.30), as stated in the theorem below.

Theorem 3.0.2. (i) There exists a unique Green function GL,κ (y, t, ξ, ϑ) as-
sociated with the differential operator L and Dirichlet boundary conditions
on the domain Dκ, i.e. satisfying the conditions in Definition 3.0.1. Fur-
thermore, there exist positive constants Cκ and cκ, depending on κ, such
that, for l ∈ {0, 1, 2},

∣∣∣∣
∂lGL,κ (y, t, ξ, ϑ)

∂yl

∣∣∣∣ ≤ Cκ (t− ϑ)
− 1+l

2 exp

(
−cκ

(y − ξ)2

(t− ϑ)

)
,

and such that

∣∣∣∣
∂GL,κ (y, t, ξ, ϑ)

∂t

∣∣∣∣ ≤ Cκ (t− ϑ)
− 3

2 exp

(
−cκ

(y − ξ)2

(t− ϑ)

)
.

(ii) For any fixed n ∈ 2, 3, . . . ,,

ψ2,κ,n(y, t) =

∫ t

0

∫ κ

0

GL,κ (y, t, ξ, ϑ)H1,κ,n(ξ, ϑ)dξdϑ.

is a unique, bounded classical solution of equation (3.0.30).
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Proof. This can be shown to follow from Theorem VI.2.1 and Theorem VI.2.2
in Garroni and Menaldi (1992).

The next result is the first step to prove that ψ2,κ,n(y, t) converges to a
solution of (3.0.9) of the form given below.

Definition 3.0.5. Let

ψ̃2,κ(y, t) =





0, (y, t) ∈ (0, κ)× {0} ,
0, (y, t) ∈ {0, κ} × [0, 1] ,∫ t

0

∫ κ
0
GL,κ (y, t, ξ, ϑ)H1,κ(ξ, ϑ)dξdϑ, (y, t) ∈ (0, κ)× (0, 1].

Lemma 3.0.4. There exists a constant Cκ, depending on κ, such that, for any
(y0, t0) ∈ (0, κ)× (0, 1],

(i) ∣∣∣ψ̃2,κ(y0, t0)
∣∣∣ ≤ Cκt0. (3.0.33)

Moreover, for every (y1, t1) ∈ {0, κ} × [0, 1]

lim
(y,t)→(y1,t1)

ψ̃2,κ(y, t) = 0.

(ii)
ψ̃2,κ(y, t) ∈ C2,1 ((0, κ)× (0, 1) ,R) .

Moreover, for l ∈ {0, 1, 2} and n > 2
t0

,

∣∣∣∣∣
∂lψ̃2,κ(y, t0)

∂yl

∣∣∣∣
y=y0

− ∂lψ2,κ,n(y, t0)

∂yl

∣∣∣∣
y=y0

∣∣∣∣∣ ≤ Cκ
t
− l

2
0

n
,

and ∣∣∣∣∣
∂ψ̃2,κ(y0, t)

∂t

∣∣∣∣
t=t0

− ∂ψ2,κ,n(y0, t)

∂t

∣∣∣∣
t=t0

∣∣∣∣∣ ≤ Cκ
t−1
0

n
.

Proof. For part (i): It follows from the bounds given in Theorem 3.0.2 and the
boundedness of (H1,κ(ξ, ϑ) that there exists a constant Kκ, depending on κ,
such that

|GL,κ (y, t, ξ, ϑ)| |H1,κ(ξ, ϑ)| ≤ Kκ (t− ϑ)
− 1

2 , (3.0.34)

for every (y, t, ξ, ϑ) (0, κ)× (0, 1]× (0, κ)× [0, t). A calculation using the bound
above yields the bound (3.0.33). Moreover, because of the bound (3.0.34), the
Dominated Convergence Theorem can be invoked to yield that

lim
(y,t)→(y1,t1)

ψ̃2,κ(y, t) = 0,

for every (y1, t1) ∈ {0, κ} × [0, 1].
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For part (ii): Let (y0, t0) ∈ (0, κ)× (0, 1], and let

n ∈
⌈

2

t0

⌉
,

⌈
2

t0

⌉
+ 1,

⌈
2

t0

⌉
+ 2 . . . , .

We observe that, for every (y, t) ∈ (0, κ)× ( t02 , 1],

ψ̃2,κ(y, t) = ψ2,κ,n(y, t) + In (y, t) ,

where

In (y, t) =

∫ 1
n

0

∫ κ

0

GL,κ (y, t, ξ, ϑ) (H1,κ(ξ, ϑ)−H1,κ,n(ξ, ϑ)) dξdϑ.

It follows from Theorem 3.0.2 that ψ2,κ,n(y, t) ∈ C2,1 ((0, κ)× (0, 1) ,R). Fur-
thermore, a similar calculation as in part (i) yields that

|In (y0, t0)| ≤ Cκ
1

n
,

for some constant Cκ, depending on κ.
Moreover, we note that

1

n
<
t0
2
,

and it can be shown that the function GL,κ (y, t, ξ, ϑ) is sufficiently regular that

the partial differential operators ∂
∂y ,

∂2

∂y2 and ∂
∂t can be taken inside the integral.

Thus similar calculations as in part (i) yield that, for l ∈ {1, 2},
∣∣∣∣
∂lIn (y, t0)

∂yl

∣∣∣∣
y=y0

≤ Cκt−
l
2

0

1

n
,

and ∣∣∣∣
∂In (y0, t0)

∂t

∣∣∣∣
t=t0

≤ Cκt−1
0

1

n
,

for some constant Cκ, depending on κ.

Theorem 3.0.3. ψ̃2,κ(y, t) is a unique classical solution of equation 3.0.9.

Moreover, ψ̃2,κ(y, t) ∈ C ([0, κ]× [0, 1] ,R).

Proof. Let (y0, t0) ∈ (0, κ)× (0, 1], and let

E :=

[
y0

2
,
y0 + κ

2

]
×
[

3

4
t0, 1

]
.

We know from Theorem 3.0.2 that, for every n ∈ 2, 3, . . . , ψ2,κ,n(y, t) is a unique,
bounded classical solution of equation (3.0.30), and, from Lemma 3.0.4, that
ψ2,κ,(y, t) ∈ C2,1 ((0, κ)× (0, 1],R).

Moreover, similar bounds as those stated in Lemma 3.0.4 yield that the
sequences {

∂lψ2,κ,n(y, t)

∂yl

}∞

n=0

, l ∈ {0, 1, 2}
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converge uniformly on E to

∂lψ̃2,κ(y, t)

∂yl
, l ∈ {0, 1, 2} ,

and that
∂ψ2,κ,n(y,t)

∂t converges uniformly on E to
∂ψ̃2,κ(y,t)

∂t . It follows from the
above that, for (y, t) ∈ E

∂ψ̃2,κ(y, t)

∂t
−
{

1

2

(
σ2
P + σ2

Ry
2
) ∂2ψ̃2,κ(y, t)

∂y2
− (p+ ry1)

∂ψ̃2,κ(y, t)

∂y

}

= lim
n→∞

H1,κ,n(y, t)

= H1,κ(y, t).

Since (y0, t0) (the point used to define E) was an arbitrarily chosen point in
(0, κ)× (0, 1] it follows that

∂ψ̃2,κ(y1, t)

∂t
−
{

1

2

(
σ2
P + σ2

Ry
2
) ∂2ψ2,κ,n(y, t1)

∂y2
− (p+ ry)

∂ψ2,κ,n(y, t)

∂y

}

= H1,κ(y, t),

on (y, t) ∈ (0, κ) × (0, 1]. Lastly, we observe that by definition ψ̃2,κ(y, t) sat-
isfies the initial condition and the boundary condition, and it follows from
Lemma 3.0.4 that ψ̃2,κ(y, t) is continuous on [0, κ]× [0, 1].

In the following we will refer to ψ̃2,κ as ψ2,κ. To obtain existence also of a
solution to the last equation (3.0.10) we need ψ2,κ(y, t) to be Hölder continuous
on [0, κ]× [0, 1] with respect to both y and t, not just continuous. To obtain the
Hölder continuity in t we first need the result below.

Lemma 3.0.5. There exists a constant Cκ, depending on κ, such that, for every
t ∈ [0, 1], every y, y′ ∈ [0, κ], t, t′ ∈ [0, 1], and every α ∈ [0, 1]

|ψ2,κ(y, t)− ψ2,κ(y′, t)| ≤ Cκ
√
t |y − y′|α . (3.0.35)

Proof. It is trivial that the bound (3.0.35) holds if t = 0. If t > 0 the bound
follows from the bounds given in Theorem 3.0.2, the boundedness of H1,κ(y, t)
and Proposition 3.0.4.

Lemma 3.0.6. There exists a constant Cκ, depending on κ, such that, for every
t2, t1 ∈ [0, 1], every α ∈ [0, 1] and every y ∈ [0, κ]

|ψ2,κ(y, t2)− ψ2,κ(y, t1)| ≤ Cκ |t2 − t1|
α
2 .

Proof. Let α ∈ [0, 1]. Without loss of generality we can assume that t2 > t1.
Assume first that

t1 ≤
1

2
t2.

For this case it follows from Lemma 3.0.4 and Proposition 3.0.3, that, for some
constant Cκ, depending on κ,

|ψ2,κ(y, t2)− ψ2,κ(y, t1)| ≤ Cκ (t2 − t1)
α
2 .
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Assume instead that t1 >
1
2 t2. We then have the bound

|ψ2,κ(y, t2)− ψ2,κ(y, t1)| ≤ |I1|+ |I2| ,

where

I1 =

∫ t2

t1

∫ κ

0

GL,κ (y, t2, ξ, ϑ)H1,κ(ξ, ϑ)dξdϑ,

and

I2 =

∫ t1

0

∫ κ

0

(GL,κ (y, t2, ξ, ϑ)−GL,κ (y, t1, ξ, ϑ))H1,κ(ξ, ϑ)dξdϑ.

A similar calculation as in the proof of Lemma 3.0.4 yields that, for some con-
stant Cκ depending on κ,

|I1| ≤ Cκ (t2 − t1)

≤ Cκ (t2 − t1)
α
2 .

Lastly, a calculation, using the bound given in Proposition 3.0.3, yields that,
for some constants Ĉκ, Cκ, and cκ depending on κ,

|I2| ≤ Cκ (t2 − t1)
α
2 .

Before proceeding with equation (3.0.10) we will need a regularity result con-
cerning the function H2,κ(y, t), which is the right hand side of equation (3.0.10).

Lemma 3.0.7. There exists a constant Cκ, depending on κ, such that, for
every (y, t) ∈ (0, κ) × (0, 1], every y1, y2 ∈ (0, κ) every t1, t2 ∈ (0, 1], and every
α ∈ [0, ], the following bounds hold:

|H2,κ(y2, t)−H2,κ(y1, t)| ≤ Cκ |y2 − y1|α ,

and
|H2,κ(y, t2)−H2,κ(y, t1)| ≤ Cκ |t2 − t1|

α
2 .

Proof. Let

ψ̃2,κ(y, t) :=

{
ψ2,κ(y, t), y ∈ [0, κ] ,

0, y < 0.

We observe that, for every t ∈ (0, 1], ψ2,κ(0, t) = 0, and that, for every (y, t) ∈
(0, 1]

λ

∫ y

0

ψ2,κ(y − z, t)dF (z) = λ

∫ ∞

0

ψ̃2,κ(y − z, t)dF (z).

The stated bounds can be calculated using the identity above and the Hölder
bounds in y and t for ψ̃2,κ(y − z, t), given in Lemma 3.0.5 and Lemma 3.0.5,
respectively.

In Garroni and Menaldi (1992) they also define Green functions for parabolic
integro-differential equations. Below we have adapted definition IV.2.1 from
Garroni and Menaldi (1992) to the PIDE (3.0.10). In this section we will not
examine this Green function, but later, in Section (4.1.2) we will study this
Green function more closely in the special case that σR = r = 0.
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Definition 3.0.6. A function GA,κ (y, t, ξ, ϑ) defined in the domain D̄κ, where





Dκ = {y, t, ξ, ϑ : y ∈ (0, κ) , ξ ∈ (0, κ) , 0 ≤ ϑ < t ≤ 1} ,
∂Dκ = {y, t, ξ, ϑ : y ∈ {0, κ} , ξ ∈ (0, κ) , 0 ≤ ϑ < t ≤ 1} ,
D̄κ = Dκ ∪ ∂Dκ

is called a Green function on D̄κ for the differential operator

∂

∂t
−A,

with Dirichlet boundary conditions if it satisfies:

(i) GA,κ (y, t, ξ, ϑ) is continuous in (y, t)
and locally integrable in (ξ, ϑ),

(ii)

∂GA,κ (y, t, ξ, ϑ)

∂t
−AGA,κ (y, t, ξ, ϑ)

= δ (y − ξ) δ (t− ϑ) , in Dκ,

(iii)
lim
t−ϑ↓0

GA,κ (y, t, ξ, ϑ) = δ (y − ξ) , in Dκ,

(iv)
GA,κ (y, t, ξ, ϑ) = 0, in ∂Dκ.

Theorem 3.0.4. There exists a unique Green function GA,κ (y, t, ξ, ϑ) associ-
ated with the integro-differential operator ∂

∂t −A with Dirichlet boundary condi-
tions (i.e., satisfying the requirements of Definition 3.0.6). Let

ψ3,κ(y, t) =





0 (y, t) ∈ (0, κ)× {0} ,
0 (y, t) ∈ {0, κ} × [0, 1] ,∫ t

0

∫ κ
0
GA,κ (y, t, ξ, ϑ)H2,κ (ξ, ϑ) dξdϑ

(y, t) ∈ (0, κ)× (0, 1].

(3.0.36)

and let

ψκ(y, t) =
3∑

j=1

ψj,κ (y, t) (y, t) ∈ [0, κ]× [0, 1] .

With the definition above, for any given κ > 0 the following holds:
ψκ(y, t) ∈ C2,1 ((0, κ)× (0, 1]) and ψκ(y, t) is a classical solution except at the
origin of the integro-differential equation (3.0.7), i.e.,





ψκ(y, 0) = 0, y ∈ (0, κ) ,

ψκ(0, t) = 1, t ∈ [0, 1] ,

ψκ (κ, t) = 0, t ∈ [0, 1] ,
∂ψκy,t)
∂t −Aψκy, t) = λF̄ (y), (y, t) ∈ (0, κ)× [0, 1] .

22



Proof. Since we have already established existence and uniqueness of equa-
tion (3.0.8) and equation (3.0.9), we only need to consider equation (3.0.10),
i.e. the PIDE





ψ3,κ(y, 0) = 0, y ∈ (0, κ) ,

ψ3,κ(0, t) = 0, t ∈ [0, 1] ,

ψ3,κ (κ, t) = 0, t ∈ [0, 1] ,
∂ψ3,κ(y,t)

∂t −Aψ3,κ (y, t) = −λψ2,κ(y, t) + λ
∫ y

0
ψ2,κ (y − z, t) dF (z),

(y, t) ∈ (0, κ)× [0, 1] .

(3.0.37)

It follows from Lemma 3.0.7) that H2,κ(y, t) ∈ C
2
3 ,

1
3 ([0, κ]× [0, 1]). Thus,

existence and uniqueness will follow from Theorem VIII.2.1 in Garroni and
Menaldi (1992), once we have verified that the conditions (VIII.1.2), (VIII.1.3),
(VIII.1.11),(VIII.1.12, (VIII.1.14)) and (VIII.1.15) in Garroni and Menaldi (1992)
all hold.

The conditions (VIII.1.2) and (VIII.1.3) concern the coefficients of differ-
ential terms of the operator A, while the conditions (VIII.1.11), (VIII.1.12,
(VIII.1.14)) and (VIII.1.15)) concern the terms

λ

∫ y

0

ψ3,κ(y − z, t)dF (z)− λψ3,κ(y, t).

We note that none of these coefficients depend on t, and that they are all
bounded and Lipschitz continuous in y on the truncated domain [0, κ] × [0, 1].
It follows that the coefficients of A are in Cα,

α
2 ([0, κ]× [0, 1]) for any α ∈ (0, 1).

Since we are assuming that σP > 0 it is obvious that the second order coefficient
1
2

(
σ2
P + σ2

Ry
2
)

is bounded away from 0. From these observations it follows that
the conditions (VIII.1.2) and (VIII.1.3) are satisfied.

Let g(y, t) be a Borel-measurable function defined on [0, κ]× [0, 1], and let

g̃(y, t) =

{
g(y, t), y ∈ [0, κ] ,

0, y < 0,

and let π be the finite Borel measure on [0,∞) defined by

π ((a, b]) = λ (F (b)− F (a)) , b ≥ 0,−∞ < a ≤ b.

Let
j (y, t, z) = −z, (y, t, z) ∈ [0, κ]× [0, 1]× (−∞,∞) ,

let

j (y, t, z, θ) = θj (y, t, z) , (y, t, z, θ) ∈ [0, κ]× [0, 1]× (−∞,∞)× [0, 1] ,

and let
m (y, t, z) = 1, (y, t, z) ∈ [0, κ]× [0, 1]× [0,∞).
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Since F is a probability measure that assigns all its mass to [0,∞) it follows
that

λ

∫ y

0

g(y − z, t)dF (z)− λg(y, t)

=

∫ ∞

0

(g(y + j (y, t, z) , t)− g(y, t))m (y, t, z) dπ (z) .

Since both j (y, t, z, θ), and m (y, t, z) are invariant of y and t it follows that
conditions VIII.1.12, VIII.1.14 and condition VIII.1.15 are all satisfied. Since

0 ≤ m (y, t, z) ≤ 1,

and
π ([0,∞)) = λ,

it follows that the last condition, VIII.1.11, is also satisfied. Hence, it follows
from Theorem VIII.2.1 in Garroni and Menaldi (1992) that ψ3,κ(y, t) as defined
in (3.0.36) is a unique solution of the PIDE (3.0.10).

4 Global estimates

So far we have shown existence and uniqueness of a classical solution except at
the origin of equation (3.0.7). However, what we really want is to prove existence
and uniqueness of a solution of equation (3.0.7) on the full unbounded domain,
subject to an asymptotic upper boundary condition rather than a conventional
Dirichlet boundary condition. Unfortunately, since so much of the conventional
theory for PDE’s and PIDE-s breaks down when the domain is unbounded we
will not in this article be able to prove uniqueness of a solution of (3.0.7) on the
full unbounded domain. The breakdown of conventional PDE-theory is also the
reason we in this section will need to do extensive work with Green functions
and representation formulas like the one in Definition 3.0.5. In this article we
take the approach of first working with Green functions to obtain regularity
bounds on the solutions of equations (3.0.8) and (3.0.9) that are independent of
the upper domain boundary constant κ.

In the general case the main problem is that when the domain is not bounded,
then both the first and second order coefficients go to infinity as y → ∞.
When σ2

R > 0 we deal with this problem by making the change of variable
x = ln (1 + y) and consider the functions

ψ̂2,κ(x, t) := ψ2,κ(ex − 1, t), x ∈ [0, ln (1 + κ)]× [0, 1]

and
ψ̂3,κ(x, t) := ψ3,κ(ex − 1, t), x ∈ [0, ln (1 + κ)]× [0, 1] .

For now though, we will assume that σR = r = 0 (constant coefficients). Under
this assumption regularity bounds not depending on κ can be obtained by work-
ing directly with the Green functions GL∗,κ (y, t, ξ, ϑ) and GA∗,κ (y, t, ξ, ϑ) and
the formulas (3.0.5) and (3.0.36). The case with constant coefficients is much
simpler than the other two cases, and some central ideas are considerably easier
to understand in this setting. We will later see that several of these results can
be recycled for the case when σR > 0.

24



To make things work on unbounded domain we will for the rest of this ar-
ticle make the assumption that for some β > 0 and some constant C, the tail
distribution F̄ satisfies the inequality

F̄ (ζ) ≤ C (1 + ζ)
−β

. (4.0.38)

The bounds we will obtain at the end will depend on this β. These bounds will
not be sharp, but still sufficient to show that the derivatives evaluated at points
bounded away from the origin are bounded, that the solution vanishes as the
space variable y goes to infinity, and that the asymptotic boundary condition is
thus satisfied.

4.1 Constant coefficients

4.1.1 Global estimates for a subproblem with constant coefficients

In this section we will obtain regularity estimates of the PDE (3.0.9) that are
independent of the constant γ, for the special case that σR = r = 0. In the
next section we will do the same for the PIDE (3.0.10), still assuming that
σR = r = 0. In both cases the main tools that we want to use are representations
of the solutions of the PDE (3.0.9) and the PIDE (3.0.10) in terms of Green
functions. For the PDE the representation formula is given in Theorem VI.2
in Garroni and Menaldi (1992), while for the PIDE the representation formula
is given in Theorem VIII.2.1. Unfortunately constructing these Green functions
is quite a lot of work. In addition, since the end goal is to prove existence on
an unbounded domain, we will need suitable estimates that we can later use to
show that the solutions of the PDE (3.0.9) and the PIDE (3.0.10) converge in an
appropriate manner, as we let the upper boundary constant γ tend to infinity.

In Garroni and Menaldi (1992) it is suggested to use fundamental solutions,
a notion defined below, to construct Green functions for PDE problems with
Dirichlet boundary conditions. We will follow this approach except that we
will first focus on the construction of a Green function associated with the
operator ∂

∂t − 1
2σ

2
P
∂2

∂y2 . After having constructed a Green function associated
with this simpler operator we will use Proposition VIII.1.2 to construct a Green

function associated with the larger operator ∂
∂t − 1

2σ
2
P
∂2

∂y2 − p ∂
∂y . Finally, in

section 4.1.2 we will use Proposition VIII.1.2 again to construct the full Green
function GA∗,γ (y, t, ξ, ϑ), still assuming that σR = r = 0. In section 4.2 we will
show that an analogous approach, with a different variable, yields similar results
when σR > 0 as in the case when σR = r = 0. The last case, when σP = 0 but
r > 0, will not be treated in this article. We will use the following definition of
a fundamental solution, taken from the definition in chapter IV in Garroni and
Menaldi (1992).

Definition 4.1.1. A function ΓL (y, t, ξ, ϑ) defined in the domain

D = {y, t, ξ, ϑ : y, ξ ∈ R, 0 ≤ ϑ < t ≤ 1}
is called a fundamental solution for the differential operator

∂

∂t
− L

if it satisfies the following:
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(i) ΓL (y, t, ξ, ϑ) is continuous in (y, t)
and locally integrable in (ξ, ϑ),

(ii)

∂ΓL (y, t, ξ, ϑ)

∂t
− LΓL (y, t, ξ, ϑ)

= δ (y − ξ) δ (t− ϑ) , in D,

(iii)
lim
t−ϑ↓0

ΓL (y, t, ξ, ϑ) = δ (y − ξ) , in D.

In the above δ (y, t) is the Dirac measure at 0. As discussed in section IV.1
in Garroni and Menaldi (1992) we need a further boundedness condition,
like the one given below, to ensure uniqueness of the fundamental solu-
tion. In Garroni and Menaldi (1992) a function satisfying this condition
in addition to the condition below is referred to as a principal fundamental
solution. In this article we will, for simplicity, use this condition as part
of our definition of a fundamental solution.

(iv) For every δ > 0, there exists a finite positive constant Mδ such that

|ΓL (y, t, ξ, ϑ)| ≤Mδ, for |t− ϑ|+ |y − ξ|2 ≥ δ.

Condition (ii) means that the volume potential,

u(y, t) =

∫ t

0

∫ ∞

−∞
ΓL (y, t, ξ, ϑ) f (ξ, ϑ) dξdϑ

is a classical ( i.e. C2,1 ((−∞,∞)× (0, 1],R)) solution of the equation

∂u(y, t)

∂t
− Lu(y, t) = f (y, t) , ,∀y, t ∈ (0, 1],

for any smooth function f (y, t) with compact support in R× (0, 1]. (iii) means
that for every smooth function φ(y) with compact support in R the potential

wϑ (y, t) =

∫ ∞

−∞
ΓL (y, t, ξ, ϑ)φ (ξ) dξ

is a continuous and bounded function, i.e. in C0 (R× [ϑ, 1),R), and satisfies
the limit condition

lim
(t−ϑ)→0

wϑ (y, t) = φ(y), ∀y ∈ R.

Now, consider the function

ΓσP (y, t, ξ, ϑ) :=
1√

2π (t− ϑ)σ2
P

exp

(
− (y − ξ)2

2σ2
P (t− ϑ)

)
, (y, t, ξ, ϑ) ∈ D.

(4.1.1)
It is easy to verify that this function satisfies the identities and bounds stated
in the results below.
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Proposition 4.1.1. For every (t, ϑ) ∈ (0, 1]× [0, t)) and y, ξ ∈ R,

∫ ∞

−∞
ΓσP (y, t, ξ, ϑ) dξ = 1.

Proposition 4.1.2. For every (y, t, ξ, ϑ) ∈ D

ΓσP (y, t, ξ, ϑ) = ΓσP (y − ξ, t, 0, ϑ) ,

ΓσP (y, t, ξ, ϑ) = ΓσP (y, t− ϑ, ξ, 0) ,

∂ΓσP (y, t, ξ, ϑ)

∂ξ
=

y − ξ
(t− ϑ)σ2

P

ΓσP (y, t, ξ, ϑ) ,

∂ΓσP (y, t, ξ, ϑ)

∂y
= −∂ΓσP (y, t, ξ, ϑ)

∂ξ
,

∂2ΓσP (y, t, ξ, ϑ)

∂y2
=

ΓσP (y, t, ξ, ϑ)

(t− ϑ)σ2
P

[
−1 +

(y − ξ)2

(t− ϑ)σ2
P

]
.

∂ΓσP (y, t, ξ, ϑ)

∂t
=

1

2
σ2
P

∂2ΓσP (y, t, ξ, ϑ)

∂y2
and

∂ΓσP (y, t, ξ, ϑ)

∂ϑ
= −∂ΓσP (y, t, ξ, ϑ)

∂t
.

Because of Proposition 3.0.1 we also have the following bounds:

Proposition 4.1.3. There exists a positive constant C such that for every
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(y, t, ξ, ϑ) ∈ D the following inequalities hold:

|ΓσP (y, t, ξ, ϑ)| ≤ C (t− ϑ)
− 1

2 exp

(
−c0

(y − ξ)2

(t− ϑ)

)
,

∣∣∣∣
∂ΓσP (y, t, ξ, ϑ)

∂y

∣∣∣∣ ≤ C |y − ξ| (t− ϑ)
− 3

2 exp

(
−c0

(y − ξ)2

(t− ϑ)

)
,

∣∣∣∣
∂ΓσP (y, t, ξ, ϑ)

∂ξ

∣∣∣∣ ≤ C |y − ξ| (t− ϑ)
− 3

2 exp

(
−c0

(y − ξ)2

(t− ϑ)

)
,

∣∣∣∣
∂2ΓσP (y, t, ξ, ϑ)

∂y2

∣∣∣∣ ≤ C (t− ϑ)
− 3

2 exp

(
−1

2
c0

(y − ξ)2

(t− ϑ)

)
,

∣∣∣∣
∂ΓσP (y, t, ξ, ϑ)

∂t

∣∣∣∣ ≤ C (t− ϑ)
− 3

2 exp

(
−1

2
c0

(y − ξ)2

(t− ϑ)

)
,

∣∣∣∣
∂2ΓσP (y, t, ξ, ϑ)

∂y∂ξ

∣∣∣∣ ≤ C (t− ϑ)
− 3

2 exp

(
−1

2
c0

(y − ξ)2

(t− ϑ)

)
,

∣∣∣∣
∂3ΓσP (y, t, ξ, ϑ)

∂y2∂ξ

∣∣∣∣ ≤ C |y − ξ| (t− ϑ)
− 5

2 exp

(
−1

2
c0

(y − ξ)2

(t− ϑ)

)
,

∣∣∣∣
∂2ΓσP (y, t, ξ, ϑ)

∂t∂ξ

∣∣∣∣ ≤ C |y − ξ| (t− ϑ)
− 5

2 exp

(
−1

2
c0

(y − ξ)2

(t− ϑ)

)
.

∣∣∣∣
∂3ΓσP (y, t, ξ, ϑ)

∂y3

∣∣∣∣ ≤ C |y − ξ| (t− ϑ)
− 5

2 exp

(
−1

2
c0

(y − ξ)2

(t− ϑ)

)
,

∣∣∣∣
∂4ΓσP (y, t, ξ, ϑ)

∂y3∂ξ

∣∣∣∣ ≤ C (t− ϑ)
− 5

2 exp

(
−1

2
c0

(y − ξ)2

(t− ϑ)

)
.

The most important consequence of the results above is that ΓσP (y, t, ξ, ϑ)
is a fundamental solution in the special case when σR = p = r = 0. Moreover,
it follows from Theorem V.3.5 in Garroni and Menaldi (1992) that this funda-
mental solution is unique. Following the discussion in section VI.1.5 it is clear
that the problem of constructing a Green function associated with the operator
∂
∂t − 1

2σ
2
P can be reformulated as finding a solution of a PDE, as indicated in

the next result.

Lemma 4.1.1. Let g∗L0,γ
(y, t, ξ) be the unique classical solution of the equation





g∗L0,γ
(y, 0, ξ) = 0, y ∈ [0, γ] ,

g∗L0,γ
(0, t, ξ) = ΓσP (0, t, ξ, 0) , t ∈ (0, 1],

g∗L0,γ
(γ, t, ξ) = ΓσP (γ, t, ξ, 0) , t ∈ (0, 1],

∂g∗L0,γ
(y,t,ξ)

∂t = 1
2σ

2
P

∂2g∗L0,γ
(y,t,ξ)

∂y2

(y, t) ∈ (0, γ)× (0, 1],

(4.1.2)

and let
gL0,γ(y, t, ξ, ϑ) := g∗L0,γ(y, t− ϑ, ξ), (y, t, ϑ, ξ) ∈ D̄γ .
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Assume that for any smooth function f (ξ, ϑ) with compact support and any
(y, t) ∈ (0, γ)× (0, 1], and l ∈ {1, 2}

∂l

∂yl

∫ t

0

∫ γ

0

gL0,γ (y, t, ξ, ϑ) f (ξ, ϑ) dξ =

∫ t

0

∫ γ

0

∂lgL0,γ (y, t, ξ, ϑ)

∂yl
f (ξ, ϑ) dξ,

∂

∂t

∫ t

0

∫ γ

0

gL0,γ (y, t, ξ, ϑ) f (ξ, ϑ) dξ =

∫ t

0

∫ γ

0

∂gL0,γ (y, t, ξ, ϑ)

∂t
f (ξ, ϑ) dξ

(4.1.3)

and that for any smooth function φ(y) with compact support

lim
t−ϑ→0

∫ γ

0

gL0,γ (y, t, ξ, ϑ)φ(ξ)dξ = 0. (4.1.4)

Then
GL0,γ (y, t, ξ, ϑ) = ΓσP (y, t, ξ, ϑ)− gL0,γ (y, t, ξ, ϑ)

is the Green function associated with the differential operator

∂

∂t
− 1

2
σ2
P

∂2

∂y2

with Dirichlet boundary conditions on (y, t) ∈ (0, γ)× (0, T ].

Proof. We first observe that, because of Theorem 3.0.2, existence and uniqueness
of the Green function is already established.

It follows from the proof of Theorem VI.2.1 in Garroni and Menaldi (1992)
that gL0,γ(y, t, ξ, ϑ) must satisfy the equation below, which is the same as equa-
tion VI.2.8 in Garroni and Menaldi (1992) adapted to equation (3.0.9):




limt↓ϑ gL0,γ(y, t, ξ, ϑ) = 0, y ∈ (0, γ) ,

gL0,γ(0, t, ξ, ϑ) = ΓσP (0, t, ξ, ϑ) , t ∈ (ϑ, 1],

gL0,γ (γ, t, ξ, ϑ) = ΓσP (γ, t, ξ, ϑ) , t ∈ (ϑ, 1],
∂gL0,γ

(y,t,ξ,ϑ)

∂t = 1
2σ

2
P
∂2gL0,γ

(y,t,ξ,ϑ)

∂y2 , for (y, t) ∈ (0, γ)× (ϑ, 1].

(4.1.5)
Moreover, it follows from Proposition 3.0.1, Proposition 4.1.2 and Proposi-
tion 4.1.3 that for some constant C the following equality and bounds hold,
for every (y, t, ξ, ϑ) ∈ ∂Dγ and every t2, t1 ∈ (ϑ, 1]:

ΓσP (y, t, ξ, ϑ) = ΓσP (y, t− ϑ, ξ, 0) ,

|ΓσP (y, t, ξ, ϑ)| ≤ C |y − ξ|−3
(t− ϑ) ,

and
|ΓσP (y, t2, ξ, ϑ)− ΓσP (y, t1, ξ, ϑ)| ≤ C |y − ξ|−3 |t2 − t1| .

Because of the bounds above and the smoothness of the coefficients (trivial since
they are constants) of ΓσP (γ, t− ϑ, ξ, 0) it follows from Theorem I.2.1 in Gar-
roni and Menaldi (1992) that, for every fixed ξ ∈ (0, ξ), there exists a unique
classical solution g∗L0,γ

(y, t, ξ) of the PDE (4.1.2). Also, this solution satisfies
the boundedness condition given in part (iv)) of Definition 4.1.1 (the definition
of the corresponding fundamental solution). Because of how gL0,γ(y, t, ξ, ϑ) was
defined it is obvious that gL0,γ(y, t, ξ, ϑ) also satisfies that boundedness condi-
tion.
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Lastly, it follows from the symmetry property (in t and ϑ) of ΓσP (y, t, ξ, ϑ)
and the chain rule that gL0,γ(y, t, ξ, ϑ) is a solution of equation (4.1.5) and
satisfies the other requirements in Definition 3.0.1, when σR = r = 0.

To solve the PDE (4.1.5) we will rely on Theorem V.5.5 in Garroni and
Menaldi (1992), which in the theorem below is adapted to our situation.

Definition 4.1.2. For
g ∈ C ([0, 1],R)

let

P (1)
g,γ (y, t) :=

∫ t

0

1

2
σ2
P

∂ΓσP (y, t, η, ϑ)

∂η

∣∣∣∣
η=γ

g (ϑ) dϑ, y ≥ 0, t ∈ [0, 1] ,

and

P (2)
g (y, t) :=

∫ t

0

1

2
σ2
P

∂ΓσP (y, t, η, ϑ)

∂η

∣∣∣∣
η=0

g (ϑ) dϑ, y ≥ 0, t ∈ [0, 1] .

For
g =

(
g(1) (t) , g(2) (t)

)
∈ C

(
[0, 1],R2

)

let
Pg,γ (y, t) := P

(1)

g(1),γ
(y, t)− P (2)

g(2)
(y, t) , t ∈ [0, 1] .

Theorem 4.1.1. Assume that σR = p = r = 0. Also assume that µ(t) =(
µ(1)(t), µ(2)(t)

)
∈ C

(
[0, 1],R2

)
is a solution of the integral equation

{
− 1

2µ
(1)(t) + Pµ,γ (γ, t) = ΓσP (γ, t, ξ, 0) , t ∈ (0, 1]

− 1
2µ

(2)(t) + Pµ,γ (0, t) = ΓσP (0, t, ξ, 0) , t ∈ (0, 1]
(4.1.6)

such that
lim
t↓0

µ(1)(t) = 0.

Then
Pµ,γ (y, t)

is a classical solution of the PDE (4.1.5).

Proof. This follows from Theorem V.5.5 and more generally the discussion in
section V.5.2 in Garroni and Menaldi (1992).

We will proceed to construct a solution of the integral equation above using
the method of successive approximations. This entails constructing a recursively
defined sequence, the sum of which is the solution of the integral equation. It will
be clear from the next result that the limit of this sequence exists. It will turn
out that in order to obtain regularity estimates of the entire Green function we
will need regularity estimates for each ”building block”. We therefore include
bounds for the first two derivatives with respect to t, as well as bounds for
gL0,γ (y, t, ξ, ϑ).
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Definition 4.1.3. Let

V
(1)
ξ,0,γ (t) := −2ΓσP (γ, t, ξ, 0) , (t, ξ) ∈ [0, 1]× (0, γ) ,

V
(2)
ξ,0,γ (t) := −2ΓσP (0, t, ξ, 0) , (t, ξ) ∈ [0, 1]× (0, γ) and let

Vξ,0,γ (t, ξ) :=
(
V

(1)
ξ,0,γ (t) , V

(2)
ξ,0,γ (t)

)
.

For n ∈ 0, 1, 2, . . . , and (t, ξ) ∈ [0, 1]× (0, γ) define

Vξ,n,γ (t, ξ) =
(
V

(1)
ξ,n,γ (t, ξ) , V

(2)
ξ,n,γ (t, ξ)

)

recursively by

V
(1)
ξ,n+1,γ (t) := 2PVξ,n,γ ,γ (γ, t) ,

V
(2)
ξ,n+1,γ (t) := 2PVξ,n,γ ,γ (0, t)

Vξ,n+1,γ (t) :=
(
V

(1)
ξ,n+1,γ (t) , V

(2)
ξ,n+1,γ (t)

)
.

Let

U
(1)
ξ,n,γ (t) :=

n∑

k=0

V
(1)
ξ,k (t) , t ∈ [0, 1] , n ∈ 0, 1, . . . ,

U
(2)
ξ,n,γ (t) :=

n∑

k=0

V
(2)
ξ,k , n ∈ 0, 1, . . . ,

let
Uξ,n,γ (t) :=

(
U

(1)
ξ,n,γ (t) , U

(2)
ξ,n,γ (t)

)
, n ∈ 0, 1, . . . ,

let
U

(1)
ξ,γ (t) := lim

n→∞
U

(1)
ξ,n,γ(t), t ∈ [0, 1] ,

U
(2)
ξ,γ (t) := lim

n→∞
U

(2)
ξ,n,γ(t), t ∈ [0, 1] ,

and let
Uξ,γ (t) :=

(
U

(1)
ξ,γ (t) , U

(2)
ξ,γ (t)

)
.

Lemma 4.1.2. (i) For every g =
(
g(1), g(2)

)
∈ C

(
[0, 1],R2

)

Pg,γ (γ, t) = −1

2
σ2
P

∫ t

0

∂ΓσP (γ, t, η, ϑ)

∂η

∣∣∣∣
η=0

g(2) (ϑ) dϑ,

and

Pg,γ (0, t) = −1

2
σ2
P

∫ t

0

∂ΓσP (0, t, η, ϑ)

∂η

∣∣∣∣
η=γ

g(1) (ϑ) dϑ.

(ii) (Pg,γ (γ, t) , Pg,γ (0, t)) maps C
(
[0, 1],R2

)
to C2

(
[0, 1],R2

)
. Moreover,

there exists a constant C such that for every t ∈ (0, 1] and l ∈ {0, 1, 2} the
following inequalities are all valid:

∣∣∣∣
∂lPg,γ (γ, t)

∂tl

∣∣∣∣ ≤ C exp

(
−1

2
c0
γ2

t

)∫ t

0

∣∣∣g(2)(ϑ)
∣∣∣ dϑ

and ∣∣∣∣
∂lPg,γ (0, t)

∂tl

∣∣∣∣ ≤ C exp

(
−1

2
c0
γ2

t

)∫ t

0

∣∣∣g(1)(ϑ)
∣∣∣ dϑ.
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(iii) For every n ∈ 0, . . . , and every t ∈ [0, 1]

−1

2
U

(1)
ξ,n,γ (t) + PUξ,n,γ(t) (γ, t) = ΓσP (γ, t, ξ, ϑ) + PVξ,n,γ

(γ, t) ,

and

−1

2
U

(2)
ξ,n,γ (t) + PUξ,n,γ ,γ (0, t) = ΓσP (0, t, ξ, ϑ) + PVξ,n,γ

(0, t) .

(iv) There exists a sequence {kn}∞n=0 of positive constants, such that

lim
n→∞

kn+1

kn
= 0,

and such that the inequalities

∣∣∣V (1)
ξ,n,γ (t)

∣∣∣ ≤ kntn−
1
2 exp

(
−1

2
c0
γ2

t

)
, (4.1.7)

∣∣∣V (1)
ξ,n,γ

′ (t)
∣∣∣ ≤ kntn−

1
2 exp

(
−1

2
c0
γ2

t

)
,

∣∣∣V (1)
ξ,n,γ

′′ (t)
∣∣∣ ≤ kntn−

1
2 exp

(
−1

2
c0
γ2

t

)
,

∣∣∣V (2)
ξ,n,γ (t)

∣∣∣ ≤ kntn−
1
2 c0 exp

(
−1

2

γ2

t

)
,

∣∣∣V (2)
ξ,n,γ

′ (t)
∣∣∣ ≤ kntn−

1
2 c0 exp

(
−1

2

γ2

t

)
,

and ∣∣∣V (2)
ξ,n,γ

′′ (t)
∣∣∣ ≤ kntn−

1
2 c0 exp

(
−1

2

γ2

t

)
,

all hold for every t ∈ [0, t] and every n ∈ 1, 2 . . . ,.

Proof. For (i): This is obvious because of Proposition 4.1.2.

For (ii): It follows from Proposition 3.0.1 and Leibniz’ rule that

∂Pg,γ (γ, t)

∂t
=

∫ t

0

∂2ΓσP (γ, t, η, ϑ)

∂t∂η

∣∣∣∣
η=0

g(2) (ϑ) dϑ

and
∂Pg,γ (0, t)

∂t
=

∫ t

0

∂2ΓσP (0, t, η, ϑ)

∂t∂η

∣∣∣∣
η=γ

g(1) (ϑ) dϑ.

The stated bounds in part (ii) can be calculated from the identities above and the
identities and bounds given in Proposition 3.0.1, Proposition 4.1.2 and Propo-
sition 4.1.3.
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For (iii): The equalities given in part (iii) obviously hold for n = 0. Assume
that for every k ∈ 0, 1, . . . , n

−1

2
U

(1)
ξ,n,γ (t) + PUξ,n,γ ,γ (γ, t) = ΓσP (γ, t, ξ, ϑ) + PVn,γ

(γ, t) .

Since by definition

V
(1)
n+1,γ (t) := 2PVn,γ

(γ, t) ,

it follows that

− 1

2
U

(1)
ξ,n+1,γ (t) + PUξ,n+1,γ ,γ (γ, t)

= −1

2
U

(1)
ξ,n,γ + PUξ,n,γ ,γ (γ, t)− 1

2
V

(1)
ξ,n+1,γ + PVξ,n+1,γ

(γ, t)

= ΓσP (γ, t, ξ, ϑ) + PVξ,n+1,γ ,γ (γ, t) .

A similar argument yields that for every n ∈ 0, 1, . . . ,

−1

2
U

(2)
ξ,n,γ (t) + PUξ,n,γ ,γ (0, t) = 1 + PVξ,n,γ

(0, t) .

For (iv): Let mn := 1

Γ(n+ 1
2 )

. We first observe that for some constant C

∣∣∣V (1)
ξ,0,γ (t)

∣∣∣ ≤ Ct− 1
2 exp

(
−c0

(γ − ξ)2

t

)
.

Because of the bounds given in part (ii) and the identity given in Proposi-
tion 3.0.2 it can be calculated by induction that, for some (different from above)
constant C and n ∈ 1, 2, . . . ,

∣∣∣V (2)
ξ,n,γ (t)

∣∣∣ ≤ Cnmn−1

mn
.

Because of Proposition 3.0.2 a simple calculation yields that

lim
n→∞

Cn+1mn

Cnmn−1
= c lim

n→∞
1

1
2 + n

= 0,

yielding the bound (4.1.7). Similar calculations also yield the other bounds
given in part (iv).

In Definition VII.1.1 in Garroni and Menaldi (1992) they define certain func-

tion spaces, denoted by Gα,
α
2

k , that we we will work with in the rest of the article.

Specifically we want the function
∂PUξ,γ ,γ

(y,t)

∂y to be in the function space Gα,
α
2

1

for every α ∈ (0, 1). For that we need a few more regularity results given below.

Lemma 4.1.3. (i) There exists a constant C such that the following inequal-
ities are all valid for every (y, t, ξ, ϑ) ∈ Dγ and every l ∈ {0, 1, 2}.

∂lgL0,γ(y, t, ξ, ϑ)

∂yl
≤ C (t− ϑ)

− 1+l
2

{
exp

(
−1

2
c0

[
(y − γ)

2
+ (ξ − γ)

2

t− ϑ

])

+ exp

(
−1

2
c0

[
y2 + ξ2

t

])}
,
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∂gL0,γ(y, t, ξ, ϑ)

∂t
≤ C (t− ϑ)

− 3
2

{
exp

(
−1

2
c0

[
(y − γ)

2
+ (ξ − γ)

2

t− ϑ

])

+ exp

(
−1

2
c0

[
y2 + ξ2

t

])}
,

∂2gL0,γ(y, t, ξ, ϑ)

∂y∂t
≤ C (t− ϑ)

−2

{
exp

(
−1

2
c0

[
(y − γ)

2
+ (ξ − γ)

2

t− ϑ

])

+ exp

(
−1

2
c0

[
y2 + ξ2

t

])}
,

∂gL0,γ(y, t, ξ, ϑ)

∂ξ
≤ C (t− ϑ)

−1

{
exp

(
−1

2
c0

[
(y − γ)

2
+ (ξ − γ)

2

t− ϑ

])

+ exp

(
−1

2
c0

[
y2 + ξ2

t

])}
,

and

∂2gL0,γ(y, t, ξ, ϑ)

∂y∂ξ
≤ C (t− ϑ)

− 3
2

{
exp

(
−1

2
c0

[
(y − γ)

2
+ (ξ − γ)

2

t− ϑ

])

+ exp

(
−1

2
c0

[
y2 + ξ2

t

])}
,

(ii) Let
GL0,γ (y, t, ξ, ϑ) = ΓσP (y, t, ξ, ϑ)− gL0,γ (y, t, ξ, ϑ) .

There exists a constant C such that for every (y, t, ξϑ) ∈ Dγ the following
inequalities are all valid:

∣∣∣∣
∂lGL0,γ (y, t, ξ, ϑ)

∂yl

∣∣∣∣ ≤ C (t− ϑ)
− 1+l

2 exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
,

∣∣∣∣
∂GL0,γ (y, t, ξ, ϑ)

∂ξ

∣∣∣∣ ≤ C (t− ϑ)
−1

exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
,

∣∣∣∣
∂GL0,γ (y, t, ξ, ϑ)

∂t

∣∣∣∣ ≤ C (t− ϑ)
− 3

2 exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
,

∣∣∣∣
∂2GL0,γ (y, t, ξ, ϑ)

∂x∂ξ

∣∣∣∣ ≤ C (t− ϑ)
− 3

2 exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
,

and

∣∣∣∣
∂2GL0,γ (y, t, ξ, ϑ)

∂x∂t

∣∣∣∣ ≤ C (t− ϑ)
− 3

2 exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
.

(iii) Assume that σR = p = r = 0. Then for every (y, t, ξ, ϑ) ∈ Dγ

GL,γ (y, t, ξ, ϑ) = GL0,γ (y, t, ξ, ϑ) .
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Proof. For (i): It follows from Lemma 4.1.1, Theorem 4.1.1 and Lemma 4.1.2
that for (y, t, ξ, ϑ) ∈ Dγ

gL0,γ(y, t, ξ, ϑ) = g∗L0,γ(y, t− ϑ, ξ) = PUξ,γ
(y, t− ϑ) .

In the above g∗L0,γ
is defined in Lemma 4.1.1. We note that the biggest sin-

gularities of Uξ,γ stem from the first term Vξ,0,γ . Furthermore the partial
derivatives of the integral kernel ΓσP (y, t, η, ϑ) are all interconnected, as indi-
cated in Proposition 4.1.2. The stated bounds can be calculated by means of
partial integration. In doing this it is helpful to consider separately the two
halves of the domain of integration, corresponding to 0 < ϑ < t

2 and t
2 < ϑ < t

respectively.

For (ii): Since, for any y, ξ ∈ [0, γ],

(y − ξ)2 ≤ min
(
y2 + ξ2, (y − γ)

2
+ (ξ − γ)

2
)
, (4.1.8)

this follows from the bounds given in part (i) and the regularity bounds of the
function ΓσP (y, t, ξ, ϑ).

For (iii): What remains for GL0,γ (y, t, ξ, ϑ) to be a Green function for the
special case σR = p = r is to show that gL0,γ (y, t, ξ, ϑ) satisfies the require-
ments (4.1.3) and (4.1.4). Because of the bounds given in part (ii) it follows
that for any such smooth f (ξ, ϑ) there exists a constant C such that

∫ γ

0

|gL0,γ (y, t, ξ, ϑ) f (ξ, ϑ)| dξ ≤ C
(

exp

(
−1

2
c0

(y − γ)
2

t− ϑ

)

+ exp

(
−1

2
c0

y2

t− ϑ

))
,

and such that
∫ t

0

∫ γ

0

∣∣∣∣
∂gL0,γ (y, t, ξ, ϑ)

∂t
f (ξ, ϑ)

∣∣∣∣ dξdϑ ≤ C
√
t
(

(γ − y)
−1

+ y−1
)

×
(

exp

(
−1

2
c0

(y − γ)
2

t− ϑ

)

+ exp

(
−1

2
c0

y2

t− ϑ

))
.

From these two inequalities it follows that the requirement (4.1.4) is satisfied
and that

∂

∂t

∫ t

0

∫ γ

0

gL0,γ (y, t, ξ, ϑ) f (ξ, ϑ) dξdϑ =

∫ t

0

∫ γ

0

∂gL0,γ (y, t, ξ, ϑ)

∂t
f (ξ, ϑ) dξdϑ.

Similar calculations also yield that

∂l

∂yl

∫ t

0

∫ γ

0

gL0,γ (y, t, ξ, ϑ) f (ξ, ϑ) dξdϑ =

∫ t

0

∫ γ

0

∂lgL0,γ (y, t, ξ, ϑ)

∂yl
f (ξ, ϑ) dξdϑ,

for l ∈ {1, 2}.
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The next step is to solve another integral equation in order to construct a
slightly more general Green function corresponding to p ≥ 0. To this end we
will first need to do some preparatory work that is a bit similar to what we did
to solve the integral equation (4.1.6).

Definition 4.1.4. Let

Qκ,0 (y, t, ξ, ϑ) := p
∂GL0,κ (y, t, ξ, ϑ) (y, t, ξ, ϑ)

∂y
, (y, t, ξ, ϑ) ∈ Dκ.

Define the sequence of functions {Qκ,n}∞n=0 recursively for
n ∈ 1, 2, . . . , and (y, t, ξ, ϑ) ∈ Dκ by

Qκ,n+1 (y, t, ξ, ϑ) =

∫ t

ϑ

∫ κ

0

Qκ,0 (y, t, z, s)Qκ,n (z, s, ξ, ϑ) dzds,

and let

Qκ (y, t, ξ, ϑ) =

∞∑

n=0

Qκ,n (y, t, ξ, ϑ) .

The result below shows that the sequence defined above solves the integral
equation (4.1.9). This in turn will turn out to make it possible to conclude that

GL,κ (y, t, ξ, ϑ) = GL0,κ (y, t, ξ, ϑ) +

∫ t

ϑ

∫ κ

0

Qκ (z, s, ξ, ϑ) dzds,

in the case that σR = r = 0. In addition to solving the integral equation (4.1.9).
we will need some regularity results, also given below, for the limit Qκ (y, t, z, s).
These regularity results are a part of the effort in showing that the solution
ψ2,κ(y, t) has bounded first two derivatives with respect to y, and bounded
derivative with respect to t.

Lemma 4.1.4. Let α ∈ (0, 1) and let Gα,
α
2

k be the Green function spaces defined
in Definition VII.1.1 in Garroni and Menaldi (1992).

(i) Qκ ∈ Gα,
α
2

1 . Moreover, Qκ is the unique solution in Gα,
α
2

1 of the integral
equation

Qκ (y, t, ξ, ϑ) = Qκ,0 (y, t, ξ, ϑ) +

∫ t

ϑ

∫ κ

0

Qκ,0 (y, t, z, s)Qκ (z, s, ξ, ϑ) dzds.

(4.1.9)

(ii) There exists a sequence {kn} of positive constants and a constant C such
that

lim
n→∞

kn+1

kn
= 0

and such that for every (y, t, ξ, ϑ) ∈ D

|Qκ,n (y, t, ξ, ϑ)| ≤ kn (t− ϑ)
n−2
2 exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)

and such that

|Qκ (y, t, ξ, ϑ)| ≤ C (t− ϑ)
−1

exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
.
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(iii) For every (y, t, ξ, ϑ) ∈ D̄κ

Qκ (y, t, ξ, ϑ) = Qκ (y, t− ϑ, ξ, 0) . (4.1.10)

(iv) There exists a constant C such that, for every (y, t, ξ, ϑ) ∈ D̄κ, every
y′, ξ′ ∈ (0, κ),and every t′ ∈ (0, t, ) the following inequalities are both valid:

|Qκ (y, t, ξ, ϑ)−Qκ (y′, t, ξ, ϑ)| ≤ C |y − y′|
1
2 (t− ϑ)

− 5
4

× exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
,

(4.1.11)

and

|Qκ (y, t, ξ, ϑ)−Qκ (y, t′, ξ, ϑ)| ≤ C |t− t′|
1
4 (t′ − ϑ)

− 5
4

× exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
,

(4.1.12)

(v)

∣∣∣∣
∂Qκ (y, t, ξ, ϑ)

∂ξ

∣∣∣∣ ≤ C (t− ϑ)
− 3

2 exp

(
−1

8
c0

(y − ξ)2

t− ϑ

)
.

Proof. For part (i): It follows from Lemma VII.1.3 in Garroni and Menaldi

(1992), and the bounds given in Lemma 4.1.3, that
∂GL,κ(y,t,ξ,ϑ)

∂x ∈ Gα,
α
2

1 , and

hence Qκ,0 ∈ Gα,
α
2

2 . Since Qκ,0 ∈ Gα,
α
2

1 it follows from Proposition VIII.1.2
in Garroni and Menaldi (1992) that Qκ is the unique solution, in the function

space Gα,
α
2

1 , of the integral equation (4.1.9).

For (ii): It can be shown by induction, following the technique outlined in the
proof of Lemma V.3.3 in Garroni and Menaldi (1992), that for some constants
C and c

|Qκ,n (y, t, ξ, ϑ)| ≤ cCn 1

Γ
(

1
2 (n+ 1)

) (t− ϑ)
1
2n−1

exp

(
−1

4

(y − ξ)2

t− ϑ

)
.

This yields the stated bounds, since

lim
n→∞

Γ
(

1
2 (n+ 1)

)

Γ
(

1
2 (n+ 2)

) = 0.

,

For part (iii): We first note that it is obvious that

Qκ,0 (y, t, ξ, ϑ) = Qκ,0 (y, t− ϑ, ξ, 0) .

Assume that
Qκ,k (y, t, ξ, ϑ) = Qκ,k (y, t− ϑ, ξ, 0) ,
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for k ∈ 0, 1, . . . , n. It then follows, using the substitution % = s− ϑ, that

Qp,n+1 (y, t, ξ, ϑ) =

∫ t

ϑ

∫ κ

0

Qκ,0 (y, t, z, s)Qp,n (z, s, ξ, ϑ) dzds

=

∫ t−ϑ

0

∫ κ

0

Qκ,0 (y, t− ϑ, z, %)Qp,n (z, %, ξ, 0) dzd%,

and hence
Qp,n (y, t, ξ, ϑ) = Qp,n (y, t− ϑ, ξ, 0)

for any n ∈ 0, 1, 2, . . . ,. Since for any ε > 0 we can pick an N such that for
every (y, t, ξ, ϑ) ∈ D

∞∑

k=N

|Qp,n (y, t, ξ, ϑ)| < ε

we conclude that the identity (4.1.10) holds for every (y, t, ξ, ϑ) ∈ D.

For part (iv): We observe that, if

t− t′ ≥ t′ − ϑ,
then the inequality (4.1.12) follows from the bounds given in part (ii). Assume
instead that

t− t′ < t′ − ϑ. (4.1.13)

We conclude from the regularity of GL0,κ (y, t, ξ, ϑ) given in Lemma 4.1.3 and
the auxiliary result Proposition 4.1.3 that the inequality (4.1.12) holds for n = 0.
Let n ∈ 1, 2, . . . ,. It is obvious that

Qκ,n (y, t, ξ, ϑ)−Qκ,n (y, t′, ξ, ϑ) = I1,n + I2,n,

where

I1,n =

∫ t′

ϑ

∫ κ

0

(Qκ,0 (y, t, z, s)−Qκ,0 (y, t′, z, s))Qκ,n−1 (z, s, ξ, ϑ) dzds

and

I2,n =

∫ t

t′

∫ κ

0

Qκ,0 (y, t, z, s)Qκ,n−1 (z, s, ξ, ϑ) dzds.

Let {kn} be the sequence from the bound given in part (ii). It follows from the
regularity of GL0,κ (y, t, ξ, ϑ) and Proposition 3.0.2 that, for some constants K
and C, not depending on n

|I1,n| ≤ Kkn (t− t′)
1
4

∫ t′

ϑ

∫ κ

0

(t′ − s)−
5
4 (s− ϑ)

1
2 (n−1)n−1

× exp

(
−1

4
c0

[
(y − z)2

t− s +
(z − ξ)2

s− ϑ

])
dzds

≤ Ckn (t− t′)
1
4 (t− ϑ)

1
2n− 1

4 exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
.

Similar calculations yield that |I2,n| satisfies an inequality of the form given in
equation (4.1.12), and that

Qκ (y, t, ξ, ϑ)−Qκ (y′, t, ξ, ϑ)

satisfies an inequality of the form given in equation (4.1.11).
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For (v): The real problem here is to obtain an appropriate bound for the

second function in the sequence, i.e.
∂Qκ,1(y,t,ξ,ϑ)

∂ξ , which we do below. For n > 1
we can obtain appropriate estimates using induction and similar calculations as
in part (ii) and in the proof of Lemma V.3.1 in Garroni and Menaldi (1992).

To accomplish the needed bound for
∂Qκ,1(y,t,ξ,ϑ)

∂ξ the most important idea is
to split the domain of integration into appropriate parts. This technique is
used throughout the book Garroni and Menaldi (1992) and we will tacitly (and
sometimes explicitly) make use of it to obtain other bounds later on. We note
that ∫ t

ϑ

∣∣∣∣
∫ κ

0

Qκ,0 (y, t, z, s)
∂Qκ,0 (z, s, ξ, ϑ)

∂ξ
dz

∣∣∣∣ ds ≤
4∑

j=1

Ij ,

where

I1 =

∫ t
2

ϑ

∣∣∣∣
∫ κ

0

(Qκ,0 (y, t, z, s)−Qκ,0 (y, t, ξ, s))
∂Qκ,0 (z, s, ξ, ϑ)

∂ξ
dz

∣∣∣∣ ds,

I2 =

∫ t
2

ϑ

∣∣∣∣Qκ,0 (y, t, ξ, s)−Qκ,0
(
y, t, ξ,

t

2

)∣∣∣∣
∣∣∣∣
∫ κ

0

∂Qκ,0 (z, s, ξ, ϑ)

∂ξ
dz

∣∣∣∣ ds,

I3 =

∣∣∣∣Qκ,0
(
y, t, ξ,

t

2

)∣∣∣∣
∫ t

2

ϑ

∣∣∣∣
∫ κ

0

∂Qκ,0 (z, s, ξ, ϑ)

∂ξ
dz

∣∣∣∣ ds

and

I4 =

∫ t

t
2

∣∣∣∣
∫ κ

0

Qκ,0 (y, t, ξ, s)
∂Qκ,0 (z, s, ξ, ϑ)

∂ξ
dz

∣∣∣∣ ds.

Because of the local Hölder-continuity ofQκ,0 (z, s, ξ, ϑ), an application of Propo-
sition 3.0.1 and Proposition 3.0.2 yields that, for some constants C and K,

I1 ≤
∫ t

ϑ

∫ κ

0

K (t− s)− 5
4 (s− ϑ)

− 5
4 exp

(
−1

8
c0

[
(y − z)2

s− ϑ

])
dzds

≤ C (t− ϑ)
−1

exp

(
−1

8
c0

(y − ξ)2

t− ϑ

)
.

For I2 and I3 we recall that
∂Qκ,0(z,s,ξ,ϑ)

∂ξ = p
∂2ΓσP (y,t,ξ,ϑ)

∂ξ∂ξ and apply Proposi-
tion 3.0.5 to obtain that these terms also obey a bound of the form stated in
part (v). For I4 there are no strong singularities and the stated bound can be ob-
tained from a straightforward calculation. We conclude from the above that the
differential operator can be taken inside the integral (the order of differentiation
and integration can be interchanged) and that for some constant C

∂Qκ,1 (y, t, ξ, ϑ)

∂ξ
≤ C (t− ϑ)

−1
exp

(
−1

8
c0

(y − ξ)2

t− ϑ

)
.

For n > 1 a similar induction as in the proof of Lemma V.3.1 in Garroni and
Menaldi (1992) yields that there exists a sequence of constants {kn} such that

limn→∞
kn+1

kn
= 0 and such that

∣∣∣∣
∂Qκ,n (y, t, ξ, ϑ)

∂ξ

∣∣∣∣ ≤ kn (t− ϑ)
n−3
2 .
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Because of this property we then conclude that the sequence

Sn (y, t, ξ, ϑ) =
n∑

j=0

∂Qκ,0 (y, t, ξ, ϑ)

∂ξ

converges uniformly on D, which justifies differentiating the sequence term by
term.

Definition 4.1.5. Let

GL1,κ (y, t, ξ, ϑ) =

∫ t

ϑ

∫ κ

0

GL0,κ (y, t, z, s)Qκ (z, s, ξ, ϑ) dzds.

Lemma 4.1.5. There exists a constant C such that following identities and
bounds are valid for every (y, t, ξ, ϑ) ∈ Dκ and every l ∈ {0, 1, 2}:

(i)
GL1,κ (y, t, ξ, ϑ) = GL1,κ (y, t− ϑ, ξ, 0) .

(ii)

∂lGL1,κ (y, t, ξ, ϑ)

∂yl
=

∫ t

ϑ

∫ κ

0

∂lGL0,κ (y, t, z, s)

∂xl
Qκ (z, s, ξ, ϑ) dzds,

(4.1.14)

∂GL1,κ (y, t, ξ, ϑ)

∂ξ
=

∫ t

ϑ

∫ κ

0

GL0,κ (y, t, z, s)Qκ (z, s, ξ, ϑ) dzds,

∂GL1,κ (y, t, ξ, ϑ)

∂t
= Qκ (y, t, ξ, ϑ)

+

∫ t

ϑ

∫ κ

0

∂GL0,κ (y, t, z, s)

∂t
Qκ (z, s, ξ, ϑ) dzds,

(4.1.15)

∣∣∣∣
∂lGL1,κ (y, t, ξ, ϑ)

∂yl

∣∣∣∣ ≤ C (t− ϑ)
− l

2 exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
,

∣∣∣∣GL1,κ (y, t, ξ, ϑ)
∂

∂t

∣∣∣∣ ≤ C (t− ϑ)
−1

exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
,

∣∣∣∣
∂GL1,κ (y, t, ξ, ϑ)

∂ξ

∣∣∣∣ ≤ C (t− ϑ)
− 1

2 exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
,

(4.1.16)

and ∣∣∣∣
∫ ∞

−∞
GL1,κ (y, t, ξ, ϑ) d (y − ξ)

∣∣∣∣ ≤ C
√
t.

(iii)
GL,κ (y, t, ξ, ϑ) = GL0,κ (y, t, ξ, ϑ) +GL1,κ (y, t, ξ, ϑ) .

Proof. For (i): This follows from making the substitution % = t− s.
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For (ii): As in the proof of Lemma 4.1.4 these results can be proven by
splitting the domains of integration into appropriate parts. To obtain the iden-
tity (4.1.15) we will consider the functions

I1 (y, t, ξ, s, ϑ) =

∫ κ

0

GL0,κ (y, t, z, s) (Qκ (z, s, ξ, ϑ)−Qκ (y, s, ξ, ϑ)) dz,

I2 (y, t, ξ, s, ϑ) = (Qκ (y, s, ξ, ϑ)−Qκ (y, t, ξ, ϑ))

∫ κ

0

GL0,κ (y, t, z, s) dz,

I3 (y, t, ξ, s, ϑ) = Qκ (y, t, ξ, ϑ)

∫ κ

0

ΓσP (y, t, z, s) dz,

and

I4 (y, t, ξ, s, ϑ) = −Qκ (y, t, ξ, ϑ)

∫ κ

0

gL0,κ (y, t, ξ, s) dz.

Because of the way GL0,κ (y, t, z, s) was constructed it is obvious that

∫ κ

0

GL0,κ (y, t, z, s)Qκ (z, s, ξ, ϑ) dz =

4∑

j=1

Ij (y, t, ξ, s, ϑ) .

Because of the local Hölder continuity of Qκ (y, t, ξ, ϑ), the bounds obeyed by
gL0,κ (y, t, ξ, ϑ) and application of Proposition 3.0.2, we see that, for some con-
stant C

I1 (y, t, ξ, ϑ) ≤ C (t− ϑ)
− 1

2 (t− s) 1
4 (s− ϑ)

− 3
4 exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
,

I2 (y, t, ξ, ϑ) ≤ C (t− ϑ)
− 1

2 (t− s) 1
4 (s− ϑ)

− 5
4 exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
,

and

I4 (y, t, ξ, ϑ) ≤ C (t− ϑ)
−1

(t− s) 1
4 exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)

×
(

exp

(
−1

4
c0

(y − κ)
2

t− ϑ

)

+ exp

(
−1

4
c0

y2

t− ϑ

))
.

From these identities it is clear that, for any fixed y, ξ ∈ (0, ξ)

lim
s→t

[I1 (y, t, ξ, s, ϑ) + I2 (y, t, ξ, s, ϑ) + I4 (y, t, ξ, s, ϑ)] = 0.

For the last term I3 (y, t, ξ, ϑ) we get from the substitution
w =

√
2c0

y−z√
t−s that

lim
s→t

I3 (y, t, ξ, s, ϑ) = Qκ (y, t, ξ, ϑ)

∫ ∞

−∞

1√
2π

exp

(
−1

2
w2

)
dw

= Qκ (y, t, ξ, ϑ) .

41



Similar calculations as above and as in the proof of Lemma 4.1.4 yield that, for
some constant C, the following inequalities are all valid for (y, t, ξ, ϑ) ∈ Dκ and
l ∈ {0, 1, 2}:

∫ t

ϑ

∣∣∣∣
∫ κ

0

∂lGL0,κ (y, t, z, s)

∂yl
Qκ (z, s, ξ, ϑ) dz

∣∣∣∣ ds

≤ C (t− ϑ)
− l

2 exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
,

∫ t

ϑ

∣∣∣∣
∫ κ

0

∂GL0,κ (y, t, z, s)

∂ξ
Qκ (z, s, ξ, ϑ) dz

∣∣∣∣ ds

≤ C (t− ϑ)
− 1

2 exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
,

(4.1.17)

and
∫ t

ϑ

∣∣∣∣
∫ κ

0

∂GL0,κ (y, t, z, s)

∂t
Qκ (z, s, ξ, ϑ) dz

∣∣∣∣ ds

≤ C (t− ϑ)
−1

exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
.

(4.1.18)

The stated identity (4.1.15) follows from the discussion above and the
bound (4.1.18). The other stated bounds follow from the bound (4.1.17).

For part (iii): Since GL0,κ (y, t, ξ, ϑ) is the Green function associated with the

differential operator ∂
∂t − 1

2σ
2
P
∂2

∂y2 and Dirichlet boundary conditions, and Qκ is

a solution of the integral equation (4.1.9), this follows from the bounds given in
part (ii).

We are now in position to get some regularity results for the solution
ψ2,κ(y, t) of the PDE (3.0.9). The representation formula given in (3.0.5) de-
pends on the jump measure F as well as the Green function. In this article
we will assume that the measure F satisfies the bound (4.0.38), and that the
regularity results we get for ψ2,κ(y, t) and ψ3,κ(y, t) will depend on the values of
β for which this inequality is satisfied. In this article we will not discuss what
happens if we let β →∞.

Lemma 4.1.6. (i) Assume that σR = r = 0. There exists a constant Cβ,
depending on the β from (4.0.38), such that for l ∈ {0, 1}

∣∣∣∣
∂ψ2,κ(y, t)

∂yl

∣∣∣∣ ≤ Cβt
2−l
2 (1 + y)

−β
.

(ii) Let H1,κ (y, t) be as in section 3.

∂2ψ2,κ(y, t)

∂y2
=

∫ t

0

∫ κ

0

∂2GL,κ (y, t, ξ, ϑ)

∂y2
H1,κ (ξ, ϑ) dξdϑ

and

∂ψ2,κ(y, t)

∂t
= H1,κ (y, t) +

∫ t

0

∫ κ

0

∂GL,κ (y, t, ξ, ϑ)

∂t
H1,κ (ξ, ϑ) dξdϑ.
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(iii) There exists a constant Cβ, depending on the β such that the following
inequalities are all valid:

∣∣∣∣
∫ t

0

∫ κ

0

∂2ΓσP (y, t, ξ, ϑ)

∂y2
H1,κ (ξ, ϑ) dξdϑ

∣∣∣∣ ≤ Cβ (1 + y)
−β

,

|H1,κ (y, t)|+
∣∣∣∣
∫ t

0

∫ κ

0

∂ΓσP (y, t, ξ, ϑ)

∂t
H1,κ (ξ, ϑ) dξdϑ

∣∣∣∣ ≤ Cβ (1 + y)
−β

,

∣∣∣∣
∫ t

0

∫ κ

0

∂2G1,κ (y, t, ξ, ϑ)

∂y2
H1,κ (ξ, ϑ) dξdϑ

∣∣∣∣ ≤ Cβ
√
t (1 + y)

−β
,

(4.1.19)

and
∣∣∣∣
∫ t

0

∫ κ

0

∂G1,κ (y, t, ξ, ϑ)

∂t
H1,κ (ξ, ϑ) dξdϑ

∣∣∣∣ ≤ Cβ
√
t (1 + y)

−β
. (4.1.20)

Proof. Because of the representation formula given in Definition 3.0.5 and the
local Hölder continuity of the function H1,κ (ξ, ϑ), these identities and bounds
follow from similar calculations as in the proof of Lemma 4.1.5.

It is a bit more technical to obtain appropriate estimates of
∂2ψ∗2,κ(y,t)

∂y2 and
∂ψ∗2,κ(y,t)

∂t . In particular the proof of the next result involves a change in the
order of integration.

Lemma 4.1.7. Assume that σR = r = 0 and that the tail distribution of the
jumps satisfies the bound (4.0.38) for some β > 0. Then there exists a constant
Cβ, depending on β, such that, for every (y, t) ∈ (0, κ)× (0, 1], every y′ ∈ (y, κ),
every t′ ∈ (0, t) and every α ∈ (0, 1] the following inequalities are all valid:

∣∣∣∣
∂ψ2,κ(y, t)

∂t

∣∣∣∣ ≤ Cβ (1 + y)
−β

, (4.1.21)

|ψ2,κ (y, t)− ψ2,κ(y′, t)| ≤ Cβ (y′ − y)
α
t
2−α
2 (1 + y)

−β
,

and
|ψ2,κ(y, t)− ψ2,κ(y, t′)| ≤ Cβ (t− t′)α t1−α (1 + y)

−β
.

Proof. Thanks to Lemma 4.1.6 we only need to show that the integrals

∫ t

0

∫ κ

0

∂gL0,κ (y, t, ξ, ϑ)

∂t
dξdϑ (4.1.22)

and ∫ t

0

∫ κ

0

∂2gL0,κ (y, t, ξ, ϑ)

∂y2
H1,κ (ξ, ϑ) dξdϑ (4.1.23)

satisfy the stated bounds. We will do that by first showing that the order of
integration can be interchanged as explained below.
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Let U
(1)
ξ,κ (t) and U

(2)
ξ,κ (t) be the limits defined in definition 4.1.3, let U

(1)
κ (ξ, t) =

U
(1)
ξ,κ (t) (i.e. U

(1)
ξ,κ(t) considered as a function of ξ as well as t) and likewise let

U
(2)
κ (ξ, t) = U

(2)
ξ,κ (t). Let

B(1)
κ (s) =

∫ κ

0

U (1)
κ (ξ, s)dξ, s ∈ (0, 1],

and let

B(2)
κ (s) =

∫ κ

0

U (2)
κ (ξ, s)dξ, s ∈ (0, 1].

We note that ∫ t

0

∫ κ

0

∂gL0,κ (y, t, ξ, ϑ)

∂t
dξdϑ = I1 − I2,

where

I1 =
1

2
σ2
P

∫ t

0

∫ κ

0

∫ t−ϑ

0

∂2ΓσP (y, t− ϑ, z, s)
∂t∂z

∣∣∣∣
z=κ

U (1)
κ (ξ, s)dsdξdϑ,

and

I2 =
1

2
σ2
P

∫ t

0

∫ κ

0

∫ t−ϑ

0

∂2ΓσP (y, t− ϑ, z, s)
∂t∂z

∣∣∣∣
z=0

U (2)
κ (ξ, s)dsdξdϑ.

We observe that the function ΓσP (y, t, z, s) is independent of the variable ξ and

that B
(1)
κ (s) and B

(2)
κ (s) do not depend on ϑ. Moreover, because of the bounds

given in Proposition 4.1.3 and Lemma 4.1.2 we are, for fixed (y, t) ∈ (0, κ)×(0, 1],
free to interchange the order of integration, as in the calculation below.

I1 =
1

2
σ2
P

∫ t

0

∫ t−ϑ

0

B(1)
κ (s)

∂2ΓσP (y, t− ϑ, z, s)
∂t∂z

∣∣∣∣
z=κ

dsdϑ

= −1

2
σ2
P

∫ t

0

B(1)
κ (s)

∫ t−s

0

∂2ΓσP (y, t− s, z, ϑ)

∂z∂ϑ

∣∣∣∣
z=κ

dϑds

=
1

2
σ2
P

∫ t

0

B(1)
κ (s)

∂ΓσP (y, t− s, z, 0)

∂z

∣∣∣∣
z=κ

ds.

In the last step above we have also used the symmetry property between the
second and fourth variables of the fundamental solution. A similar calculation
yields that

I2 =
1

2
σ2
P

∫ t

0

B(2)
κ (s)

∂ΓσP (y, t− ϑ, z, s)
∂z

∣∣∣∣
z=0

ds.

Since we also have that

1

2
σ2
P

∂2Γ (y, t, ξ, ϑ)

∂y2
) =

∂Γ (y, t, ξ, ϑ)

∂t
,

we get the following identities:
∫ t

0

∫ κ

0

∂gL0,κ (y, t, ξ, ϑ)

∂t
dξdϑ

=

∫ t

0

B(1)
κ (s)

∂ΓσP (y, t− s, z, 0)

∂z

∣∣∣∣
z=κ

ds

−
∫ t

0

B(2)
κ (s)

∂ΓσP (y, t− ϑ, z, s)
∂z

∣∣∣∣
z=0

ds,
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and
∫ t

0

∫ κ

0

∂gL0,κ (y, t, ξ, ϑ)

∂t
dξdϑ

=
1

2
σ2
P

∫ t

0

B(1)
κ (s)

∂ΓσP (y, t− s, z, 0)

∂z

∣∣∣∣
z=κ

ds

− 1

2
σ2
P

∫ t

0

B(2)
κ (s)

∂ΓσP (y, t− ϑ, z, s)
∂z

∣∣∣∣
z=0

ds.

Because of the bounds given in Proposition 4.1.3 and Lemma 4.1.2 and the

inequality (4.1.8) it is straightforward to calculate that B
(1)
κ (t) and B

(2)
κ (t) are

both bounded functions and, hence, for some constant C
∣∣∣∣
∫ t

0

∫ κ

0

∂gL0,κ (y, t, ξ, ϑ)

∂t
dξdϑ

∣∣∣∣ ≤ C,

and ∣∣∣∣
∫ t

0

∫ κ

0

∂2gL0,κ (y, t, ξ, ϑ)

∂y2
dξdϑ

∣∣∣∣ ≤ C.

Because of this boundedness and the bounds and Hölder continuity ofH1,κ (ξ, ϑ),
similar calculations as in the proof of Lemma 4.1.5 yield that the stated bounds
are valid for the integrals (4.1.22) and (4.1.23).

Lemma 4.1.8. Assume that σR = r = 0 and that the tail distribution satisfies
the bound (4.0.38). Then, for some constant Cβ, depending on β, the bounds
stated below all hold for every 0 < y < y′ < κ, every 0 ≤ t′ < t ≤ 1 and every
α ∈ (0, 1]:

|H2,κ(y, t)| ≤ Cβt (1 + y)
−β

,

|H2,κ(y, t)−H2,κ(y′, t)|α ≤ Cβ |y − y′|α t
2−α
2 (1 + y)

−β
(4.1.24)

and

|H2,κ(y, t)−H2,κ(y, t′)|α ≤ Cβ (t− t′)α t1−α (1 + y)
−β

. (4.1.25)

Proof. Let

ψ̃2,κ(y, t) :=

{
ψ2,κ(y, t), (y, t) ∈ [0, κ]× (0, 1],

0, (y, t) ∈ (−∞, 0)× (0, 1].

We note that for every t ∈ (0, 1]

lim
y↓0

ψ2,κ(0, t) = 0,

that ψ̃2,κ(y, t) is continuous on (−∞, κ)× (0, 1], and that

∫ y

0

ψ2,κ(y − z, t)dF (z) =

∫ ∞

0

ψ̃2,κ(y − z, t)dF (z).

A similar calculation as in the proof of Lemma 3.0.2, using the identity above,
the bounds given in Lemma 4.1.6 and Lemma 4.1.7, as well as the auxiliary
results Proposition 3.0.4 and Proposition 3.0.3, yields that all the stated bounds
hold.
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4.1.2 Global estimates for a subproblem with an integral term and
constant coefficients

In the remaining part of this section we will obtain regularity estimates of the
PIDE (3.0.10) that are independent of the constant κ, still assuming that σR =
r = 0. Analogous to the previous section we will do that by working with the
Green function

GA,κ (y, t, ξ, ϑ)

defined in Definition 3.0.6. The main idea is to construct this Green function
from the Green function GL,κ (y, t, ξ, ϑ), using the parametrix method. The first
step is to construct the Green function defined below. It is known to exist and
be unique because of Theorem VI.1.10 in Garroni and Menaldi (1992).

Definition 4.1.6. Let Lλ be the differential operator

Lλ = L− λ,

and let GLλ,κ (y, t, ξ, ϑ) be the Green function associated with Lλ.

We will do this by first looking for a function Qλ,κ that solves the integral
equation given in the next lemma. Also, because of the next lemma, the sequence
of functions defined below is well defined.

Definition 4.1.7. Let

Qλ,κ,0 (y, t, ξ, ϑ) = −λGL,κ (y, t, ξ, ϑ) ,

and let the sequence of functions {Qλ,κ,n}∞n=0 be defined recursively for n ∈
1, 2, . . . , and (y, t, ξ, ϑ) ∈ Dκ, by

Qλ,κ,n+1 (y, t, ξ, ϑ) =

∫ t

ϑ

∫ κ

0

Qλ,κ,0 (y, t, z, s)Qλ,κ,n (z, s, ξ, ϑ) dzds,

and let

Qλ,κ (y, t, ξ, ϑ) =
∞∑

n=0

Qλ,κ,n (y, t, ξ, ϑ) .

Lemma 4.1.9. Assume that σR = r = 0 and let α ∈ (0, 1) and Gα,
α
2

k be the
Green function spaces defined in Definition VII.1.1 in Garroni and Menaldi
(1992).

(i) Qλ,κ,0 ∈ Gα,
α
2

2 and Qλ,κ ∈ Gα,
α
2

2 . Moreover Qλ,κ is the unique solution in

Gα,
α
2

2 of the integral equation

Qλ,κ (y, t, z, ϑ) =− λGL,κ (y, t, ξ, ϑ)

− λ
∫ t

ϑ

∫ κ

0

GL,κ (y, t, z, s)Qλ,κ (z, s, ξ, ϑ) dzds.
(4.1.26)

(ii) Qλ,κ (y, t, ξ, ϑ) is differentiable with respect to all four variables on Dκ.
Furthermore, there exists a constant C such that for every (y, t, ξ, ϑ) ∈ Dκ
the following identity and inequalities are all valid for l ∈ {0, 1}:

Qλ,κ (y, t, ξ, ϑ) = Qλ,κ (y, t− ϑ, ξ, 0) ,
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∣∣∣∣
∂lQλ,κ (y, t, ξ, ϑ)

∂yl

∣∣∣∣ ≤ C (t− ϑ)
− 1+l

2 exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
,

∣∣∣∣
∂Qλ,κ (y, t, ξ, ϑ)

∂ξ

∣∣∣∣ ≤ C (t− ϑ)
−1

exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
,

and ∣∣∣∣
∂Qλ,κ (y, t, ξ, ϑ)

∂t

∣∣∣∣ ≤ C (t− ϑ)
− 3

2 exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
.

Proof. For part (i): It follows from Lemma VII.1.3 in Garroni and Menaldi
(1992) and the bounds given in Proposition 4.1.3, Lemma 4.1.3 and Lemma 4.1.5,

that GL,κ (y, t, ξ, ϑ) ∈ Gα,
α
2

2 and hence Qλ,κ,0 ∈ Gα,
α
2

2 . Since Qλ,κ,0 ∈ Gα,
α
2

2 it
follows from Proposition VIII.1.2 in Garroni and Menaldi (1992) that Qλ,κ is

the unique solution in the function space Gα,
α
2

2 , of the integral equation (4.1.26).

For part (ii): This can be shown using the same calculations and reasoning,
based on induction and uniform convergence, as in the proof of Lemma 4.1.4
and the proof of Lemma V.3.1 in Garroni and Menaldi (1992).

Lemma 4.1.10. Assume that

σR = r = 0.

(i) For every (y, t, ξ, ϑ) ∈ Dκ and l ∈ {0, 1, 2}
∫ t

ϑ

∫ κ

0

GL,κ (y, t, z, s)Qλ,κ (z, s, ξ, ϑ) dzds

=

∫ t−ϑ

0

∫ κ

0

GL,κ (y, t− ϑ, z, s)Qλ,κ (z, s, ξ, 0) dzds,

∂l

∂yl

∫ t

ϑ

∫ κ

0

GL,κ (y, t, z, s)Qλ,κ (z, s, ξ, ϑ) dzds

=

∫ t

ϑ

∫ κ

0

∂lGL,κ (y, t, z, s)

∂yl
Qλ,κ (z, s, ξ, ϑ) dzds,

∂

∂t

∫ t

ϑ

∫ κ

0

GL,κ (y, t, z, s)Qλ,κ (z, s, ξ, ϑ) dzds

= Qλ,κ (y, t, ξ, ϑ)

+

∫ t

ϑ

∫ κ

0

∂GL,κ (y, t, z, s)

∂t
Qλ,κ (z, s, ξ, ϑ) dzds.

Furthermore, for some constant C

∣∣∣∣
∂l

∂yl

∫ t

ϑ

∫ κ

0

GL,κ (y, t, z, s)Qλ,κ (z, s, ξ, ϑ) dzds

∣∣∣∣

≤ C (t− ϑ)
1−l
2 exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
,
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and
∣∣∣∣
∂

∂t

∫ t

ϑ

∫ κ

0

GL,κ (y, t, z, s)Qλ,κ (z, s, ξ, ϑ) dzds

∣∣∣∣

≤ C (t− ϑ)
− 1

2 exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
.

(ii) For every (y, t, ξ, ϑ) ∈ Dκ
GLλ,κ (y, t, ξ, ϑ) = GL,κ (y, t, ξ, ϑ)

+

∫ t

ϑ

∫ κ

0

GL,κ (y, t, z, s)Qλ,κ (z, s, ξ, ϑ) dzds.

Proof. For (i): These identities and bounds can be derived from similar calcu-
lations as in the proof of Lemma 4.1.5.

For (ii): Since GL,κ (y, t, ξ, ϑ) is the Green function associated with the differ-
ential operator L and Dirichlet boundary conditions, and Qλ,κ (y, t, ξ, ϑ) satisfies
the integral equation (4.1.26), this can be derived from the identities and bounds
given in part (i). It follows from the way the Green function was constructed
that it satisfies the boundary conditions.

After the next result we will begin the process of constructing the Green
function associated with the entire operator A.

Definition 4.1.8. Let

ψ3,a,κ(y, t) :=

∫ t

0

∫ κ

0

GLλ,κ (y, t, ξ, ϑ)H2,κ (ξ, ϑ) dξdϑ.

Lemma 4.1.11. Assume that σR = r = 0. There exists a constant Cβ, depend-
ing on β, such that, for every (y, t) ∈ (0, κ) × (0, 1] and every l ∈ {0, 1, 2} the
following inequalities are all valid:

∣∣∣∣
∂lψ3,a,κ(y, t)

∂yl

∣∣∣∣ ≤ Cβt
4−l
2 (1 + y)

−β

and ∣∣∣∣
∂ψ3,a,κ(y, t)

∂t

∣∣∣∣ ≤ Cβt (1 + y)
−β

.

Proof. This follows from the inequalities given in Lemma 4.1.9, Lemma 4.1.10
and Lemma 4.1.8 by making similar calculations as in the proofs of Lemma 4.1.4
and Lemma 4.1.5.

Definition 4.1.9. Let

QI,κ,0 (y, t, ξ, ϑ) := λ

∫ y

0

GLλ,κ (y − ζ, t, ξ, ϑ) dF (ζ) .

Let the sequence of functions

{QI,κ,n}∞n=0
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be defined inductively by

QI,κ,n (y, t, ξ, ϑ) =

∫ t

ϑ

∫ κ

0

QI,κ,0 (y, t, z, s)QI,κ,n−1 (z, s, ξ, ϑ) dzds,

n ∈ 1, 2, . . . ,

let

QI,κ (y, t, ξ, ϑ) =
∞∑

n=0

QI,κ,n (y, t, ξ, ϑ) ,

let

GIλ,κ,n (y, t, ξ, ϑ) :=

∫ t

ϑ

∫ κ

0

GLλ,κ (y, t, z, s)QI,κ,n (z, s, ξ, ϑ) dzds,

and let

GIλ,κ (y, t, ξ, ϑ) :=

∫ t

ϑ

∫ κ

0

GLλ,κ (y, t, z, s)QI,κ (z, s, ξ, ϑ) dzds.

Lemma 4.1.12. Assume that the tail distribution of the claims satisfies the

inequality (4.0.38) and let Gα,
α
2

k be the Green function space defined in Definition
VII.1.1 in Garroni and Menaldi (1992).

(i) For every α ∈ (0, 1)

QI,κ,0 (y, t, ξ, ϑ) ∈ Gα,
α
2

2 .

(ii) For every (y, t, ξ, ϑ) ∈ Dκ

QI,κ (y, t, ξ, ϑ) = λ

∫

[0,y]

GLλ,κ (y − ζ, t, ξ, ϑ) dF (ζ)

+ λ

∫

[0,y]

GIλ,κ (y − ζ, t, ξ, ϑ) dF (ζ) .

(4.1.27)

(iii) There exists a sequence {kn}∞n=0 such that

lim
n→∞

kn+1

kn
= 0,

and such that, for every finite n ∈ 0, 1, . . . ,, and every (y, t, ξ, ϑ) ∈ Dκ the
following inequalities are valid:

|QI,κ,n (y, t, ξ, ϑ)| ≤ kn (t− ϑ)
n− 1

2

×
∫ ∞

0

. . .

∫ ∞

0

exp


−1

4
c0

(
y − ξ −∑n

j=0 ζj

)2

t− ϑ




× dF (ζ0)dF (ζ1), . . . , dF (ζn),

(4.1.28)
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∣∣∣∣QI,κ,n (y, t, ξ, ϑ)−QI,κ,n (y′, t, ξ, ϑ)

∣∣∣∣

≤ Ckn |y − y′| (t− ϑ)
n−1

×
(

exp


−1

4
c0

(
y − ξ −∑n

j=0 ζj

)2

t− ϑ




+ exp


−1

4
c0

(
y′ − ξ −∑n

j=0 ζj

)2

t− ϑ



)

× dF (ζ1), . . . , dF (ζn),

(4.1.29)

and

|QI,κ,n (y, t, ξ, ϑ)−QI,κ,n (y, t′, ξ, ϑ)|

≤ Ckn |t− t′|
1
4
(
t̃− ϑ

)n− 3
4

× exp


−1

4
c0

(
y − ξ −∑n

j=0 ζj

)2

t− ϑ




× dF (ζ1), . . . , dF (ζn).

(4.1.30)

(iv)

|QI,κ (y, t, ξ, ϑ)| ≤ C (t− ϑ)
− 1

2 ,

|QI,κ (y, t, ξ, ϑ)−QI,κ (y′, t, ξ, ϑ)| ≤ C |y − y′| (t− ϑ)
−1
,

and

|QI,κ (y, t, ξ, ϑ)−QI,κ (y, t′, ξ, ϑ)| ≤ C |t− t′|
1
4 (t′ − ϑ)

− 3
4 .

Proof. For part (i): Let α ∈ (0, 1). We first observe that it follows from Lemma
VII.1.3 in Garroni and Menaldi (1992) and the bounds given in Lemma 4.1.10

that GLλ,κ ∈ G
α,α2
2 . Moreover, using similar arguments as in the proof of Theo-

rem 3.0.4, it can be shown that all the requirements of Lemma VII.3.2 hold and
hence

−λGLλ,κ (y, t, ξ, ϑ) +QI,κ,0 (y, t, ξ, ϑ) ∈ Gα,
α
2

2 .

Since QI,κ,0 (y, t, ξ, ϑ) is the difference between two functions that are both in

the space Gα,
α
2

2 it is trivial to show that QI,κ,0 (y, t, ξ, ϑ) is also in Gα,
α
2

2 .

For (ii): It follows from Proposition VIII.1.2 in Garroni and Menaldi (1992)
and part (i) that, for any α ∈ (0, 1), QI,κ (y, t, ξ, ϑ) is a solution in the function

space Gα,
α
2

2 of the integral equation

QI,κ (y, t, ξ, ϑ) = QI,κ,0 (y, t, ξ, ϑ)

+

∫ t

ϑ

∫ κ

0

QI,κ,0 (y, t, z, s)QI,κ (z, s, ξ, ϑ) dsdz.

Since QI,κ (y, t, ξ, ϑ) ∈ Gα,
α
2

2 it follows from the Fubini Theorem that we are
allowed to change the order of integration, yielding the identity (4.1.27).
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For (iii): We first observe that since, for every t > ϑ,

lim
y↓0

GLλ,κ (y, t, ξ, ϑ) = 0,

the stated bound (4.1.28) holds for n = 0. A similar induction as in the
proof of Lemma 4.1.4 and Lemma V.3.1 in Garroni and Menaldi (1992) yields
that (4.1.28) holds for any finite n. The most important difference is that this
time we need to also invoke Fubini’s theorem in order to change the order of
integration.

Next, we observe that, if
t− t′ ≥ t′ − ϑ,

then the inequality (4.1.30) follows from the bounds given in part (iii). Assume
instead that

t− t′ > t′ − ϑ.
Because of the regularity of GLκ,κ and Proposition 3.0.3, it is trivial that under
this assumption the inequality (4.1.30) holds for n = 0. Let n ∈ 1, 2, . . . ,. It is
obvious that

QI,κ,n (y, t, ξ, ϑ)−QI,κ,n (y, t′, ξ, ϑ) = I1,n + I2,n,

where

I1,n =

∫ t′

ϑ

∫ κ

0

(QI,κ,0 (y, t, z, s)−QI,κ,0 (y, t′, z, s))QI,κ,n−1 (z, s, ξ, ϑ) dzds

and

I2,n =

∫ t

t′

∫ κ

0

QI,κ,0 (y, t, z, s)QI,κ,n−1 (z, s, ξ, ϑ) dzds.

Let {kn} be the sequence from the bound (4.1.28). It follows from the regular-
ity of GLκ,κ , Proposition 3.0.3, the bound (4.1.28), Fubini’s theorem (to allow
the changing of the order of integration) and Proposition 3.0.2, that, for some
constants K and C, not depending on n,

|I1,n| ≤ Kkn (t− t′)
1
4

∫ ∞

0

. . . ,

∫ ∞

0

∫ t′

ϑ

(t′ − s)−
3
4 (s− ϑ)

n− 1
2

×
∫ κ

0

∫ ∞

0

exp

(
−1

4
c0

(y − z − ζ)
2

t− s

)

× exp


−1

4
c0

(
z − ξ −∑n−1

j=0 ζj

)2

s− ϑ


 dzds

× dF (ζ) dF (ζ0) . . . , dF (ζn−1)

≤ C2nkn |t− t′|
1
4 (t′ − ϑ)

n− 3
4

× exp


−1

4
c0

(
y − ξ −∑n

j=0 ζj

)2

t− ϑ




× dF (ζ0), . . . , dF (ζn).
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Similar calculations yield that

|I2,n| ≤ C2nkn |t− t′|
1
4 (t′ − ϑ)

n− 3
4

× exp


−1

4
c0

(
y − ξ −∑n

j=0 ζj

)2

t− ϑ




× dF (ζ0), . . . , dF (ζn)

and that
QI,κ,n (y, t, ξ, ϑ)−QI,κ,n (y′, t, ξ, ϑ)

satisfies an inequality of the form given in part (4.1.29).

For part (iv): Since F is a probability distribution this follows from the
bounds given in part (iii).

Lemma 4.1.13. There exists a sequence {kn}∞n=0 such that

lim
n→∞

kn+1

kn
= 0,

and such that, for every finite n ∈ 0, 1, . . . , every l ∈ {0, 1, 2} and every
(y, t, ξ, ϑ) ∈ Dκ the following identities and inequalities are valid:

(i)

∂lGIλ,κ,n (y, t, ξ, ϑ)

∂yl
=

∫ t

ϑ

∫ κ

0

∂lGLλ,κ (y, t, z, s)

∂yl
QI,κ,n (z, s, ξ, ϑ) dzds,

and

∂GIλ,κ,n (y, t, ξ, ϑ)

∂t
= QI,κ,n (y, t, ξ, ϑ)

+

∫ t

ϑ

∫ κ

0

∂GLλ,κ (y, t, z, s)

∂t
QI,κ,n (z, s, ξ, ϑ) dzds.

(ii)
∣∣∣∣
∂lGIλ,κ,n (y, t, ξ, ϑ)

∂yl

∣∣∣∣ ≤ kn (t− ϑ)
n+ 1−l

2

×
∫ ∞

0

. . .

∫ ∞

0

exp


−1

4
c0

(
y − ξ −∑n

j=0 ζj

)2

t− ϑ




× dF (ζ1), . . . , dF (ζn),
∣∣∣∣
∂GIλ,κ,n (y, t, ξ, ϑ)

∂t

∣∣∣∣ ≤ kn (t− ϑ)
n− 1

2

×
∫ ∞

0

. . .

∫ ∞

0

exp


−1

4
c0

(
y − ξ −∑n

j=0 ζj

)2

t− ϑ




× dF (ζ1), . . . , dF (ζn),
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and

|GIλ,κ,n (y, t, ξ, ϑ)| ≤ kn (min (y, κ− y))
1
2 (t− ϑ)

n+ 1
4

×
∫ ∞

0

. . .

∫ ∞

0

(
exp


−1

4
c0

(
y − ξ −∑n

j=0 ζj

)2

t− ϑ




+ exp


−1

4
c0

(
κ− ξ −∑n

j=0 ζj

)2

t− ϑ




+ exp


−1

4
c0

(
ξ +

∑n
j=0 ζj

)2

t− ϑ



)

× dF (ζ1), . . . , dF (ζn).

(iii)

∂lGIλ,κ (y, t, ξ, ϑ)

∂yl
=

∫ t

ϑ

∫ κ

0

∂lGLλ,κ (y, t, z, s)

∂yl
QI,κ (z, s, ξ, ϑ) dzds,

and

∂GIλ,κ (y, t, ξ, ϑ)

∂t
= QI,κ (y, t, ξ, ϑ)

+

∫ t

ϑ

∫ κ

0

∂GLλ,κ (y, t, z, s)

∂t
QI,κ (z, s, ξ, ϑ) dzds,

Furthermore, there exists a constant C such that for every (y, t, ξ, ϑ), and
every l ∈ {0, 1, 2}

∣∣∣∣
∂lGIλ,κ (y, t, ξ, ϑ)

∂yl

∣∣∣∣ ≤ C (t− ϑ)
1−l
2 ,

and ∣∣∣∣
∂GIλ,κ (y, t, ξ, ϑ)

∂t

∣∣∣∣ ≤ C (t− ϑ)
− 1

2 .

(iv) For every ξ ∈ (0, κ) and 0 ≤ ϑ < t ≤ 1

GA,κ (y, t, ξ, ϑ) = GLλ,κ (y, t, ξ, ϑ) +GIλ,κ (y, t, ξ, ϑ) .

Proof. For part (i): These identities follow from similar calculations as in the
proof of Lemma 4.1.5, using the bounds given in Lemma 4.1.12.

For part (ii): It follows from the identities in part (i) that, for every finite n

∂2GIλ,κ (y, t, ξ, ϑ)

∂y2
=

3∑

j=1

Ij,n,
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where

I1,n =

∫ t

ϑ

∫ κ

0

∂2GLλ,κ (y, t, z, s)

∂y2
(QI,κ,n (z, s, ξ, ϑ)−QI,κ,n (y, s, ξ, ϑ)) dzds,

I2,n =

∫ t

ϑ

(QI,κ,n (y, s, ξ, ϑ)−QI,κ,n (y, t, ξ, ϑ))

∫ κ

0

∂lGLλ,κ (y, t, z, s)

∂yl
dzds,

and

I3,n = QI,κ,n (y, t, ξ, ϑ)

∫ t

ϑ

∫ κ

0

∂lGLλ,κ (y, t, z, s)

∂yl
dzds.

A calculation using the bounds given in Lemma 4.1.10, Lemma 4.1.12 and
Proposition 3.0.2, and invoking the Fubini’s theorem to change the order of
integration, yields that, for some constant C, not depending on n

|I1,n| ≤ Ckn (t− ϑ)
− 1

2

∫ ∞

0

. . .

∫ ∞

0

exp


−1

4
c0

(
y −∑n

j=0 ζj

)2

t− ϑ




×
∫ t

ϑ

(t− s)− 1
2 (s− ϑ)

n− 1
2 dsdF (ζ1) . . . dF (ζn) ,

≤ C Γ
(

1
2

)
Γ
(
n+ 1

2

)

Γ (n+ 1)
kn (t− ϑ)

n− 1
2

×
∫ t

ϑ

(t− s)− 1
2 exp


−1

4
c0

(
y −∑n

j=0 ζj

)

t− ϑ




× dF (ζ1) . . . dF (ζn) ,

where {kn}∞n=0 is a sequence of positive constants, such that

lim
n→∞

kn+1

kn
= 0.

It follows from the above that the stated bound for
∣∣∣∣
∂2GIλ,κ (y, t, ξ, ϑ)

∂y2

∣∣∣∣

is valid for |I1,n|. Similar calculations yield that bounds of the form given in
the claim are also valid for |I2,n| and |I3,n|, and thus the stated bound for

∣∣∣∣
∂2GIλ,κ (y, t, ξ, ϑ)

∂y2

∣∣∣∣

is valid. Other calculations along these lines also yield that the stated bounds
for ∣∣∣∣

∂lGIλ,κ (y, t, ξ, ϑ)

∂yl

∣∣∣∣ , l ∈ {0, 1} ,

and ∣∣∣∣
∂GIλ,κ (y, t, ξ, ϑ)

∂t

∣∣∣∣ ,

are also valid.
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For part (iii): This follows from uniform convergence and similar considera-
tions as in the proof of Lemma 4.1.5.

For part iv: Since GLλ,κ (y, t, ξ, ϑ) is the Green function associated with the
differential operator GIλ,κ (y, t, ξ, ϑ), with Dirichlet boundary conditions, and
because of the properties given in part (iii), the only property that remains to
be shown is that, for every ξ ∈ (0, κ) and 0 ≤ ϑ < t ≤ 1,

lim
y→0

GIλ,κ (y, t, ξ, ϑ) = lim
y→κ

GIλ,κ (y, t, ξ, ϑ) = 0.

Since GLλ,κ (y, t, ξ, ϑ) is continuous and vanishes at y = 0 and y = κ, a similar
calculation as in the proof Proposition 3.0.4 yields that, for some constant C,
the following bound is valid for every (y, t, ξ, ϑ) ∈ Dκ:

|GLλ,κ (y, t, ξ, ϑ)| ≤ C min
(√
y,
√
κ− y

)
(t− ϑ)

− 3
4 .

Because of this inequality and the bound on QI,κ (y, t, ξ, ϑ), the Dominated
Convergence Theorem can be applied to yield the inequality stated in part (iv).

Theorem 4.1.2. Assume that σR = r = 0 and that the bound (4.0.38) on the
tail distribution function F̄ holds. Then there exist constants C and Cβ, where
Cβ depends on β, such that for every n ∈ 0, 1, . . . , and every l ∈ {0, 1, 2}

the following inequalities are all valid:

∣∣∣∣
∂lψ3,γ(y, t)

∂yl

∣∣∣∣ ≤ Cβt
4−l
2 (1 + y)

−β
,

∣∣∣∣
∂ψ3,γ(y, t)

∂t

∣∣∣∣ ≤ Cβt (1 + y)
−β

,

(4.1.31)

|ψ3,γ(y, t)| ≤ Ct 7
4 min (y, γ − y)

1
2 , (4.1.32)

∣∣∣∣
∂lψ3,γ(y, t)

∂yl

∣∣∣∣ ≤ Cβt
4−l
2 (1 + y)

−β
,

∣∣∣∣
∂ψ3,γ(y, t)

∂t

∣∣∣∣ ≤ Cβt (1 + y)
−β

,

(4.1.33)

∣∣∣∣
∂lψγ(y, t)

∂yl

∣∣∣∣ ≤ C
(
t−

l
2 exp

(
−1

4
c0
y2

t

)
+ t

2−l
2 Cβ (1 + y)

−β
)

and

∣∣∣∣
∂ψγ(y, t)

∂t

∣∣∣∣ ≤ C
(
t−1 exp

(
−1

4
c0
y2

t

)
+ Cβ (1 + y)

−β
)
.

(4.1.34)

Proof. For every n ∈ 0, 1, . . . , and (y, t) ∈ [0, γ]× [0, 1] let

ψ3,b,γ,n(y, t) =

∫ t

0

∫ γ

0

GIλ,γ,n (y, t, ξ, ϑ)H2,γ (ξ, ϑ) dξdϑ

and let

ψ3,b,γ(y, t) =

∫ t

0

∫ γ

0

GIλ,γ (y, t, ξ, ϑ)H2,γ (ξ, ϑ) dξdϑ.

55



It follows from Lemma 4.1.11 that the inequalities given in equation (4.1.31)
are valid for ψ3,a,γ(y, t) (defined in Definition 4.1.8). Thus, to establish these
bounds, what remains is to show that they also hold for ψ3,b,γ(y, t). Once this is
done, it will follow from the already established regularity properties of ψ1,γ(y, t)
and ψ2,γ(y, t) that the inequalities given in equation (4.1.34) are all valid. This
can be done in 3 steps.

The first step is to use the bounds given in Lemma 4.1.13 to show that, for
every (y, t) ∈ (0, γ)× (0, 1], every finite n ∈ 0, 1, . . . , and every l ∈ {0, 1, 2}

∂lψ3,b,γ,n(y, t)

∂yl
=

∫ t

0

∫ γ

0

∂lGIλ,γ,n
∂yl

H2,γ (ξ, ϑ) dξdϑ (4.1.35)

and

∂ψ3,b,γ,n(y, t)

∂t

∫ t

0

∫ γ

0

∂GIλ,γ,n
∂t

H2,γ (ξ, ϑ) dξdϑ. (4.1.36)

The second step is to establish that there exists a sequence {kn} of positive
numbers and a constant Cβ , depending on β, such that

lim
n→∞

kn+1

kn
= 0,

and such that, for every (y, t) ∈ (0, γ) × (0, 1], every n ∈ 0, 1, . . . , and every
l ∈ {0, 1, 2} ∣∣∣∣

∂lψ3,b,γ,n(y, t)

∂yl

∣∣∣∣ ≤ Cβtn+ 6−l
2 (1 + y)

−β
, (4.1.37)

and ∣∣∣∣
∂ψ3,b,γ,n(y, t)

∂t

∣∣∣∣ ≤ Cβtn+2 (1 + y)
−β

. (4.1.38)

The last step is to establish that

∂lψ3,b,γ(y, t)

∂yl
=

∞∑

n=0

∂lψ3,b,γ,n(y, t)

∂yl
(4.1.39)

and that
∂ψ3,b,γ(y, t)

∂t
=
∞∑

n=0

∂ψ3,b,γ,n(y, t)

∂t
. (4.1.40)

It follows from the identity (4.1.36), the regularity bounds obeyed by GIλ,γ,n
stated in Lemma 4.1.13, and Fubini’s theorem, that there exists a sequence
{kn}∞n=0 and a constant Cβ , depending on β, such that

lim
n→∞

kn+1

kn
= 0.
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Also
∣∣∣∣
∂ψ3,γ,b,n(y, t)

∂t

∣∣∣∣ ≤ kn
∫ ∞

0

. . .

∫ ∞

0

∫ t

0

(t− ϑ)
n− 1

2

×
∫ γ

0

exp


−1

4
c0

(
y − ξ −∑n

j=0 ζj

)2

t− ϑ


H2,γ (ξ, ϑ)

× dξdϑdF (ζ0) . . . dF (ζn)

≤ I1,n + I2,n + I3,n,

where

I1,n = Cβkn (1 + y)
−β
∫ ∞

0

. . .

∫ ∞

0

∫ t

0

(t− ϑ)
n− 1

2 ϑ

×
∫ γ

y
2

exp


−1

4
c0

(
y − ξ −∑n

j=0 ζj

)2

t− ϑ




× dξdϑdF (ζ0) . . . dF (ζn) ,

I2,n = kn exp

(
− 1

128
c0
y2

t

)∫

{ζ0,...,ζn≥0:
∑n
j=0 ζj≤

y
4}

×
∫ t

0

(t− ϑ)
n− 1

2 ϑ

×
∫ y

2

0

exp


−1

8
c0

(
y − ξ −∑n

j=0 ζj

)2

t− ϑ




× dξdϑdF (ζ0) . . . dF (ζn) ,

and

I3,n = knt
n+2

∫

{ζ0,...,ζn≥0:
∑n
j=0 ζj>

y
4}
dF (ζ0) . . . dF (ζn) .

From the above it is clear that the stated bounds holds for I1,n and I2,n. More-
over, we observe that it follows from the assumption (4.0.38) on the tail distri-
bution function F̄ that, for every ζ0, ζ1, . . . , ζn ≥ 0,

Π∞j=0F̄ (ζ0) F̄ (ζ1) . . . , F̄ (ζn) ≤ Cn [(1 + ζ0) (1 + ζ1) · · · × (1 + ζn)]
−β

≤ Cn

1 +

n∑

j=0

ζj



−β

.

Since limn→∞
kn+1

kn
= 0, it follows from this inequality that the stated

bound (4.1.38) also holds for I3,n. Similar calculations also yield that the bounds
given in equation (4.1.37) and (4.1.32) also hold. Similar reasoning, also based
on uniform convergence, as in the proof of Lemma 4.1.5, yields that the dif-
ferentiation can be done term by term, as indicated in the identities (4.1.39)
and (4.1.40).
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4.2 Unbounded coefficients

4.2.1 Global estimates for a subproblem with unbounded coefficients

In this section we will study the equation (3.0.9)) when σR > 0. We will
assume that σR is positive, and not look into the case σR = 0, r > 0. In much
the same way as we did in Section 4.1.1 and Section 4.1.2, we will do this by
obtaining bounds for some Green functions, denoted ĜL̂,κ and ĜÂ,κ, with the

above assumption. Because the coefficients of L are not bounded on (0,∞) it is
very hard to prove directly the existence of the fundamental solution associated
with L. This is only one of the number of problems that arise when σR is
positive. Instead of working with the original Green function we will work with
something we call an auxiliary Green function.

The basic idea is to consider the function

ψ̂2,κ̂ (x, t) := ψ2,κ (ex − 1, t) , (x, t) ∈ [0, ln (κ+ 1)] .

From the definition above it is obvious that

ψ2,κ (y, t) = ψ̂2,κ̂ (x, t) (y, t) ∈ [0, κ] .

and the chain rule yields the result below.

Definition 4.2.1. Let

â1,1 (x) :=
1

2

(
σ2
pe
−2x + σ2

R

(
1− e−x

)2)
, x ≥ 0,

let
â1 (x) :=

(
pe−x + r

(
1− e−x

))
− â1,1(x), x ≥ 0,

and let

L̂ :=

(
â1,1 (x)

∂2

∂x2
+ â1 (x)

∂

∂x

)
, x ≥ 0.

Lemma 4.2.1. Let the function H1,κ be as in Section 3. ψ̂2,κ̂ (x, t) is the unique
solution of the PDE





ψ̂2,κ̂(x, 0) = 0, x ∈ (0, ln (1 + κ)) ,

ψ̂2,κ̂(0, t) = 0, t ∈ [0, 1] ,

ψ̂2,κ̂ (ln (1 + κ) , t) = 0, t ∈ [0, 1] ,
∂ψ̂2,κ̂(x,t)

∂t − L̂ψ̂2,κ̂ (x, t) = H1,κ (ex − 1, t) , (x, t) ∈ (0, ln (1 + κ))× (0, 1].

(4.2.1)

Proof. Let
x = ln (1 + y) .

From the definition and the chain rule it follows that

∂ψ̂2,κ̂ (x, t)

∂x
= ex

∂ψ2,κ (y, t)

∂y

∣∣∣∣
y=ex−1

,
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and that

∂2ψ̂2,κ̂ (x, t)

∂x2
= e2x

(
∂ψ2,κ (y, t)

∂y

∣∣∣∣
y=ex−1

+
∂2ψ2,κ (y, t)

∂y2

∣∣∣∣
y=ex−1

)
.

The claim follows from the identities above, the maximum theorem (similar
to the uniqueness of the PDE (3.0.9)) and ψ2,κ (y, t) being a solution of the
PDE (3.0.9).

Crucially the coefficients of the differential operator L̂ are bounded on (0,∞).
As we shall see this property enables us to obtain regularity estimates for
ψ̂2,κ̂ (x, t) similar to those we obtained for the PDE (3.0.9), where we assumed
constant coefficients.

Starting with the representation formula below, much of what will follow will
resemble the discussion in sections 4.1.1.

Definition 4.2.2. Let
κ̂ := ln (1 + κ) ,

and let 



Dκ̂ = {x, t, ξ, ϑ : x, ξ ∈ (0, κ̂) , 0 ≤ ϑ < t ≤} ,
∂Dκ̂ = {x, t, ξ, ϑ : x, ξ ∈ {0, κ̂} , 0 ≤ ϑ < t ≤ 1} ,
D̄t,κ̂ = Dκ̂ ∪ ∂Dκ̂.

Theorem 4.2.1. There exists a unique Green function ĜL̂,κ̂ (x, t, ξ, ϑ) associ-

ated with the differential operator L̂ and Dirichlet boundary conditions on the
domain Dκ̂, i.e. satisfying the conditions in Definition 3.0.1 with L replaced by
L̂ and κ replaced by κ̂. Furthermore, for every (y, t) ∈ (0, κ̂)× (0, 1]

ψ̂2,κ̂(x, t) =

∫ t

0

∫ κ̂

0

ĜL̂,κ̂ (x, t, ξ, ϑ)H1,κ(eξ − 1, ϑ)dξdϑ.

Proof. This can be shown using arguments similar to those that lead to the
result in Theorem 3.0.3.

In the next section we will discuss the regularity of a function we will refer to
as the auxiliary fundamental solution. Similar to what we did in Section 4.1.1
and Section 4.1.2, we will use this function to construct the Green function
ĜL̂,κ̂. After that a similar calculation as in Section 4.1.2 will yield estimates

of the derivatives of ψ̂2,κ̂(x, t), which in turn can be used to obtain estimates

of the derivatives of ψ2,κ(x, t). We will construct the Green function ĜL̂,κ̂ by
first constructing a fundamental solution and a Green function associated with,
not the differential operator L̂, but a ”smaller” equation, that only includes
the second order term. We then use the Green function associated with the
second order term as building material for ĜL̂,κ̂, similar to our construction of

the Green function for the whole operator A from a simpler equation (assuming
constant coefficients) in section 4.1.2. For technical reasons (we want to invoke
Theorem V.1.3.5 and Theorem V.5.5) we will define a fundamental solution

associated with an extension of the second order term â1,1 (x) ∂2

∂x2 to the whole
line, that preserves the differentiability, uniform ellipticity and boundedness of
the coefficients.
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Definition 4.2.3. Let

â∗1,1 (x) =

{
â1,1 (x) x ≥ 0,
1
2σ

2
p +

[
(1− ex)σ2

P + 1
2σ

2
Px

2ex
]

+ 1
2

(
σ2
R + 2σ2

P

)
x2ex, x < 0,

,

let

â∗1 (x) =

{
â1 (x) x ≥ 0,

â1 (0) x < 0,
,

let

L̂0 := â∗1,1 (x)
∂2

∂x
and let

Γ̂L̂0
(x, t, ξ, ϑ)

be the fundamental solution associated with the differential operator L̂0.

It can be calculated that the extended second order coefficient â∗1,1 and the
first order coefficient â1 (restricted to x > 0) are smooth, uniformly elliptic and
bounded. We state these properties in the next result without giving a proof.

Proposition 4.2.1. The extended second order coefficient â∗1,1 and the re-
stricted â1 (x) are bounded and two times continuously differentiable, on the
real line and for positive x, respectively. Furthermore, for every x ≥ 0

1

2

[
σ2
pσ

2
R

σ2
p + σ2

R

]
≤ â1,1 (x) ≤ 1

2
max

(
σ2
P , σ

2
R

)

and, for some constant C, the following inequalities are valid for x > 0:

|â1 (x)| ≤ C
|â1,1

′ (x)| ≤ C
|â1
′ (x)| ≤ C

|â1,1
′′ (x)| ≤ C

|â1
′′ (x)| ≤ C.

Definition 4.2.4. For (x, t, ξ, ϑ) ∈ D let

Γ̂L̂0
(x, t, ξ, ϑ) :=

1√
2π (t− ϑ) â∗1,1 (ξ)

exp

(
− (x− ξ)2

4â∗1,1 (ξ) (t− ϑ)

)
, (4.2.2)

and let

ĉ0 :=
1

2
max

(
σ2
P , σ

2
R

)
.

Basic calculations yield that the function defined above has certain properties
that we state in the next two results without giving a proof. Because of these
basic properties it follows that Γ̂L̂0

is a fundamental solution associated with
the extended second order term, as stated in Lemma 4.2.2 below. The main idea
that be inferred from these results is that the principal term can be split into
two terms, where the first term behaves very much like the principal term in the
case of constant coefficients, while the second term has a weaker singularity than
the first. We will use these properties primarily when, as part of the effort to
construct the auxiliary Green function, we want do integration by parts similar
to what we relied on in the proof of Lemma 4.1.3.
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Proposition 4.2.2. For every (x, t, ξ, ϑ) ∈ D

Γ̂L̂0
(x, t, ξ, ϑ) = Γ̂L̂0

(x, t− ϑ, ξ, 0) ,

∂Γ̂L̂0
(x, t, ξ, ϑ)

∂x
= − x− ξ

2â∗1,1 (ξ) (t− ϑ)
Γ̂L̂0

(x, t, ξ, ϑ) ,

∂2Γ̂L̂0
(x, t, ξ, ϑ)

∂x2
=

Γ̂L̂0
(x, t, ξ, ϑ)

2â∗1,1 (ξ) (t− ϑ)

[
−1 +

(x− ξ)2

2â∗1,1 (ξ) (t− ϑ)

]
,

∂Γ̂L̂0
(x, t, ξ, ϑ)

∂t
= â∗1,1 (ξ)

∂2Γ̂L̂0
(x, t, ξ, ϑ)

∂x2
,

∂Γ̂L̂0
(x, t, ξ, ϑ)

∂ξ
= −

∂Γ̂L̂0
(x, t, ξ, ϑ)

∂x

+ Γ̂L̂0
(x, t, ξ, ϑ)

â∗1,1
′ (ξ)

â∗1,1 (ξ)

[
−1

2
+

1

4â∗1,1 (ξ)

(x− ξ)2

t− ϑ

]
,

∂3Γ̂L̂0
(x, t, ξ, ϑ)

∂x2∂ξ
=

1

â∗1,1 (ξ)

[
â∗1,1

′ (ξ)

â∗1,1 (ξ)

∂Γ̂L̂0
(x, t, ξ, ϑ)

∂ϑ
−
∂2Γ̂L̂0

(x, t, ξ, ϑ)

∂ξ∂ϑ

]
.

Proposition 4.2.3. There exists a positive constant C such that,
for every (x, t, ξ, ϑ) ∈ D × R, the following inequalities hold:

∣∣∣Γ̂L̂0
(x, t, ξ, ϑ)

∣∣∣ ≤ C (t− ϑ)
− 1

2 exp

(
−ĉ0

(x− ξ)2

(t− ϑ)

)
,

∣∣∣∣∣
∂Γ̂L̂0

(x, t, ξ, ϑ)

∂x

∣∣∣∣∣ ≤ C |x− ξ| (t− ϑ)
− 3

2 exp

(
−ĉ0

(x− ξ)2

(t− ϑ)

)
,

∣∣∣∣∣
∂2Γ̂L̂0

(x, t, ξ, ϑ)

∂x2

∣∣∣∣∣ ≤ C (t− ϑ)
− 3

2 exp

(
−ĉ0

(x− ξ)2

(t− ϑ)

)
,

∣∣∣∣∣
∂2Γ̂L̂0

(x, t, ξ, ϑ)

∂t2

∣∣∣∣∣ ≤ C (t− ϑ)
− 5

2 exp

(
−ĉ0

(x− ξ)2

(t− ϑ)

)
,

∣∣∣∣
∫ ∞

−∞
Γ̂L̂0

(x, t, ξ, ϑ) d (x− ξ)− 1

∣∣∣∣ ≤ C
√
t− ϑ,

∣∣∣∣∣
∂Γ̂L̂0

(x, t, ξ, ϑ)

∂ξ
+
∂Γ̂L̂0

(x, t, ξ, ϑ)

∂x

∣∣∣∣∣ ≤ C (t− ϑ)
− 1

2

× exp

(
−1

2
ĉ0

(x− ξ)2

(t− ϑ)

)
,

∣∣∣∣∣
∂2Γ̂L̂0

(x, t, ξ, ϑ)

∂x∂ξ
+
∂2Γ̂L̂0

(x, t, ξ, ϑ)

∂x2

∣∣∣∣∣ ≤ C |x− ξ| (t− ϑ)
− 3

2

× exp

(
−1

2
ĉ0

(x− ξ)2

(t− ϑ)

)
,

61



and
∣∣∣∣∣
∂3Γ̂L̂0

(x, t, ξ, ϑ)

∂ξ∂x2
− 1

â∗1,1(x)

{
∂Γ̂L̂0

(x, t, ξ, ϑ)

∂ξ∂ϑ
+

â∗1(x)

â∗1,1(x)

∂Γ̂L̂0
(x, t, ξ, ϑ)

∂ϑ

}∣∣∣∣∣

≤ C (t− ϑ)
− 1

2

(
1 +
|x− ξ|
t− ϑ

)
exp

(
−1

2
ĉ0

(x− ξ)2

(t− ϑ)

)
.

Lemma 4.2.2. Γ̂L̂0
is the unique (principal) Fundamental solution associated

with the equation L̂0.

Proof. This can be calculated using the identities and inequalities given in
Proposition 4.2.2 and Proposition 4.2.3.

Analogous to the construction of the Green function GL,κ̂ in Section 4.1.1
(where we assumed constant coefficients), we can construct the Green function
associated with just the second order term by solving the PDE given in the next
result below.

Lemma 4.2.3. Let ĝ∗
L̂0,κ̂

(x, t, ξ) be the unique classical solution of the equation





ĝ∗
L̂0,κ̂

(0, 0, ξ) = 0, x ∈ [0, κ̂] ,

ĝ∗
L̂0,κ̂

(0, t, ξ) = Γ̂L̂0
(0, t, ξ, 0) , t ∈ (0, 1],

ĝ∗
L̂0,κ̂

(κ, t, ξ, 0) = Γ̂L̂0
(κ, t, ξ, 0) , t ∈ (0, 1],

∂ĝ∗
L̂0,κ̂

(x,t,ξ)

∂t = â1,1(x)
∂2ĝ∗

L̂0,κ̂

∂x2 (x, t, ξ) , (x, t) ∈ (0, κ̂)× (0, 1].

(4.2.3)

Let
ĝL̂0,κ̂

(x, t, ξ, ϑ) := ĝ∗
L̂0,κ̂

(x, t− ϑ, ξ), (x, t, ϑ, ξ) ∈ D̄L̂0,κ̂
.

Assume in addition that for any smooth function f (ξ, ϑ) with compact support,
any (x, t) ∈ (0, κ)× (0, 1], and l ∈ {1, 2}

∂l

∂xl

∫ t

0

∫ κ̂

0

ĝL̂0,κ̂
(x, t, ξ, ϑ) f (ξ, ϑ) dξ =

∫ t

0

∫ κ̂

0

∂lĝL̂0,κ̂
(x, t, ξ, ϑ)

∂xl
f (ξ, ϑ) dξ,

∂

∂t

∫ t

0

∫ κ̂

0

ĝL̂0,κ̂
(x, t, ξ, ϑ) f (ξ, ϑ) dξ =

∫ t

0

∫ κ̂

0

∂ĝL̂0,κ̂
(x, t, ξ, ϑ)

∂t
f (ξ, ϑ) dξ,

(4.2.4)

and that for any smooth function φ(y) with compact support

lim
t−ϑ→0

∫ κ̂

0

ĝL̂0,κ̂
(x, t, ξ, ϑ)φ(ξ)dξ = 0. (4.2.5)

Then
ĜL̂0,κ̂

(x, t, ξ, ϑ) = Γ̂L̂0
(x, t, ξ, ϑ)− ĝL̂0,κ̂

(x, t, ξ, ϑ)

is the unique Green function associated with the differential operator L̂0 and
Dirichlet boundary conditions.

Proof. Because of the symmetry property between the variables t and ϑ this
follows from reasoning similar to the proof of Lemma 4.1.1.
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It follows from the lemma following after the definitions below that the
sequences and series in the definitions below are actually well defined.

Definition 4.2.5. For
g ∈ C ([0, 1],R)

let

P̂
(1)
g,γ̂ (x, t) :=

∫ t

0

â1,1 (γ̂)
∂Γ̂L̂0

(x, t, η, ϑ)

∂η

∣∣∣∣
η=γ̂

g (ϑ) dϑ, y ≥ 0, t ∈ [0, 1]

and

P̂ (2)
g (x, t) :=

∫ t

0

â1,1 (0)
∂Γ̂L̂0

(x, t, η, ϑ)

∂η

∣∣∣∣
η=0

g (ϑ) dϑ, y ≥ 0, t ∈ [0, 1] ,

and for

g =
(
g(1) (t) , g(2) (t)

)
∈ C

(
[0, 1],R2

)

let
P̂g,γ̂ (x, t) := P̂

(1)

g(1),γ
(x, t)− P̂ (2)

g(2)
(x, t) , t ∈ [0, 1] .

Definition 4.2.6. Let

V̂
(1)
ξ,0,γ (t) := −2Γ̂L̂0

(γ̂, t, ξ, 0) , (t, ξ) ∈ [0, 1]× (0, γ̂) ,

V̂
(2)
ξ,0,γ̂ (t) := −2Γ̂L̂0

(0, t, ξ, 0) , (t, ξ) ∈ [0, 1]× (0, γ̂) , and

V̂ξ,0,γ̂ (t, ξ) :=
(
V̂

(1)
ξ,0,γ (t) , V̂

(2)
ξ,0,γ̂ (t)

)
.

For n ∈ 0, 1, 2, . . . , define

V̂ξ,n,γ̂ =
(
V̂

(1)
ξ,n,γ̂ (t, ξ) , V̂

(2)
ξ,n,γ̂ (t, ξ)

)

recursively by

V̂
(1)
ξ,n+1,γ̂ (t) := 2P̂V̂ξ,n,γ̂ ,γ̂

(γ̂, t) , t ∈ [0, 1] ,

V̂
(2)
ξ,n+1,γ̂ (t) := 2P̂V̂ξ,n,γ̂ ,γ̂

(0, t) . t ∈ [0, 1] , n ∈ 0, 1, . . . , t ∈ [0, 1] ,

V̂ξ,n+1,γ̂ (t) :=
(
V̂

(1)
ξ,n+1,γ̂ (t) , V̂

(2)
ξ,n+1,γ̂ (t)

)
, n ∈ 0, 1, . . . , t ∈ [0, 1] .

Let

Û
(1)
ξ,n,γ̂ (t) :=

n∑

k=0

V̂
(1)
ξ,k (t) , t ∈ [0, T ] , n ∈ 0, 1, . . . ,

Û
(2)
ξ,n,γ̂ (t) :=

n∑

k=0

V̂
(2)
ξ,k , n ∈ 0, 1, . . . ,

let
Ûξ,n,γ̂ (t) :=

(
Û

(1)
ξ,n,γ̂ (t) , Û

(2)
ξ,n,γ̂ (t)

)
, n ∈ 0, 1, . . . ,

let
Û

(1)
ξ,γ̂ (t) := lim

n→∞
Û

(1)
ξ,n,γ̂(t), t ∈ [0, 1] ,
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Û
(2)
ξ,γ̂ (t) := lim

n→∞
Û

(2)
ξ,n,γ̂(t), t ∈ [0, 1] ,

and let
Ûξ,γ̂ (t) :=

(
Û

(1)
ξ,γ̂ (t) , Û

(2)
ξ,γ̂ (t)

)
.

Lemma 4.2.4. (i) For every n ∈ 0, 1, . . . , V̂
(1)
ξ,n,γ̂ (t) and V̂

(2)
ξ,n,γ̂ (t) are contin-

uous on [0, 1] and differentiable on (0, 1], and the same holds for Û
(1)
ξ,γ̂ and

Û
(2)
ξ,γ̂ . Furthermore, there exists a sequence of positive constants {kn}∞n=0

such that
∑∞
n=0 kn < ∞, and a constant C, such that for every t ∈ (0, 1]

and l ∈ {0, 1, 2} the identities and inequalities stated below are all valid:

−1

2
Û

(1)
ξ,n,γ̂ (t) + P̂Ûξ,n,γ̂

(γ̂, t) = Γ̂L̂0
(γ̂, t, ξ, 0) + P̂V̂ξ,n,γ̂

(γ̂, t) ,

−1

2
Û

(2)
ξ,n,γ̂ (t) + P̂Ûξ,n,γ̂

(0, t) = Γ̂L̂0
(0, t, ξ, 0) + P̂V̂ξ,n,γ̂

(0, t) ,
∣∣∣∣∣
∂lV̂

(1)
ξ,n,γ̂ (t)

∂tl

∣∣∣∣∣ ≤ knt
n−1
2 −l exp

(
−1

4
ĉ0

(γ̂ − ξ)2

t

)
,

∣∣∣∣∣
∂lV̂

(2)
ξ,n,γ̂ (t)

∂tl

∣∣∣∣∣ ≤ knt
n−1
2 −l exp

(
−1

4
ĉ0
ξ2

t

)
,

∣∣∣∣∣
∂lÛ

(1)
ξ,γ̂ (t)

∂tl

∣∣∣∣∣ ≤ Ct
− 1

2−l exp

(
−1

4
ĉ0

(γ̂ − ξ)2

t

)
,

∣∣∣∣∣
∂lÛ

(1)
ξ,γ̂ (t)

∂tl

∣∣∣∣∣ ≤ Ct
− 1

2−l exp

(
−1

4
ĉ0

(γ̂ − ξ)2

t

)
,

∣∣∣∣∣
∂lÛ

(2)
ξ,γ̂ (t)

∂tl

∣∣∣∣∣ ≤ knt
− 1

2−l exp

(
−1

4
ĉ0
ξ2

t

)
.

(ii) For every fixed ξ ∈ (0, γ̂), Ûξ,γ̂ (t) is a solution of the integral equation

{
− 1

2Û
(1)
ξ,γ̂(t) + P̂Ûξ,γ̂ ,γ̂

(γ̂, t) = Γ̂L̂∗ (γ̂, t, ξ, 0) , t ∈ (0, 1],

− 1
2Û

(2)
ξ,γ̂(t) + P̂Ûξ,γ̂ ,γ̂

(0, t) = Γ̂L̂∗ (0, t, ξ, 0) , t ∈ (0, 1].
(4.2.6)

(iii) There exists a constant C such that for every (x, t, ξ, ϑ) ∈ D̄γ̂
∣∣∣P̂Ûξ,γ̂ ,γ̂

(x, t)
∣∣∣ ≤ C (t− ϑ)

− 1
2

(
exp

(
−1

2
ĉ0

(x− γ̂)
2

+ 1
2 (ξ − γ̂)

2

t− ϑ

)

+ exp

(
−1

2
ĉ0
x2 + 1

2ξ
2

t− ϑ

))
.

(iv) PÛξ,γ̂
(x, t) is the classical solution of the PDE (4.2.3).

Proof. Because of the symmetry property between the variables t and ϑ and
the bounds given in Proposition 4.2.2 and Proposition 4.2.3, the lemma follows
from Theorem V.5.5 in Garroni and Menaldi (1992) and similar calculations as
in the proof of Lemma 4.1.2.
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Definition 4.2.7. For every n ∈ 0, 1, . . . , and (ξ, t) ∈ (0, γ)× (0, 1] let

V̂
(1)
γ̂ (ξ, t) := V̂

(1)
ξ,n,γ̂ (t) ,

let
V̂

(2)
γ̂ (ξ, t) := V̂

(2)
ξ,n,γ̂ (t) ,

let
Û

(1)
γ̂ (ξ, t) := Û

(1)
ξ,γ̂ (t) ,

and let
Û

(2)
γ̂ (ξ, t) := Û

(2)
ξ,γ̂ (t) .

Proposition 4.2.4. (i) For every n ∈ 0, 1, 2, . . . , V̂
(1)
ξ,n,γ̂ (ξ, t) and V̂

(1)
ξ,n,γ̂ (ξ, t)

are differentiable with respect to ξ on (ξ, t) ∈ (0, γ̂)× (0, 1]. Furthermore,
there exists a constant C, and a sequence of positive constants {kn}∞n=0

such that,

lim
n→∞

kn+1

kn
= 0,

and such that, for every (ξ, t) ∈ (0, γ)× (0, 1], and l ∈ {0, 1} the following
inequalities are all valid:

∣∣∣∣∣
∂V̂

(1)
ξ,0,γ (ξ, t)

∂ξ

∣∣∣∣∣ ≤ Ct
− 1

2

(
1 +
|γ̂ − ξ|
t

)
exp

(
−ĉ0

(γ̂ − ξ)2

t

)
,

∣∣∣∣∣
∂V̂

(2)
ξ,0,γ̂ (ξ, t)

∂ξ

∣∣∣∣∣ ≤ Ct
− 1

2

(
1 +

ξ

t

)
exp

(
−ĉ0

ξ2

t

)
,

∣∣∣∣∣
∂1+lV̂

(1)
ξ,n,γ̂ (ξ, t)

∂ξ∂tl

∣∣∣∣∣ ≤ knt
n
2−(1+l) exp

(
−1

4
ĉ0

(γ̂ − ξ)2

t

)

and ∣∣∣∣∣
∂1+lV̂

(2)
ξ,n,γ̂ (ξ, t)

∂ξ∂tl

∣∣∣∣∣ ≤ knt
n
2−(1+l) exp

(
−1

4
ĉ0
ξ2

t

)
.

(ii) Û
(1)
γ̂ (ξ, t) and Û

(2)
γ̂ (ξ, t) are differentiable with respect to ξ on (ξ, t) ∈

(0, γ) × (0, T ). Moreover, there exists a constant C such that, for every
(ξ, t) ∈ (0, γ)× (0, 1],

∣∣∣∣∣
∂Û

(1)
γ̂ (ξ, t)

∂ξ

∣∣∣∣∣ ≤ Ct
− 1

2

(
1 +
|γ̂ − ξ|
t

)
exp

(
−1

4
ĉ0

(γ̂ − ξ)2

t

)
,

∣∣∣∣∣
∂Û

(2)
γ̂ (ξ, t)

∂ξ

∣∣∣∣∣ ≤ Ct
− 1

2

(
1 +

ξ

t

)
exp

(
−1

4
ĉ0
ξ2

t

)
,

∣∣∣∣∣
∂2Û

(1)
γ̂ (ξ, t)

∂ξ∂t

∣∣∣∣∣ ≤ Ct
−2 exp

(
−1

4
ĉ0

(γ̂ − ξ)2

t

)

and ∣∣∣∣∣
∂2Û

(2)
γ̂ (ξ, t)

∂ξ∂t

∣∣∣∣∣ ≤ Ct
−2 exp

(
−1

4
ĉ0
ξ2

t

)
.
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Proof. For part (i): It follows from Proposition 4.2.2 that a bound of this form
holds for n = 0. The claim can be established by exploiting the symmetry
property between t and ϑ, and doing a similar induction as in Lemma 4.1.2.
The main problem is the singularity at t = ϑ, but this is only a problem for the
first few terms in the sequence.

For part (ii): This can be established from part (i) and the uniform conver-

gence of the derivatives of Û
(n)
γ̂ (ξ, t) as n→∞.

Lemma 4.2.5. There exists a constant C such that, for every (x, t, ϑ, ξ) ∈ D̄γ̂ ,
and every l ∈ {0, 1, 2} the following inequalities are all valid:

(i)

∣∣∣∣∣
∂lĝL̂0,γ̂

(x, t, ξ, ϑ)

∂xl

∣∣∣∣∣ ≤ C (t− ϑ)
− 1+l

2

(
exp

(
−1

2
ĉ0

(x− γ̂)
2

+ 1
2 (ξ − γ̂)

2

t− ϑ

)

+ exp

(
−1

2
ĉ0
x2 + 1

2ξ
2

t− ϑ

))
.

∣∣∣∣∣
∂ĝL̂0,γ̂

(x, t, ξ, ϑ)

∂ξ

∣∣∣∣∣ ≤ C (t− ϑ)
−1

(
exp

(
−1

2
ĉ0

(x− γ̂)
2

+ 1
2 (ξ − γ̂)

2

t− ϑ

)

+ exp

(
−1

2
ĉ0
x2 + 1

2ξ
2

t− ϑ

))
.

∣∣∣∣∣
∂ĝL̂0,γ̂

(x, t, ξ, ϑ)

∂t

∣∣∣∣∣ ≤ C (t− ϑ)
− 3

2

(
exp

(
−1

2
ĉ0

(x− γ̂)
2

+ 1
2 (ξ − γ̂)

2

t− ϑ

)

+ exp

(
−1

2
ĉ0
x2 + 1

2ξ
2

t− ϑ

))
.

∣∣∣∣∣
∂2ĝL̂0,γ̂

(x, t, ξ, ϑ)

∂x∂t

∣∣∣∣∣ ≤ C (t− ϑ)
−2

(
exp

(
−1

2
ĉ0

(x− γ̂)
2

+ 1
2 (ξ − γ̂)

2

t− ϑ

)

+ exp

(
−1

2
ĉ0
x2 + 1

2ξ
2

t− ϑ

))
.

∣∣∣∣∣
∂2ĝL̂0,γ̂

(x, t, ξ, ϑ)

∂ξ∂x

∣∣∣∣∣ ≤ C (t− ϑ)
− 3

2

(
exp

(
−1

2
ĉ0

(x− γ̂)
2

+ 1
2 (ξ − γ̂)

2

t− ϑ

)

+ exp

(
−1

2
ĉ0
x2 + 1

2ξ
2

t− ϑ

))
.

(ii) For every (x, t, ξ, ϑ) ∈ D̄γ̂

ĜL̂0,γ̂
(x, t, ξ, ϑ) = Γ̂L̂0

(x, t, ξ, ϑ)− ĝL̂0,γ̂
(x, t, ξ, ϑ)

is the Green function associated with the differential operator L̂0 and
Dirichlet boundary conditions.
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(iii) ∣∣∣∣∣
∂lĜL̂0,γ̂

(x, t, ξ, ϑ)

∂yl

∣∣∣∣∣ ≤ C (t− ϑ)
− 1+l

2 exp

(
−1

4
ĉ0

(x− ξ)2

t− ϑ

)
,

∣∣∣∣∣
∂ĜL̂0,γ̂

(x, t, ξ, ϑ)

∂ξ

∣∣∣∣∣ ≤ C (t− ϑ)
−1

exp

(
−1

4
ĉ0

(x− ξ)2

t− ϑ

)
,

∣∣∣∣∣
∂ĜL̂0,γ̂

(x, t, ξ, ϑ)

∂t

∣∣∣∣∣ ≤ C (t− ϑ)
− 3

2 exp

(
−1

4
ĉ0

(x− ξ)2

t− ϑ

)
,

∣∣∣∣∣
∂2ĜL̂0,γ̂

(x, t, ξ, ϑ)

∂x∂ξ

∣∣∣∣∣ ≤ C (t− ϑ)
− 3

2 exp

(
−1

4
ĉ0

(x− ξ)2

t− ϑ

)
,

and
∣∣∣∣∣
∂2ĜL̂0,γ̂

(x, t, ξ, ϑ)

∂x∂t

∣∣∣∣∣ ≤ C (t− ϑ)
− 3

2 exp

(
−1

4
ĉ0

(x− ξ)2

t− ϑ

)
.

Proof. For (i): It follows from the inequalities in Proposition 4.2.3 that the
derivatives of Γ̂L̂0,∗

(x, t, ξ, ϑ) can be written as the sum of terms which be-

have like the fundamental solution with constant coefficients discussed in Sec-
tion 4.1.1. Thus we can calculate bounds for the derivatives using integration
by parts as in the proof of Lemma 4.1.3. Some extra terms have a weaker
singularity. A calculation along these lines yields the stated inequalities.

For part (ii): Because of Lemma 4.2.2 this follows from similar calculations
as in the proof of part (iii) of Lemma 4.1.3.

For part (iii): Since, for any x, ξ ∈ [0, γ̂],

(x− ξ)2 ≤ min
(
x2 + ξ2, (x− γ̂)

2
+ (ξ − γ̂)

2
)
,

this follows from the bounds given in part (i) and the regularity bounds of the
function Γ̂L̂0

.

Proposition 4.2.5. There exists a constant C such that, for every (x, t) ∈
(0, γ̂)× (0, 1]:

∣∣∣∣∣

∫ t

0

∫ γ̂

0

∂2ĝL̂0,γ̂
(x, t, ξ, ϑ)

∂x2
dξdϑ

∣∣∣∣∣ ≤ C
(

exp

(
−1

2
ĉ0

(x− γ̂)
2

t

)

+ exp

(
−1

2
ĉ0
x2

t

))

and
∣∣∣∣∣

∫ t

0

∫ γ̂

0

∂ĝL̂0,γ̂
(x, t, ξ, ϑ)

∂t
dξdϑ

∣∣∣∣∣ ≤ C
(

exp

(
−1

2
ĉ0

(x− γ̂)
2

t

)

+ exp

(
−1

2
ĉ0
x2

t

))
.
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Proof. Let

B̂
(1)
γ̂ (s) =

∫ γ̂

0

U
(1)
γ̂ (ξ, s)dξ, s ∈ (0, 1],

and let

B̂
(2)
γ̂ (s) =

∫ γ̂

0

U
(2)
γ̂ (ξ, s)dξ, s ∈ (0, 1].

A similar calculation as in the proof of Lemma 4.1.7 yields that

∫ t

0

∫ γ̂

0

∂ĝL̂0,γ̂
(x, t, ξ, ϑ)

∂t
dξdϑ = I1 − I2,

where

I1 =

∫ t

0

B(1)(s)

∫ t−ϑ

0

â1,1 (γ̂)
∂2Γ̂L̂0

(x, t− ϑ, η, s)
∂t∂η

∣∣∣∣
η=γ̂

dϑds,

and

I2 =

∫ t

0

B(2)(s)

∫ t−ϑ

0

â1,1 (0)
∂2Γ̂L̂0

(x, t− ϑ, η, s)
∂t∂η

∣∣∣∣
η=0

dϑds.

Calculating the integrals above, using the bounds given in Proposition 4.2.3,
yields that the stated inequalities are valid.

Analogous to what we did in Section 4.1.1, we will construct the Green
function ĜL̂,γ̂ , associated with the entire differential operator L̂ and Dirichlet
boundary condition, by solving an integral equation.

Definition 4.2.8. Let

Q̂γ̂,0 (x, t, ξ, ϑ) := â∗1 (x)
∂ĜL̂0,γ̂

(x, t, ξ, ϑ)

∂x
, (x, t, ξ, ϑ) ∈ D̄γ̂ .

Let the sequence of functions
{
Q̂γ̂,n

}∞
n=0

be defined recursively for

n ∈ 1, 2, . . . , and (x, t, ξ, ϑ) ∈ Dγ by

Q̂γ̂,n+1 (x, t, ξ, ϑ) =

∫ t

ϑ

∫ γ̂

0

Q̂γ̂,0 (x, t, z, s) Q̂γ̂,n (z, s, ξ, ϑ) dzds,

and let

Q̂γ̂ (x, t, ξ, ϑ) =
∞∑

n=0

Q̂γ̂,n (x, t, ξ, ϑ) .

Lemma 4.2.6. Assume that σR > 0. Let α ∈ (0, 1) and let Gα,
α
2

k be the Green
function spaces defined in Definition VII.1.1 in Garroni and Menaldi (1992).

(i) Q̂γ̂ ∈ Gα,
α
2

1 . Moreover, Q̂γ̂ is the unique solution in Gα,
α
2

1 of the integral
equation

Q̂γ̂ (x, t, ξ, ϑ) = Q̂γ̂,0 (x, t, ξ, ϑ) +

∫ t

ϑ

∫ γ̂

0

Q̂γ̂,0 (x, t, z, s) Q̂γ̂ (z, s, ξ, ϑ) dzds.

(4.2.7)
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(ii) There exists a constant C such that, for every (x, t, ξ, ϑ) ∈ D̄γ̂ , every
x′,∈ (0, γ̂),and every t′ ∈ (0, t, ) the following identities and inequalities
are all valid:

Q̂γ̂ (x, t, ξ, ϑ) = Q̂γ̂ (x, t− ϑ, ξ, 0) ,

∣∣∣Q̂γ̂ (x, t, ξ, ϑ)
∣∣∣ ≤ C (t− ϑ)

−1
exp

(
−1

4
ĉ0

(x− ξ)2

t− ϑ

)
,

∣∣∣Q̂γ̂ (x, t, ξ, ϑ)− Q̂γ̂ (x′, t, ξ, ϑ)
∣∣∣ ≤ C |x− x′|

1
2 (t− ϑ)

− 5
4

× exp

(
−1

4
ĉ0

(x− ξ)2

t− ϑ

)
,

and
∣∣∣Q̂γ̂ (x, t, ξ, ϑ)− Q̂γ̂ (x, t′, ξ, ϑ)

∣∣∣ ≤ C |t− t′|
1
4 (t′ − ϑ)

− 5
4

× exp

(
−1

4
ĉ0

(x− ξ)2

t− ϑ

)
.

(iii)
∣∣∣∣∣
∂Q̂γ̂ (x, t, ξ, ϑ)

∂ξ

∣∣∣∣∣ ≤ C (t− ϑ)
− 3

2 exp

(
−1

4
ĉ0

(x− ξ)2

t− ϑ

)
.

Proof. For part (i): It follows from Lemma VII.1.3 in Garroni and Menaldi

(1992), and the bounds given in Lemma 4.2.5, that
∂ĜL,γ̂(x,t,ξ,ϑ)

∂x ∈ Gα,
α
2

1 , and

hence Q̂γ̂,0 ∈ Gα,
α
2

2 . Since Q̂γ̂,0 ∈ Gα,
α
2

1 it follows from Proposition VIII.1.2

in Garroni and Menaldi (1992) that Q̂γ̂ is the unique solution in the function

space Gα,
α
2

1 of the integral equation (4.2.7).

For part (ii): It follows from similar calculations as in the proofs of
Lemma 4.1.12, that these regularity bounds hold for the function∑n
j=0 Q̂γ̂,j (x, t, ξ, ϑ), for any n. Furthermore, it can be shown that these sums

converge uniformly.

For part (iii): We first observe that this bound holds for
∂Q̂γ̂,0(x,t,ξ,ϑ)

∂ξ . A

similar calculation as in the proof of Lemma 4.1.4 part (v) yields that, for some
constant C

∣∣∣∣∣
∂Q̂γ̂,1 (x, t, ξ, ϑ)

∂ξ

∣∣∣∣∣ ≤ C (t− ϑ)
−1

exp

(
−1

4
ĉ0

(x− ξ)2

t− ϑ

)
.

For n ∈ 2, 3, . . . it can be shown by induction that the functions
∂Q̂γ̂,n(x,t,ξ,ϑ)

∂ξ

are less singular, and that the sum
∑n
j=0

∂Q̂γ̂,n(x,t,ξ,ϑ)
∂ξ converges uniformly on

Dγ̂ , thus allowing the sum to be differentiated term by term.

Lemma 4.2.7. There exists a constant C such that following identities and
bounds are valid for every (x, t, ξ, ϑ) ∈ Dγ̂ and every l ∈ {0, 1, 2}:
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(i)
∫ t

ϑ

∫ γ

0

ĜL̂0,γ̂
(x, t, z, s) Q̂γ̂ (z, s, ξ, ϑ) dzds

=

∫ t−ϑ

0

∫ γ

0

ĜL̂0,γ̂
(x, t− ϑ, z, s) Q̂γ̂ (z, s, ξ, 0) dzds,

∂l

∂xl

∫ t

ϑ

∫ γ

0

ĜL̂0,γ̂
(x, t, z, s) Q̂γ̂ (z, s, ξ, ϑ) dzds

=

∫ t

ϑ

∫ γ

0

∂lĜL̂0,γ̂
(x, t, z, s)

∂xl
Q̂γ̂ (z, s, ξ, ϑ) dzds,

∂

∂t

∫ t

ϑ

∫ γ

0

ĜL̂0,γ̂
(x, t, z, s) Q̂γ̂ (z, s, ξ, ϑ) dzds

= Q̂γ̂ (x, t, ξ, ϑ)

+

∫ t

ϑ

∫ γ

0

∂ĜL̂0,γ̂
(x, t, z, s)

∂t
Q̂γ̂ (z, s, ξ, ϑ) dzds,

∣∣∣∣
∂l

∂xl

∫ t

ϑ

∫ γ

0

ĜL̂0,γ̂
(x, t, z, s) Q̂γ̂ (z, s, ξ, ϑ) dzds

∣∣∣∣

≤ C (t− ϑ)
− l

2 exp

(
−1

4
ĉ0

(x− ξ)2

t− ϑ

)
,

∣∣∣∣
∂

∂t

∫ t

ϑ

∫ γ

0

ĜL̂0,γ̂
(x, t, z, s) Q̂γ̂ (z, s, ξ, ϑ) dzds

∣∣∣∣

≤ C (t− ϑ)
−1

exp

(
−1

4
ĉ0

(x− ξ)2

t− ϑ

)
,

∣∣∣∣
∂

∂ξ

∫ t

ϑ

∫ γ

0

ĜL̂0,γ̂
(x, t, z, s) Q̂γ̂ (z, s, ξ, ϑ) dzds

∣∣∣∣

≤ C (t− ϑ)
− 1

2 exp

(
−1

4
ĉ0

(x− ξ)2

t− ϑ

)
,

∣∣∣∣
∫ ∞

−∞

∫ t

ϑ

∫ γ

0

ĜL̂0,γ̂
(x, t, z, s) Q̂γ̂ (z, s, ξ, ϑ) dzdsd (x− ξ)

∣∣∣∣

≤ C
√
t.

(ii)

ĜL̂,γ̂ (x, t, ξ, ϑ) = ĜL̂0,γ̂
(x, t, ξ, ϑ)

+

∫ t

ϑ

∫ γ̂

0

ĜL̂0,γ̂
(x, t, z, s) Q̂γ̂ (z, s, ξ, ϑ) dzds.

Proof. For (i): These identities and bounds can be derived from similar calcu-
lations as in Lemma 4.1.5.

For part (ii): Since ĜL̂0,γ̂
is the Green function associated with the differential

operator L̂0 and Dirichlet boundary conditions, and Q̂γ̂ is a solution of the
integral equation (4.2.7), this follows from the bounds given in part (i).
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After the next result we will finally be ready to obtain regularity bounds on
ψ2(y, t) (using the original variable y).

Proposition 4.2.6. Assume that σR > 0, and that the tail distribution F̄
satisfies the bound (4.0.38). Let the function H1,κ be as in section 3. Then
there exists a constant Cβ, depending on β, such that, for every x′ > x > 0 and
every 1 ≥ t > t′ > 0, the following inequalities are valid:

(i)
|H1,κ (ex − 1, t)| ≤ Cβe−βx,

and for every α ∈ (0, 1]
∣∣∣H1,κ (ex − 1, t)−H1,κ

(
ex
′ − 1, t′

)∣∣∣ ≤ Cβ (t− t′)α (t′)
−α

e−βx.

(ii) For every α ∈ (0,min (1, β))

|H1,κ (ex − 1, t)−H1,κ (ex − 1, t)| ≤ Cβ |x− x′|α t−
α
2 exp (− (β − α)) .

Proof. For part (i): These inequalities follow trivially from the bounds given in
Proposition 3.0.6.

For part (ii): Assume first that

x′ − x ≥ 1

2
.

For this case the stated inequality is trivially true because of the bound on the
function H1,κ itself given in Proposition 3.0.6. Assume instead that

x′ − x < 1

2
.

We observe that in this case

ex
′ − ex ≤ 4

3
ex (x′ − x) .

Because of this bound and the bounds in Proposition 3.0.6 it can be calculated
that the stated bound holds even for this case.

Lemma 4.2.8. There exists a constant Cβ, depending on β, such that, for every
(x, t) ∈ (0, κ̂)× (0, 1] and every y ∈ (0, κ) the following inequalities are valid:

(i)

∫ t

0

∣∣∣∣∣

∫ κ̂

0

∂2Γ̂L̂∗,0 (x, t, ξ, ϑ)

∂x2
H1,κ

(
eξ − 1, ϑ

)
dξ

∣∣∣∣∣ dϑ ≤ Cβ exp

(
−1

2
βx

)
,

∫ t

0

∣∣∣∣∣

∫ κ̂

0

∂Γ̂L̂∗,0 (x, t, ξ, ϑ)

∂t
H1,κ

(
eξ − 1, ϑ

)
dξ

∣∣∣∣∣ dϑ ≤ Cβ exp

(
−1

2
βx

)
,

∣∣∣∣∣

∫ t

0

∫ κ

0

∂2ĝL̂∗,0,κ̂ (x, t, ξ, ϑ)

∂x2
H1,κ

(
eξ − 1, ϑ

)
dξdϑ

∣∣∣∣∣ ≤ Cβ exp

(
−1

2
βx

)
,
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and∣∣∣∣∣

∫ t

0

∫ κ

0

∂ĝL̂∗,0,κ̂ (x, t, ξ, ϑ)

∂t
H1,κ

(
eξ − 1, ϑ

)
dξdϑ

∣∣∣∣∣ ≤ Cβ exp

(
−1

2
βx

)
.

(ii) For every l ∈ {1, 2}, the following identities are all valid:

∂lψ̂2,κ̂(x, t)

∂xl
=

∫ t

0

∫ κ̂

0

∂lĜL̂,κ̂ (x, t, ξ, ϑ)

∂xl
H1,κ

(
eξ − 1, ϑ

)
dξdϑ,

∂ψ̂2,κ̂(x, t)

∂t
= H1,κ (ex − 1, t)

+

∫ t

0

∫ κ̂

0

∂ĜL̂,κ̂ (x, t, ξ, ϑ)

∂t
H1,κ

(
eξ − 1, ϑ

)
dξdϑ.

(iii) For every l ∈ {0, 1}, every (x′, t′) ∈ (x, κ)× (0, t) and every α ∈ (0, 1
2 ] the

following bounds are all valid:
∣∣∣∣∣
∂lψ̂2,κ̂(x, t)

∂xl

∣∣∣∣∣ ≤ Cβt
2−l
2 exp (−βx) ,

∣∣∣∣∣
∂2ψ̂2,κ̂(x, t)

∂x2

∣∣∣∣∣ ≤ Cβt
2−l
2 exp

(
−1

2
βx

)
,

∣∣∣∣∣
∂ψ̂2,κ̂(x, t)

∂t

∣∣∣∣∣ ≤ Cβ exp

(
−1

2
βx

)
,

∣∣∣ψ̂2,κ̂(x, t)− ψ̂2,κ̂(x′, t)
∣∣∣ ≤ Cβ (x′ − x)

α
t
2−α
2 exp (−βx) ,

∣∣∣ψ̂2,κ̂(x, t)− ψ̂2,κ̂(x, t′)
∣∣∣ ≤ Cβ (t− t′)α t1−α exp (−βx) ,

and
∣∣∣ψ̂2,κ̂(x, t)

∣∣∣ ≤ Cβ (min (x, κ̂− x))
1
2 t

3
4 .

(iv) There exists a constant Cβ such that for every (y, t) ∈ (0, κ) × (0, T ] and
every l ∈ {0, 1}

∣∣∣∣
∂lψ2,κ (y, t)

∂yl

∣∣∣∣ ≤ Cβt
2−l
2 (1 + y)

−(l+β)
,

∣∣∣∣
∂2ψ2,κ (y, t)

∂y2

∣∣∣∣ ≤ Cβ (1 + y)
− 1

2β ,

∣∣∣∣
∂ψ2,κ (y, t)

∂t

∣∣∣∣ ≤ Cβ (1 + y)
− 1

2β .

Proof. For parts (i)-(ii): We first observe that for any a, b > 0 there exists a
constant C depending on a and b such that for any x, ξ > 0 and 0 ≤ ϑ < t ≤ 1

exp

(
−a (x− ξ)2

t− ϑ

)
exp (−bξ) ≤ C exp

(
−1

2
a

(x− ξ)2

t− ϑ

)
exp (−bx) . (4.2.8)

The identities and bounds given in part (i) and part (ii) follow from the bound
above and similar calculations as in the proof of Lemma 4.1.6 and Lemma 4.1.5.
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For part (iii): This follows from the bound (4.2.8), the bounds given in part (i),
and the identities and bounds given in Proposition 4.2.2, Proposition 4.2.3,
Lemma 4.2.5, Lemma 4.2.7 and Proposition 4.2.5.

For part (iv): Since

ψ2,κ (y, t) = ψ̂2,κ̂ (ln (1 + y) , t) ,

this follows from the bounds given in part (ii) and the chain rule.

Lemma 4.2.9. Assume that σR > 0 and that the tail distribution satisfies
the bound (4.0.38). Let the function H2,κ be as in section 3. Then, for some
constant Cβ, depending on β, the bounds stated below all hold for every 0 < x <
x′ < κ̂, every 0 ≤ t′ < t ≤ 1 and every α ∈ (0, 1

2 min (β, 1)]:

|H2,κ (ex − 1, t)| ≤ Cβt exp (−βx) ,

|H2,κ (ex − 1, t)−H2,κ (ex − 1, t′)| ≤ Cβ (t− t′)α t1−α exp (−βx) ,

and
∣∣∣H2,κ (ex − 1, t)−H2,κ

(
ex
′ − 1, t

)∣∣∣ ≤ Cβ (x′ − x)
α
t
2−α
2 exp (− (β − α)x) .

Proof. It follows from similar calculations as in Proposition 4.2.6 that the stated
inequalities are valid for ψ2,κ (y, t). Similar calculations as in Lemma 4.1.8 yield
that the bound inequalities are valid for H2,κ (ex − 1, t).

4.2.2 Regularity estimates for for a subproblem with an integral
term and unbounded coefficients

In this section we will consider the function

ψ̂3,κ̂ (x, t) := ψ3,κ (ex − 1, t) , (x, t) ∈ [0, ln (κ+ 1)] , (x, t) ∈ [0, κ̂]× [0, 1] ,

where as before κ̂ = ln (1 + κ). Since ψ3,κ (ex − 1, t) is a classical solution of

the PIDE 3.0.10 it follows from the chain rule that the function ψ̂3,κ̂ (x, t) is a
solution of a different PIDE defined in the result below.

Definition 4.2.9. Let the operator Â be defined for any function
g (x, t) ∈ C2,1 ((0, κ̂)× (0, 1]) as

Âg (x, t) = L̂g (x, t)− λg (x, t) + λ

∫ ex−1

0

g (ln (ex − ζ) , t) dF (ζ) .

Lemma 4.2.10. Let the function H2,κ be as in section 3. ψ̂3,κ̂ (x, t) is a classical
solution of the PIDE





ψ̂3,κ̂(x, 0) = 0, x ∈ (0, κ̂) ,

ψ̂3,κ̂(0, t) = 0, t ∈ [0, 1] ,

ψ̂3,κ̂ (κ̂, t) = 0, t ∈ [0, 1] ,
∂ψ̂3,κ̂(x,t)

∂t −Âψ̂3,κ̂ (x, t)

= H2,κ (ex − 1, t) , (x, t) ∈ (0, ln (1 + κ))× (0, 1].

(4.2.9)
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Proof. This is similar to Lemma 4.2.1.

Theorem 4.2.2. ψ̂3,κ̂(x, t) is a unique classical solution of the PIDE (4.2.9)).

Furthermore, there exists a unique Green function ĜÂ,κ̂ (x, t, ξ, ϑ) associated

with the differential operator L̂ and Dirichlet boundary conditions on the domain
Dκ̂, i.e. satisfying the conditions in Definition 3.0.1 with L replaced by L̂ and
κ replaced by κ̂. Furthermore, for every (x, t) ∈ (0, κ̂)× (0, 1]

ψ̂3,κ̂(x, t) =

∫ t

0

∫ κ̂

0

ĜÂ,κ̂ (x, t, ξ, ϑ)H2,κ(eξ − 1, ϑ)dξdϑ.

Proof. This can be shown using similar arguments as those that lead to the
result in Theorem 3.0.3. The most important difference is that in this case we
define the function j (x, t, ζ) as

j (x, t, ζ) =

{
−x+ ln (ex − ζ) , (x, t, ζ) ∈ [0, κ̂]× [0, 1]× [0, ex − 1]

−x+ ex, (x, t, ζ) ∈ [0, κ̂]× [0, 1]× (ex − 1,∞) .

It can be shown that j (x, t, ζ) is continuously differentiable with respect to x
on [0, κ̂], and that, for x ∈ [0, κ̂],

0 ≤ ∂j (x, t, ζ)

∂x
<∞,

thus satisfying the requirement (VIII.1.23) in Garroni and Menaldi (1992).

Analogous to what we did in Section 4.1.2 we will construct the Green func-
tion ĜÂ,κ̂ (x, t, ξ, ϑ) in two steps. The first step is to use the Green function and

Proposition VIII.1.2 to construct a Green function ĜL̂λ,κ̂ associated with the
differential operator

L̂− λ,
and the second step is to do the same once again to construct the full Green
function from ĜL̂λ,κ̂, as was the case in Section 4.1.2.

Definition 4.2.10. Let
Q̂λ,κ̂,0 = −λĜL̂,κ̂,

and let the sequence of function
{
Q̂λ,κ̂,n

}∞
n=0

be defined inductively for n ∈
1, 2, . . . , and (x, t, ξ, ϑ) ∈ Dκ, by

Q̂λ,κ̂,n (x, t, ξ, ϑ) =

∫ t

ϑ

∫ κ̂

0

Q̂λ,κ̂,0 (x, t, z, s) Q̂λ,κ̂,n (z, s, ξ, ϑ) dzds,

and let

Q̂λ,κ̂ (x, t, ξ, ϑ) =

∞∑

n=0

Q̂λ,κ̂,n (x, t, ξ, ϑ) .

Lemma 4.2.11. Assume that σR > 0. Let α ∈ (0, 1) and let Gα,
α
2

k be the Green
function spaces defined in Definition VII.1.1 in Garroni and Menaldi (1992).
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(i) Q̂λ,κ̂,0 ∈ Gα,
α
2

2 and Q̂λ,κ̂ ∈ Gα,
α
2

2 . Moreover Q̂λ,κ̂ is the unique solution in

Gα,
α
2

2 of the integral equation

Q̂λ,κ̂ (x, t, z, ϑ) =− λĜL̂,κ̂ (x, t, ξ, ϑ)

− λ
∫ t

ϑ

∫ κ̂

0

ĜL̂,κ̂ (x, t, z, s) Q̂λ,κ̂ (z, s, ξ, ϑ) dzds.

(4.2.10)

(ii) Q̂λ,κ̂ (x, t, ξ, ϑ) is differentiable with respect to all four variables. Further-
more, there exists a constant C, such that, for every (x, t, ξ, ϑ) ∈ D̄κ̂, the
following identities and inequalities are all valid:

Q̂λ,κ̂ (x, t, ξ, ϑ) = Q̂λ,κ̂ (x, t− ϑ, ξ, 0) ,

∣∣∣∣∣
∂Q̂λ,κ̂
∂x

(x, t, ξ, ϑ)

∣∣∣∣∣ ≤ C (t− ϑ)
−1

exp

(
−1

4
ĉ0

(x− ξ)2

t− ϑ

)
,

∣∣∣∣∣
∂Q̂λ,κ̂
∂ξ

(x, t, ξ, ϑ)

∣∣∣∣∣ ≤ C (t− ϑ)
−1

exp

(
−1

4
ĉ0

(x− ξ)2

t− ϑ

)
,

and
∣∣∣∣∣
∂Q̂λ,κ̂
∂t

(x, t, ξ, ϑ)

∣∣∣∣∣ ≤ C (t− ϑ)
− 3

2 exp

(
−1

4
ĉ0

(x− ξ)2

t− ϑ

)
.

Proof. For part (i): It follows from Lemma VII.1.3 in Garroni and Menaldi
(1992), and the bounds given in Lemma 4.2.5 and Lemma 4.2.7, that ĜL,κ̂ (x, t, ξ, ϑ) ∈
Gα,

α
2

2 and hence Q̂λ,κ̂,0 ∈ Gα,
α
2

2 . Since Q̂λ,κ̂,0 ∈ Gα,
α
2

2 it follows from Proposition

VIII.1.2 in Garroni and Menaldi (1992) that Q̂λ,κ̂ is the unique solution in the

function space Gα,
α
2

2 of the integral equation (4.2.10).

For part (ii): This can be shown using the same calculations and reasoning
as in the proof of Lemma 4.1.4, based on induction, the symmetry property
between the t and ϑ variable, and uniform convergence.

Lemma 4.2.12. Assume that σR > 0.

(i) For every (x, t, ξ, ϑ) ∈ Dκ and l ∈ {0, 1, 2}
∫ t

ϑ

∫ κ̂

0

ĜL̂,κ̂ (x, t, z, s) Q̂λ,κ̂ (z, s, ξ, ϑ) dzds

=

∫ t−ϑ

0

∫ κ̂

0

ĜL̂,κ̂ (x, t− ϑ, z, s) Q̂λ,κ̂ (z, s, ξ, 0) dzds,

∂l

∂xl

∫ t

ϑ

∫ κ̂

0

ĜL̂,κ̂ (x, t, z, s) Q̂λ,κ̂ (z, s, ξ, ϑ) dzds

=

∫ t

ϑ

∫ κ̂

0

∂lĜL̂,κ̂ (x, t, z, s)

∂xl
Q̂λ,κ̂ (z, s, ξ, ϑ) dzds,
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∂

∂t

∫ t

ϑ

∫ κ̂

0

ĜL̂,κ̂ (x, t, z, s) Q̂λ,κ̂ (z, s, ξ, ϑ) dzds

= Q̂λ,κ̂ (x, t, ξ, ϑ)

+

∫ t

ϑ

∫ κ̂

0

∂ĜL̂,κ̂ (x, t, z, s)

∂t
Q̂λ,κ̂ (z, s, ξ, ϑ) dzds.

Furthermore, for some constant C

∣∣∣∣
∂l

∂xl

∫ t

ϑ

∫ κ̂

0

ĜL̂,κ̂ (x, t, z, s) Q̂λ,κ̂ (z, s, ξ, ϑ) dzds

∣∣∣∣

≤ C (t− ϑ)
1−l
2 exp

(
−1

4
ĉ0

(x− ξ)2

t− ϑ

)
,

and

∣∣∣∣
∂

∂t

∫ t

ϑ

∫ κ̂

0

ĜL̂,κ̂ (x, t, z, s) Q̂λ,κ̂ (z, s, ξ, ϑ) dzds

∣∣∣∣

≤ C (t− ϑ)
− 1

2 exp

(
−1

4
ĉ0

(x− ξ)2

t− ϑ

)
.

(ii) For some constant C

∣∣∣∣∣

∫ t

ϑ

∫ κ̂

0

ĜL̂,κ̂ (x, t, z, s) Q̂λ,κ̂ (z, s, ξ, ϑ) dzds

∣∣∣∣∣ ≤ C (min (x, κ̂− x))
1
2

× (t− ϑ)
1
4

×
(

exp

(
−1

4
ĉ0

(x− ξ)2

t− ϑ

)

+ exp

(
−1

4
ĉ0

ξ2

t− ϑ

)

+ exp

(
−1

4
ĉ0

(κ̂− ξ)2

t− ϑ

))
.

(iii)

ĜL̂λ,κ̂ (x, t, ξ, ϑ) = ĜL̂,κ̂ (x, t, ξ, ϑ)

+

∫ t

ϑ

∫ κ̂

0

ĜL̂,κ̂ (x, t, z, s) Q̂λ,κ̂ (z, s, ξ, ϑ) dzds.

Proof. For (i): These identities and bounds can be derived from similar calcu-
lations as in Lemma 4.1.4 and Lemma 4.1.5.

For part (ii): This can be calculated from the bounds given in Lemma 4.2.7.
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For part (iii): Since ĜL̂,κ̂ is the Green function associated with the differential

operator L̂ it can be derived from the bounds given in part (i) and (ii) that

ĜL̂,κ̂ (x, t, ξ, ϑ) +

∫ t

ϑ

∫ κ̂

0

ĜL̂,κ̂ (x, t, z, s) Q̂λ,κ̂ (z, s, ξ, ϑ) dzds

is the unique (principal) Green function associated with the differential operator

L̂− λ
and Dirichlet boundary conditions.

Definition 4.2.11. For (x, t, ξ, ϑ) ∈ Dκ̂ let

Q̂I,κ̂,0 (x, t, ξ, ϑ) = λ

∫ ex−1

0

ĜL̂λ,κ̂ (ln (ex − ζ) , t, ξ, ϑ) dF (ζ) ,

and let the sequence of functions
{
Q̂I,κ̂,n

}∞
n=0

be defined inductively by

Q̂I,κ̂,n (x, t, ξ, ϑ) =

∫ t

ϑ

∫ κ̂

0

Q̂I,κ̂,0 (x, t, z, s) Q̂I,κ̂,n−1 (z, s, ξ, ϑ) dzds,

n ∈ 1, 2, . . . .

Let

Q̂I,κ̂ (x, t, ξ, ϑ) =
∞∑

n=0

Q̂I,κ̂,n (x, t, ξ, ϑ)

and

ĜI,κ̂ (x, t, ξ, ϑ) =

∫ t

ϑ

∫ κ̂

0

ĜL̂λ,κ̂ (x, t, z, s) Q̂I,κ̂ (z, s, ξ, ϑ) dzds. (4.2.11)

Proposition 4.2.7. Assume that σR > 0 and that the tail distribution F̄ sat-
isfies the inequality (4.0.38). Then there exists a constant Cβ, depending on β,
such that the following inequalities are valid for every (x, t, ξ, ϑ) ∈ Dκ̂, every

(x′, t′) ∈ (x, κ̂)× [0, t) and every α ∈
(

0,min
(

1
2 ,

β
2

))
:

∣∣∣Q̂I,κ̂,0 (x, t, ξ, ϑ)
∣∣∣ ≤ Cβ (t− ϑ)

− 1
2 ×

(
exp

(
−
(

1

32
c0 (x− ξ)2

+ 2β |x− ξ|
))

+ exp (−βx)

)
.

(4.2.12)
∣∣∣Q̂I,κ̂,0 (x, t, ξ, ϑ)− Q̂I,κ̂,0 (x, t′, ξ, ϑ)

∣∣∣

≤ Cβ (t− t′)
1
4 (t′ − ϑ)

− 3
4

×
(

exp

(
−
(

1

32
c0 (x− ξ)2

+ 2β |x− ξ|
))

+ exp (−βx)

)
.

(4.2.13)
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Also
∣∣∣Q̂I,κ̂,0 (x, t, ξ, ϑ)− Q̂I,κ̂,0 (x′, t, ξ, ϑ)

∣∣∣

≤ Cβ |x− x′|α (t− ϑ)
− 1+α

2

(
exp

(
−
(

1

32
c0 (x− ξ)2

+ 2β |x− ξ|
))

+ exp

(
−
(

1

32
c0 (x′ − ξ)2

+ 2β |x′ − ξ|
))

+ exp (− (β − α)x)

)
.

(4.2.14)

Proof. It is obvious that the stated bounds hold if

|x− ξ| ≤ 1.

Furthermore, it follows from the bounds given in Lemma 4.2.5, Lemma 4.2.7 and
Lemma 4.2.12 that there exists a constant C such that, for every ζ ∈ [0, ex − 1]
and (y, t, ξ, ϑ) ∈ Dκ̂,

∣∣∣ĜL̂λ,κ̂ (ln (ex − ζ) , t, ξ, ϑ)
∣∣∣ ≤ C (t− ϑ)

− 1
2 exp

(
−1

4
ĉ0 (ln (ex − ζ)− ξ)2

)
.

(4.2.15)

Thus a simple calculation yields that, if

x ≤ ξ − 1 (4.2.16)

then for some (other) constants K and C and a constant Cβ , depending on β,

∣∣∣ĜL̂λ,κ̂ (ln (ex − ζ) , t, ξ, ϑ)
∣∣∣ ≤ K (t− ϑ)

− 1
2 exp

(
−1

4
ĉ0

(ln (ex − ζ)− ξ)2

t− ϑ

)

≤ C (t− ϑ)
− 1

2 exp

(
−1

4
ĉ0 (x− ξ)2

)
.

Assume that
x > ξ + 1. (4.2.17)

Another simple calculation yields that, if (4.2.17) holds and

ζ ≤ ex − e 1
2 (x+ξ),

then

(ln (ex − ζ)− ξ)2 ≥ 1

4
(x− ξ)2

,

while for any ζ such that
ζ > ex − e 1

2 (x+ξ),

it follows from the assumed inequalities (4.2.17) and (4.0.38) that

F̄ (ζ) ≤ Cβe−βx.

From the inequalities above it is clear that the inequality (4.2.12) holds. The
inequalities (4.2.13) and (4.2.14) follow from similar calculations as above and
as in the proof of Proposition4.2.6.
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Lemma 4.2.13. Assume that σR > 0 and that the tail distribution F̄ obeys the
bound (4.0.38).

(i) Let α ∈ (0, 1) and let Gα,
α
2

k be the Green function spaces defined in Defi-

nition VII.1.1 in Garroni and Menaldi (1992). Then Q̂I,κ̂,0 ∈ Gα,
α
2

2 and

Q̂I,κ̂ ∈ Gα,
α
2

2 . Moreover Q̂I,κ̂ is the unique solution in Gα,
α
2

2 of the integral
equation

Q̂I,κ̂ (x, t, ξ, ϑ) =λ

∫ ex−1

0

ĜL̂λ,κ̂ (ln (ex − ζ) , t, ξ, ϑ) dF (ζ)

+ λ

∫ ex−1

0

ĜI,κ̂ (ln (ex − ζ) , t, ξ, ϑ) dF (ζ) .

(4.2.18)

(ii) There exists a constant Cβ, depending on β such that, for every
(x, t, ξ, ϑ) ∈ Dκ̂, and every (x′, t) ∈ (x, κ̂)× (ϑ, t)

∣∣∣Q̂I,κ̂ (x, t, ξ, ϑ)
∣∣∣ ≤ Cβ (t− ϑ)

− 1
2 exp (−β |x− ξ|) , (4.2.19)

∣∣∣Q̂I,κ̂ (x, t, ξ, ϑ)
∣∣∣ ≤ Cβ (t− ϑ)

− 1
2 ×

(
exp (−2β |x− ξ|)

+ exp (−βx)

)
,

(4.2.20)

∣∣∣Q̂I,κ̂ (x, t, ξ, ϑ)− Q̂I,κ̂ (x, t′, ξ, ϑ)
∣∣∣ ≤ Cβ (t− t′)

1
4 (t′ − ϑ)

− 3
4

×
(

exp (−2β |x− ξ|)

+ exp (−βx)

)
,

(4.2.21)

and∣∣∣Q̂I,κ̂ (x, t, ξ, ϑ)− Q̂I,κ̂ (x′, t, ξ, ϑ)
∣∣∣ ≤ Cβ |x− x′|α (t− ϑ)

− 1+α
2

×
(

exp (−2β |x− ξ|)

+ exp (−2β |x′ − ξ|)

+ exp (− (β − α)x)

)
.

(4.2.22)

(iii) For every (x, t, ξ, ϑ) ∈ D and every l ∈ {0, 1, 2} the following identities are
all valid:

∂lĜI,κ̂ (x, t, ξ, ϑ)

∂xl
=

∫

ϑ

∫ κ̂

0

∂lĜL̂λ,κ̂ (x, t, z, ϑ)

∂xl
Q̂I,κ̂ (z, s, ξ, ϑ) dzds,

and

∂ĜI,κ̂ (x, t, ξ, ϑ)

∂t
= Q̂I,κ̂ (x, t, ξ, ϑ)

+

∫

ϑ

∫ κ̂

0

∂ĜL̂λ,κ̂ (x, t, z, ϑ)

∂t
Q̂I,κ̂ (z, s, ξ, ϑ) dzds.
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(iv) There exists a constant Cβ depending on β such that for every (x, t, ξ, ϑ) ∈
D and every l ∈ {0, 1} the following inequalities are all valid:

∣∣∣∣∣
∂lĜI,κ̂ (x, t, ξ, ϑ)

∂xl

∣∣∣∣∣ ≤ Cβ (t− ϑ)
1−l
2

(
exp (−2β |x− ξ|) + exp (−βx)

)
,

∣∣∣∣∣
∂2ĜI,κ̂ (x, t, ξ, ϑ)

∂x2

∣∣∣∣∣ ≤ Cβ (t− ϑ)
− 1

2

(
exp (−2β |x− ξ|) + exp

(
−1

2
βx

))
,

∣∣∣∣∣
∂ĜI,κ̂ (x, t, ξ, ϑ)

∂t

∣∣∣∣∣ ≤ Cβ (t− ϑ)
− 1

2

(
exp (−2β |x− ξ|) + exp

(
−1

2
βx

))

and

∣∣∣ĜI,κ̂ (x, t, ξ, ϑ)
∣∣∣ ≤ Cβ min (x, κ̂− x)

1
4 (t− ϑ)

1
4

(
exp

(
−1

2
β |x− ξ|

)

+ exp

(
−1

2
βξ

)

+ exp

(
−1

2
β (κ̂− ξ)

))
.

(v)
ĜÂ,κ̂ (x, t, ξ, ϑ) = ĜL̂λ,κ̂ (x, t, ξ, ϑ) + ĜI,κ̂ (x, t, ξ, ϑ) .

Proof. For part (i): Because of the bounds obeyed by ĜL̂λ,κ̂ this follows from a
similar argument as in the proof of Lemma 4.1.12.

For part (ii): Because of the bound (4.2.8) and the bounds given in Proposi-
tion 4.2.7, this follows from similar calculations, based on induction and uniform
convergence, as in the proof of Lemma 4.1.12.

For part (iii) and part (iv): This follows from similar calculations as in the
proofs of Lemma 4.1.5 and Lemma 4.2.12, and using the bounds given in part (ii)
and the bound (4.2.8).

For part (v): Since ĜL̂λ,κ̂ is the Green function associated with the differential
operator

L̂− λ,
this follows from the bounds and identities given in part (i)-(iv).

Theorem 4.2.3. Assume that σR > 0 and that the tail distribution F̄ satisfies
the bound (4.0.38).

(i) For every (x, t) ∈ (0, κ̂)× (0, 1] and every l ∈ {1, 2}

∂lψ̂3,κ̂(x, t)

∂xl
=

∫ t

0

∫ ∞

0

∂lĜÂ,κ̂ (x, t, ξ, ϑ)

∂xl
H2,κ̂

(
eξ − 1, ϑ

)
dξdϑ
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and

∂ψ̂3,κ̂(x, t)

∂t
= H2,κ̂ (ex − 1, ϑ)

+

∫ t

0

∫ ∞

0

∂ĜÂ,κ̂ (x, t, ξ, ϑ)

∂t
H2,κ̂

(
eξ − 1s, ϑ

)
dξdϑ.

(ii) There exists a constant Cβ, depending on β, such that, for every (x, t) ∈
(0, κ̂)× (0, 1] and every l ∈ {0, 1} the following inequalities are all valid

∣∣∣∣∣
∂lψ̂3,κ̂(x, t)

∂xl

∣∣∣∣∣ ≤ Cβt
4−l
2 exp (−βx) ,

∣∣∣∣∣
∂2ψ̂3,κ̂(x, t)

∂x2

∣∣∣∣∣ ≤ Cβt exp

(
−1

2
βx

)
,

∣∣∣∣∣
∂ψ̂3,κ̂(x, t)

∂t

∣∣∣∣∣ ≤ Cβt exp

(
−1

2
βx

)

and ∣∣∣ψ̂3,κ̂(x, t)
∣∣∣ ≤ Cβtmin (x, κ̂− x) .

(iii) There exists a constant Cβ, depending on β, such that, for every (y, t) ∈
(0, κ)× (0, 1] and every l ∈ {0, 1}

∣∣∣∣
∂lψ3,κ (y, t)

∂yl

∣∣∣∣ ≤ Cβt
4−l
2 (1 + y)

−(β+l)

∣∣∣∣
∂2ψ3,κ (y, t)

∂y2

∣∣∣∣ ≤ Cβt (1 + y)
−( 1

2β+2)

and ∣∣∣∣
∂ψ3,κ (y, t)

∂t

∣∣∣∣ ≤ Cβt (1 + y)
− 1

2β

(iv) There exists a constant C and a constant Cβ, depending on β, such that,
for every (y, t, ) ∈ (0, κ)× (0, 1] and l ∈ {0, 1},

|ψ3,κ (x, t)| ≤ Cβtmin (y, κ− y) ,

∣∣∣∣
∂lψκ (y, t)

∂yl

∣∣∣∣ ≤ Ct−
l
2 exp

(
−1

4
c0
y2

t

)
+ Cβt

2−l
2 (1 + y)

−(β+l)
,

∣∣∣∣
∂2ψκ (y, t)

∂y2

∣∣∣∣ ≤ Ct−1 exp

(
−1

4
c0
y2

t

)
+ Cβ (1 + y)

−( 1
2β+2) ,

and
∣∣∣∣
∂ψκ (y, t)

∂t

∣∣∣∣ ≤ Ct−1 exp

(
−1

4
c0
y2

t

)
+ Cβ (1 + y)

− 1
2β .

Proof. For part (i)-(ii): This can be calculated from the representation formula
given in Theorem 4.2.2 the bounds on H2,κ given in Lemma 4.1.8 and the bounds
on the Green functions given in Lemma 4.2.12 and Lemma 4.2.13.
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For part-(iii)-(iv): These bounds follows from the bounds given in part (ii),
the bounds already obtained for for ψ1,κ and ψ2,κ, the Middle value theorem
and the chain rule.

5 Existence on an unbounded domain

In this section we will finally prove the existence of a classical solution, except
at the origin, of the equation





ψ(y, 0) = 0, y > 0,

ψ(0, t) = 1, t ∈ [0, 1] ,

limy→∞ ψ (y, t) = 0, t ∈ [0, 1] ,
∂ψ(y,t)
∂t −Aψ(y, t) = λF̄ (y), (y, t) ∈ (0,∞)× (0, 1].

(5.0.23)

Analogous to what we did in Section 3 we will look for a solution ψ(y, t)
of (5.0.23) by considering the three equations





ψ1(y, 0) = 0, y > 0,

ψ1(0, t) = 1, t ∈ [0, 1] ,

limy→∞ ψ1 (y, t) = 0, t ∈ [0, 1] ,
∂ψ1(y,t)

∂t = 1
2σ

2
P
∂2ψ1(y,t)
∂y2 + p∂ψ1(y,t)

∂y , (y, t) ∈ (0,∞)× (0, 1],

(5.0.24)



ψ2(y, 0) = 0, y > 0,

ψ2(0, t) = 0, t ∈ [0, 1] ,

limy→∞ ψ2 (y, t) = 0, t ∈ [0, 1] ,
∂ψ2(y,t)

∂t − Lψ2 = H1 (y, t) , (y, t) ∈ (0,∞)× (0, 1],

(5.0.25)

where

H1 (y, t) =
1

2
σ2
Ry

2 ∂
2ψ1 (y, t)

∂2y2
+ ry

∂ψ1 (y, t)

∂y
− λψ1 (y, t)

+ λ

∫ y

0

ψ1 (y − z, t) dF (z) + λF̄ (y),

and




ψ3(y, 0) = 0, y > 0,

ψ3(0, t) = 0, t ∈ [0, 1] ,

limy→∞ ψ3 (y, t) = 0, t ∈ [0, 1] ,
∂ψ3y,t)
∂t −Aψ3 (y, t) = H2 (y, t) , (y, t) ∈ (0,∞)× (0, 1],

(5.0.26)

where

H2 (y, t) = −λψ2(y, t) + λ

∫ y

0

ψ2 (y − z, t) dF (z).

As discussed in section (3) we already have a solution for the first equation,
given as

ψ1(y, t) =

√
2

π

∫ ∞
y

σP
√
t

e−
s2

2 ds =
y

σP
√

2π

∫ t

0

s−
3
2 e
− (y+p̂)2

2σ2
P
s ds. (5.0.27)
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Since we also have the representation formula (3.0.15) we immediately get the
regularity result given below.

Lemma 5.0.14. (i) There exists a constant C such that for every (y, t) ∈
(0,∞) × (0, 1], every l ∈ {0, 1, 2, 3} and every m ∈ {0, 1, 2}, the following
identity and inequalities are all valid:

∂ψ1 (y, t)

∂t
=

1

2
σ2
P

∂2ψ1 (y, t)

∂y2
+ p

∂ψ1 (y, t)

∂y
,

0 < ψ1(y, t) < 1,
∣∣∣∣
∂lψ1(y, t)

∂yl

∣∣∣∣ ≤ Ct−
l
2 exp

(
−1

2
c0
y2

t

)
,

∣∣∣∣
∂ψ1(y, t)

∂t

∣∣∣∣ ≤ Ct−1 exp

(
−1

2
c0
y2

t

)
,

∣∣∣∣ym
∂lψ1(y, t)

∂yl

∣∣∣∣ ≤ Ct−
l−m

2 exp

(
−1

4
c0
y2

t

)
,

∣∣∣∣
∂1+mymψ1(y, t)

∂t∂ym

∣∣∣∣ ≤ Ct−1 exp

(
−1

4
c0
y2

t

)
.

(ii) There exists a constant C such that for every (y, t) ∈ (0, κ) × (0, 1] and
every l ∈ {0, 1, 2, 3} the following inequalities are all valid:

∣∣∣∣
∂lψ1(y, t)

∂yl
− ∂lψ1,κ(y, t)

∂yl

∣∣∣∣ ≤ C exp

(
−1

4
c0
κ2

t

)
,

∣∣∣∣
∂ψ1(y, t)

∂t
− ∂lψ1,κ(y, t)

∂t

∣∣∣∣ ≤ C exp

(
−1

4
c0
κ2

t

)
.

Proof. For (i): This follows from similar calculations as described in
Lemma 3.0.1.

For (ii): For every (y, t) ∈ (0, κ) × (0, 1] the symmetry properties of the
function ΓσP ,p yield that

ψ1,κ(y, t)− ψ1(y, t) = σ2
P

{∫ t

0

∂ΓσP ,p (y − ξ, s, 0, 0)

∂ξ

∣∣∣∣
ξ=κ

U (1)
κ (t− s) dϑ

−
∫ t

0

∂ΓσP ,p (y − ξ, s, 0, 0)

∂ξ

∣∣∣∣
ξ=0

×
(
U (2)
κ (t− s)− U (t− s)

)
ds

}
,

(5.0.28)

from which the stated bounds can be calculated using integration by parts.

In a way that is analogous to the discussion in section 4 we will need reg-
ularity results for the functions H1 (y, t) and H2 (y, t). Because of the result
above we immediately get the regularity result below, which is very similar to
Proposition 3.0.6.
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Lemma 5.0.15. Assume that the tail distribution F̄ satisfies the
inequality (4.0.38).

(i) There exists a constant Cβ, depending on β, such that, for every (y, t) ∈
(0,∞), every y′ > 0, every t′ ∈ (0, t) and every α ∈ (0, 1] the following
inequalities are all valid:

|H1(y, t)| ≤ Cβ (1 + y)
−β

,

|H1(y, t)−H1(y′, t)| ≤ Cβ |y − y′|α t−
α
2 (1 + y)

−β
,

|H1(y, t)−H1(y, t′)| ≤ Cβ (t− t′)α t′−α (1 + y)
−β

,

|H1(y, t)−H1(y, t′)| ≤ Cβ (t− t′)α t′−α (1 + y)
−β

,

and, for every α ∈
(

0,min
(

1, β2

))
, and x, x′ > 0

∣∣∣H1 (ex − 1, t)−H1

(
ex
′ − 1, t

)∣∣∣ ≤ Cβ |x− x′|α t−
α
2 exp

(
−βx

2

)
.

(ii) There exists a constant C, such that, for every (y, t) ∈ (0, κ), every
y′ ∈ (0, κ), every t′ ∈ (t, 1) and every α ∈ (0, 1]

|(H1(y, t)−H1,κ(y, t))| ≤ C exp

(
−1

4
c0
κ2

t

)
,

|(H1(y, t)−H1,κ(y, t))− (H1(y′, t)−H1,κ(y′, t))| ≤ C |y − y′|α

× exp

(
−1

8
c0
κ2

t

)
,

|(H1(y, t)−H1,κ(y, t))− (H1(y, t′)−H1,κ(y, t′))| ≤ C (t− t′)α

× exp

(
−1

8
c0
κ2

t

)
.

and, for every x, x′ ∈ (0, ln (1 + κ)),

∣∣∣(H1 (ex − 1, t)−H1,κ (ex − 1, t))−
(
H1

(
ex
′ − 1, t

)
−H1,κ

(
ex
′ − 1, t

))∣∣∣

≤ C |x− x′|α exp

(
− 1

16
c0
κ2

t

)
.

Proof. For (i): This follows from the bounds given in 5.0.14 and similar calcu-
lations as in Lemma 3.0.2 and Proposition 4.2.6.

For (ii): This follows from the bounds given in Lemma 5.0.14 and similar
calculations as in Lemma 4.1.8 and Proposition 4.2.6.

5.1 Constant coefficients

In this section we will again assume that σR = r = 0. The main idea is to show
that, for any sequence {κn}∞n=0 such that

lim
n→∞

κn =∞,
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the sequences of functions {ψ2,κn}∞n=0 and {ψ3,κn}∞n=0 and their derivatives con-
verge uniformly to solutions ψ2 and ψ3 and their derivatives of equations (5.0.25)
and (5.0.26), respectively.

Definition 5.1.1. For ξ > 0 and t ∈ (0, 1] let

Vξ,0(t) := −2ΓσP (0, t, ξ, 0) ,

and for n ∈ {0, 1, 2 . . . , } , let

Vξ,n+1(t) := −2P
(2)
Vξ,n

(0, t) .

Let

Uξ(t) :=

∞∑

n=0

Vξ,n(t).

Lemma 5.1.1. Assume that σR = r = 0.

(i) Uξ is differentiable. Furthermore, there exists a constant C such that for
every t ∈ (0, 1], every ξ > 0 the following identity and inequalities are all
valid:

−1

2
Uξ(t)− P (2)

Uξ,n
= ΓσP (0, t, ξ, 0) ,

|Uξ(t)| ≤ Ct−
1
2 exp

(
−1

2
c0
ξ2

t

)

and ∣∣U ′ξ(t)
∣∣ ≤ Ct− 3

2 exp

(
−1

2
c0
ξ2

t

)
.

(ii) There exists a constant C such that for every t ∈ (0, 1], every ξ ∈ (0, κ)

∣∣∣Uξ(t)− U (2)
ξ,κ(t)

∣∣∣ ≤ C exp

(
−1

4
c0
κ2

t

)
,

and ∣∣∣U ′ξ(t)− U (2)
ξ,κ
′(t)
∣∣∣ ≤ C exp

(
−1

4
c0
κ2

t

)
.

(iii) For every fixed ξ > 0

g∗L0
(y, t) := −P (2)

Uξ
(y, t)

is a classical solution of the PDE




g∗L0
(y, 0, ξ) = 0, y > 0,

g∗L0
(0, t, ξ) = ΓσP (0, t, ξ, 0) , t ∈ (0, 1],

limy→∞ g∗L0
(y, t, ξ) = 0,

∂g∗L0
(y,t,ξ)

∂t = Lg∗L0
(y, t, ξ), (y, t) ∈ (0,∞)× (0, 1],

Proof. For parts (i) and (ii): We observe that

Vξ,0(t) = V
(2)
ξ,0,κ(t).

The stated identity and inequalities follow from similar calculations, based on
induction and uniform convergence, as in Lemma 4.1.2.
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For part (iii): Let {κn}∞n=0 be a sequence of positive numbers such that

lim
n→∞

κn =∞,

and consider the sequence of functions

{
g∗L0,κn(y, t, ξ)

}∞
n=0

.

It follows from the bounds given in Lemma 4.1.3 that there exists a constant C
such that, for any n such that κn > ξ + 1

∣∣g∗L0,κn (y, t, ξ)
∣∣ ≤ C

(
1 + ξ−2

)
exp

(
−1

8
c0
ξ2

t

)
.

Thus, g∗L0,κn
satisfies the initial condition. Also, for any t0 ∈ [0, 1]

lim
(y,t)→(0,t0)

g∗L0
(y, t, ξ) = lim

n→∞
lim

(y,t)→(0,t0)
g∗L0,κn(y, t, ξ)

=

{
ΓσP (0, t0, ξ, 0) , t0 > 0

0, t0 = 0.

The uniqueness follows from Theorem I.3.1 in Garroni and Menaldi (1992) and
similar arguments as in the proof of Theorem 3.0.1.

Definition 5.1.2. For every y, ξ > 0 and 0 ≤ ϑ < t ≤ 1 let

gL0
(y, t, ξ, ϑ) = −P (2)

Uξ
(y, t− ϑ) .

Lemma 5.1.2. Assume that σR = r = 0.

(i) There exists a constant C such that for every y, ξ > 0 and 0 ≤ ϑ < t ≤ 1
and l ∈ {0, 1, 2} the following inequalities are all valid:

∣∣∣∣
∂lgL0

(y, t, ξ, ϑ)

∂yl

∣∣∣∣ ≤ C (t− ϑ)
− 1+l

2 exp

(
−1

2
c0
y2 + 1

2ξ
2

t− ϑ

)

and ∣∣∣∣
∂gL0

(y, t, ξ, ϑ)

∂t

∣∣∣∣ ≤ C (t− ϑ)
− 3

2 exp

(
−1

2
c0
y2 + 1

2ξ
2

t− ϑ

)
.

(ii) There exists a constant C such that for every (y, t, ξ, ϑ) ∈ Dκ and
l ∈ {0, 1, 2} the following inequalities are all valid:

∣∣∣∣
∂lgL0(y, t, ξ, ϑ)

∂yl
+

∂l

∂yl
P

(2)

U
(2)
ξ,κ

(y, t− ϑ)

∣∣∣∣ ≤ C (t− ϑ)
− l

2 exp

(
−1

8
c0
κ2 + ξ2

t− ϑ

)
,

∣∣∣∣
∂gL0(y, t, ξ, ϑ)

∂t
+
∂

∂t
P

(2)

U
(2)
ξ,κ

(y, t− ϑ)

∣∣∣∣ ≤ C (t− ϑ)
− l

2 exp

(
−1

8
c0
κ2 + ξ2

t− ϑ

)
,

∣∣∣∣
∂lgL0

(y, t, ξ, ϑ)

∂yl
− ∂lgL0,κ(y, t, ξ, ϑ)

∂yl

∣∣∣∣

≤ Ct− 1+l
2 exp

(
−1

2
c0

(κ− y)
2

+ 1
2 (κ− ξ)2

t− ϑ

)
,
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and
∣∣∣∣
∂gL0

(y, t, ξ, ϑ)

∂t
− ∂gL0,κ(y, t, ξ, ϑ)

∂t

∣∣∣∣

≤ Ct− 3
2 exp

(
−1

2
c0

(κ− y)
2

+ 1
2 (κ− ξ)2

t− ϑ

)
.

(iii) There exists a constant C such that for every y, ξ > 0 and 0 ≤ ϑ < t ≤ 1
the following inequalities are all valid:

∫ t

0

∫ ∞

κ

∣∣∣∣
∂2gL0

(y, t, ξ, ϑ)

∂y2

∣∣∣∣ dξdϑ ≤ Ct exp

(
−1

4
c0
κ2

t

)
,

and ∫ t

0

∫ ∞

κ

∣∣∣∣
∂gL0

(y, t, ξ, ϑ)

∂t

∣∣∣∣ dξdϑ ≤ Ct exp

(
−1

4
c0
κ2

t

)
.

(iv) There exists a constant C such that for every (y, t, ξ, ϑ) ∈ Dκ and
l ∈ {0, 1, 2}

∣∣∣∣
∫ t

0

∫ κ

0

(
∂lgL0

(y, t, ξ, ϑ)

∂yl
− ∂lgL0,κ(y, t, ξ, ϑ)

∂yl

)
dξdϑ

∣∣∣∣

≤ Ct 2−l
2 exp

(
−1

2
c0

(κ− y)
2

t

)
,

and such that
∣∣∣∣
∫ t

0

∫ κ

0

(
∂gL0(y, t, ξ, ϑ)

∂t
− ∂gL0,κ(y, t, ξ, ϑ)

∂t

)
dξdϑ

∣∣∣∣

≤ C exp

(
−1

2
c0

(κ− y)
2

t

)
.

Proof. This follows from similar calculations as in the proof of Lemma 4.1.3 and
also the bounds given in Lemma 4.1.3.

Definition 5.1.3. For every y, ξ > 0 and 0 ≤ ϑ < t ≤ 1 let

GL0
(y, t, ξ, ϑ) = ΓσP (y, t, ξ, ϑ)− gL0

(y, t, ξ, ϑ) ,

let

Q0 (y, t, ξ, ϑ) := p
∂GL0

(y, t, ξ, ϑ)

∂x
,

let the sequence of function {Qn}∞n=0 be defined inductively for
n ∈ 1, 2, . . . , by

Qn (y, t, ξ, ϑ) =

∫ t

ϑ

∫ ∞

0

Q0 (y, t, z, s)Qn−1 (z, s, ξ, ϑ) dzds,

and let

Q (y, t, ξ, ϑ) =
∞∑

n=0

Qn (y, t, ξ, ϑ) .
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Lemma 5.1.3. Assume that σR > 0 and let α ∈ (0, 1).

(i) Q solves the integral equation

Q (y, t, ξ, ϑ) = Q0 (y, t, ξ, ϑ) +

∫ t

ϑ

∫ ∞

0

Q0 (y, t, z, s)Q (z, s, ξ, ϑ) dzds.

(5.1.1)

(ii) There exists a constant C, such that, for every y, y′, ξ > 0 and every
0 ≤ ϑ < t′ < t ≤ 1 the following identities and inequalities are all valid:

Q (y, t, ξ, ϑ) = Q (y, t− ϑ, ξ, 0) ,

|Q (y, t, ξ, ϑ)| ≤ C (t− ϑ)
−1

exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
,

|Q (y, t, ξ, ϑ)−Q (y′, t, ξ, ϑ)| ≤ C |y − y′|
1
2 (t− ϑ)

− 5
4

× exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
,

and

|Q (y, t, ξ, ϑ)−Q (y, t′, ξ, ϑ)| ≤ C |t− t′|
1
4 (t′ − ϑ)

− 5
4

× exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
,

(iii) There exists a constant C, such that, for every (y, t, ξ, ϑ) ∈ D̄κ, every
y′,∈ (0, κ),and every t′ ∈ (0, t, ) the following identities and inequalities
are all valid:

|Q (y, t, ξ, ϑ)−Qκ (y, t, ξ, ϑ)| ≤C (t− ϑ)
−1

× exp

(
−1

4
c0

(κ− y)
2

+ (κ− ξ)2

t− ϑ

)
,

|Q (y, t, ξ, ϑ)−Q (y′, t, ξ, ϑ)− (Qκ (y, t, ξ, ϑ)−Qκ (y′, t, ξ, ϑ))|

≤ C |y − y′|
1
2 (t− ϑ)

− 5
4 exp

(
−1

8
c0

(κ− y)
2

+ (κ− ξ)2

t− ϑ

)
,

and

|Q (y, t, ξ, ϑ)−Q (y, t′, ξ, ϑ)− (Qκ (y, t, ξ, ϑ)−Qκ (y, t′, ξ, ϑ))|

≤ C |t− t′|
1
4 (t− ϑ)

− 5
4 exp

(
−1

8
c0

(κ− y)
2

+ (κ− ξ)2

t− ϑ

)
,

Proof. This follows from similar calculations and reasoning as in the proofs of
Lemma 4.1.4.
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Proposition 5.1.1. (i) For every y, ξ > 0 and 0 ≤ ϑ < t ≤ 1 and l ∈ {0, 1, 2}

∂l

∂yl

∫ t

ϑ

∫ ∞

0

GL0
(y, t, z, s)Q (z, s, ξ, ϑ) dzds

=

∫ t

ϑ

∫ ∞

0

∂lGL0 (y, t, z, s)

∂yl
Q (z, s, ξ, ϑ) dzds,

and

∂

∂t

∫ t

ϑ

∫ ∞

0

GL0 (y, t, z, s)Q (z, s, ξ, ϑ) dzds

= Q (y, t, ξ, ϑ) +

∫ t

ϑ

∫ ∞

0

∂GL0
(y, t, z, s)

∂t
Q (z, s, ξ, ϑ) dzds.

(ii) There exists a constant C such that for every y, ξ > 0 and every
0 ≤ ϑ < t ≤ 1

∣∣∣∣
∂l

∂yl

∫ t

ϑ

∫ ∞

0

GL0
(y, t, z, s)Q (z, s, ξ, ϑ) dzds

∣∣∣∣

≤ C (t− ϑ)
− l

2 exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
,

and
∣∣∣∣
∂

∂t

∫ t

ϑ

∫ ∞

0

GL0
(y, t, z, s)Q (z, s, ξ, ϑ) dzds

∣∣∣∣

≤ C (t− ϑ)
−1

exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
,

(iii) There exists a constant C such that for every (y, t, ξ, ϑ) ∈ Dκ and every
l ∈ {0, 1, 2}

∣∣∣∣
∂l

∂yl

∫ t

ϑ

(∫ ∞

0

GL0
(y, t, z, s)Q (z, s, ξ, ϑ) dzds

−
∫ κ

0

GL0,κ (y, t, z, s)Qκ (z, s, ξ, ϑ) dz

)∣∣∣∣

≤ C (t− ϑ)
− l

2 exp

(
−1

8
c0

(κ− y)
2

+ (κ− ξ)2

t− ϑ

)
,

and
∣∣∣∣
∂

∂t

∫ t

ϑ

(∫ ∞

0

GL0 (y, t, z, s)Q (z, s, ξ, ϑ) dz

−
∫ κ

0

GL0,κ (y, t, z, s)Qκ (z, s, ξ, ϑ) dz

)
ds

∣∣∣∣

≤ C (t− ϑ)
−1

exp

(
−1

8
c0

(κ− y)
2

+ (κ− ξ)2

t− ϑ

)
,
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Proof. Because of the regularity bounds obeyed by Q, given in Lemma 5.1.3,
this follows from similar calculations as in the proof of Lemma 4.1.5.

Definition 5.1.4. Let

GL (y, t, ξ, ϑ) := GL0
(y, t, ξ, ϑ)

+

∫ t

ϑ

∫ ∞

0

GL0 (y, t, z, s) Q̂ (z, s, ξ, ϑ) dzds,

and let

ψ2(y, t) :=

∫ t

0

∫ ∞

0

GL (y, t, ξ, ϑ)H1,κ (y, ϑ) dξdϑ.

Theorem 5.1.1. Assume that σR = r = 0 and that the tail distribution F̄
satisfies the inequality (4.0.38).

(i) For every y > 0, every t ∈ (0, 1] and every l ∈ {1, 2}

∂lψ2 (y, t)

∂yl
=

∫ t

0

∫ ∞

0

∂lGL (y, t, ξ, ϑ)

∂yl
H1 (ξ) dξdϑ

and

∂ψ2 (y, t)

∂t
= H1 (y, t) +

∫ t

0

∫ ∞

0

∂GL (y, t, ξ, ϑ)

∂t
H1 (ξ, ϑ) dξdϑ.

(ii) There exists a constant Cβ, depending on β, such that, for every y > 0
and t ∈ (0, 1] and every l ∈ {0, 1, 2} the following bounds are all valid:

∣∣∣∣
∂lψ2 (y, t)

∂yl

∣∣∣∣ ≤ Cβt
2−l
2 (1 + y)

−β
,

∣∣∣∣
∂ψ2 (y, t)

∂t

∣∣∣∣ ≤ Cβ (1 + y)
−β

and, for every y′ > y, t′ ∈ (0, t) and α ∈ (0, 1]

|ψ2 (y, t)− ψ2 (y′, t)| ≤ Cβ (y′ − y)
α
t
2−α
2 (1 + y)

−β
,

and
|ψ2 (y, t)− ψ2 (y, t′)| ≤ Cβ (t− t′)α t1−α (1 + y)

−β
.

(iii) There exists a constant Cβ, depending on β, such that, for every (y, t) ∈
(0, κ)× (0, 1] and every l ∈ {0, 1, 2} the following bounds are all valid:

∣∣∣∣
∂lψ2 (y, t)

∂yl
− ∂lψ2,κ (y, t)

∂yl

∣∣∣∣ ≤ Cβt
2−l
2 (1 + κ)

−β
exp

(
− 1

16
c0

(κ− y)
2

t

)
,

∣∣∣∣
∂ψ2 (y, t)

∂t

∣∣∣∣ ≤ Cβ (1 + κ)
−β

exp

(
− 1

16
c0

(κ− y)
2

t

)
.
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Also, for every y′ ∈ (y, κ), t′ ∈ (0, t) and α ∈ (0, 1]

|(ψ2 (y, t)− ψ2,κ (y, t))− (ψ2 (y′, t)− ψ2,κ (y′, t))|

≤ Cβ (y′ − y)
α
t
2−α
2 (1 + κ)

−β
exp

(
− 1

16
c0

(κ− y′)2

t

)
,

and

|(ψ2 (y, t)− ψ2,κ (y, t))− (ψ2 (y, t′)− ψ2,κ (y, t′))|

≤ Cβ (t− t′)α t1−α (1 + κ)
−β

exp

(
− 1

16
c0

(κ− y)
2

t

)
.

(iv) ψ2 (y, t) is the unique classical solution of the PDE (5.0.25).

Proof. For (i) and (ii): These follow from the regularity bounds obeyed by
H1(y, t) and H1(y, t)−H1,κ(y, t), given in Lemma 5.0.15 and similar calculations
as in the proof of Lemma 4.1.5.

For (iii): This can be calculated from the bounds given in
Lemma 5.1.2, that are obeyed by H1(y, t)−H1,κ(y, t), and examining the three
cases

ξ ≤ 1

2
κ,

1

2
κ < ξ ≤ κ,

and
ξ > κ.

For (iv): It follows from Lemma 5.1.1 and part (i) that ψ2(y, t) satisfies the
equation (5.0.25) on the inner domain. It follows from part (ii) that ψ2(y, t)
satisfies the asymptotic boundary condition. Similar reasoning as in the proof
of Lemma 5.1.1 yields that, for every t0 ∈ (0, 1],

lim
(y,t)→(0,t0)

ψ2(y, t) = 0.

Definition 5.1.5. For y > 0 and t ∈ (0, 1] let

H2(y, t) := −λψ2 (y, t) + λ

∫ y

0

ψ2 (y − z, t) dF (z).

Proposition 5.1.2. Assume that σR = r = 0 and that the tail distribution F̄
satisfies the inequality (4.0.38).

(i) Then there exists a constant Cβ, depending on β, such that, for every
y > 0, t, α ∈ (0, 1] and y′ > 0

|H2(y, t)| ≤ Cβ (1 + y)
−β

,

|H2(y, t)−H2(y′, t)| ≤ Cβ (y′ − y)
α
t
2−α
2 (1 + y)

−β
,
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and such that

|H2(y, t)−H2(y, t′)| ≤ Cβ (t− t′)α t′1−α (1 + y)
−β

.

(ii) There exists a constant Cβ, depending on β, such that, for every (y, t) ∈
(0, κ)× (0, 1] every (y′, t′) ∈ (y, κ)× (0, t) and α ∈ (0, 1]

|H2(y, t)−H2,κ(y, t)| ≤ Cβt (1 + κ)
−β

exp

(
− 1

16
c0

(κ− y)
2

t

)
,

|(H2(y, t)−H2,κ(y, t))− (H2(y′, t)−H2,κ(y′, t))|

≤ Cβ (y′ − y)
α
t
2−α
2 (1 + κ)

−β
exp

(
− 1

16
c0

(κ− y′)2

t

)
,

and

|(H2(y, t)−H2,κ(y, t))− (H2(y, t′)−H2,κ(y, t′))|

≤ Cβ (t− t′)α t1−α (1 + κ)
−β

exp

(
− 1

16
c0

(κ− y)
2

t

)
.

Proof. This follows from the bounds given in Theorem 5.1.1 and similar calcu-
lations as in Lemma 4.1.8.

We will now proceed to show existence of the equation (5.0.25) analogous to
the results in Section 4.1.2.

Definition 5.1.6. Let

Qλ,0 (y, t, ξ, ϑ) = −λGL (y, t, ξ, ϑ) ,

and let the sequence of functions {Qλ,n}∞n=0 be defined inductively for n ∈
1, 2, . . . , and y, ξ > 0 and 0 ≤ ϑ < t ≤ 1 by

Qλ,n (y, t, ξ, ϑ) =

∫ t

ϑ

∫ ∞

0

Qλ,0 (y, t, z, s)Qλ,n−1 (z, s, ξ, ϑ) dzds,

and let

Qλ (y, t, ξ, ϑ) =

∞∑

n=0

Qλ,n (y, t, ξ, ϑ) .

Lemma 5.1.4. (i) Qλ is a solution of the integral equation

Qλ (y, t, z, ϑ) = −λGL (y, t, ξ, ϑ)

− λ
∫ t

ϑ

∫ ∞

0

GL (y, t, z, s)Qλ (z, s, ξ, ϑ) dzds.

(5.1.2)

(ii) Qλ (y, t, ξ, ϑ) is differentiable with respect to y, t and ϑ on (0,∞)× (0, 1]×
(0,∞)× [0, t). Furthermore, there exists a constant C such that for every
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y, ξ > 0 and 0 ≤ ϑ < t ≤ 1 the following identity and inequalities are all
valid for l ∈ {0, 1}

Qλ (y, t, ξ, ϑ) = Qλ (y, t− ϑ, ξ, 0) ,

∣∣∣∣
∂lQλ (y, t, ξ, ϑ)

∂yl

∣∣∣∣ ≤ C (t− ϑ)
− 1+l

2 exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
,

and ∣∣∣∣
∂Qλ (y, t, ξ, ϑ)

∂t

∣∣∣∣ ≤ C (t− ϑ)
− 3

2 exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
.

(iii) There exists a constant C such that for every (y, t, ξ, ϑ) ∈ Dκ and every
l ∈ {0, 1} the following inequalities are all valid:

∣∣∣∣
∂lQλ (y, t, ξ, ϑ)

∂yl
− ∂Qλ,κ (y, t, ξ, ϑ)

∂yl

∣∣∣∣ ≤ C (t− ϑ)
− 1+l

2

× exp

(
−1

8
c0

(κ− y)
2

t− ϑ

)

× exp

(
−1

8
c0

(κ− ξ)2

t− ϑ

)
,

(5.1.3)

and ∣∣∣∣
∂Qλ (y, t, ξ, ϑ)

∂t
− ∂Qλ,κ (y, t, ξ, ϑ)

∂t

∣∣∣∣ ≤ C (t− ϑ)
− 3

2

× exp

(
−1

8
c0

(κ− y)
2

t− ϑ

)

× exp

(
−1

8
c0

(κ− ξ)2

t− ϑ

)
.

(5.1.4)

Proof. For part (i): Similar calculations as in Lemma 4.1.4, based on induction
and uniform convergence yield that the inequalities given in part (i) are all valid.
In particular, it can be shown that there exists a sequence {kn}∞n=0 of positive

constants such that limn→∞
kn+1

kn
= 0 and such that

|Qλ,n (y, t, ξ, ϑ)| ≤ kn (t− ϑ)
2n−1

2 exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
.

Also by induction it can be shown that, for every n ∈ 1, 2, . . . ,

n∑

j=0

Qλ,j (y, t, z, ϑ) = −λGL (y, t, ξ, ϑ)

− λ
∫ t

ϑ

∫ ∞

0

GL (y, t, z, s)

n∑

j=0

Qλ,j (z, s, ξ, ϑ) dzds

+ λ

∫ t

ϑ

∫ ∞

0

GL (y, t, z, s)Qλ,n (z, s, ξ, ϑ) dzds.
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Because of the bounds obeyed by Qλ,n (z, s, ξ, ϑ) it follows that

n∑

j=0

Qλ,j (y, t, ξ, ϑ)

converges uniformly to a solution of the integral equation (5.1.2).

For part (ii): It follows from the regularity bounds obeyed by the Green
function GL (y, t, ξ, ϑ) derived in section 4.1.1 that the stated bounds hold for
Qλ,0 (y, t, ξ, ϑ) and Qλ,0 (y, t, ξ, ϑ)−Qλ,κ,0 (y, t, ξ, ϑ). Similar calculations, based
on induction and uniform convergence as in the proof of
Lemma 4.1.4 yields that these bounds also hold for the limits Qλ (y, t, ξ, ϑ) and
Qλ (y, t, ξ, ϑ)−Qλ,κ (y, t, ξ, ϑ).

For part (iii): We first note that it follows from the bounds given in
that, for some constant C, (y, t, ξ, ϑ) ∈ Dκ and l ∈ {0, 1}

∣∣∣∣
∂lQλ,0 (y, t, ξ, ϑ)

∂yl
− ∂lQλ,0,κ (y, t, ξ, ϑ)

∂yl

∣∣∣∣ ≤ C (t− ϑ)
− 1+l

2

× exp

(
−1

2
c0

(κ− y)
2

+ 1
2 (κ− ξ)2

t− ϑ

)
.

Furthermore, an application of Proposition 3.0.2 yields that, for some constant C

∫ ∞

κ

exp

(
−1

4
c0

(
(y − z)2

t− s +
(z − ξ)2

s− ϑ

))
dz

≤ C exp

(
−1

8
c0

(κ− y)
2

+ (κ− ξ)2

t− ϑ

)
(t− ϑ)

− 1
2 (t− s) 1

2 (s− ϑ)
1
2 .

Similar calculations as in Lemma 4.1.4, based on induction, uniform convergence
the symmetry property between there t and ϑ and the bound above, yield that
the stated bounds (5.1.3) and (5.1.4) all hold.

Definition 5.1.7. For y, ξ > 0 and 0 ≤ ϑ < t ≤ 1 let

GLλ (y, t, ξ, ϑ) := GL (y, t, ξ, ϑ) +

∫ t

ϑ

∫ ∞

0

GL (y, t, z, s)Qλ (z, s, ξ, ϑ) dzds.

Lemma 5.1.5. Assume that σR = r = 0.

(i) For every y, ξ > 0 and 0 ≤ ϑ < t ≤ 1 and l ∈ {1, 2}
∂l

∂yl

∫ t

ϑ

∫ ∞

0

GL (y, t, z, s)Qλ (z, s, ξ, ϑ) dzds

=

∫ t

ϑ

∫ ∞

0

∂lGL (y, t, z, s)

∂yl
Qλ (z, s, ξ, ϑ) dzds,

and

∂

∂t

∫ t

ϑ

∫ ∞

0

GL (y, t, z, s)Qλ (z, s, ξ, ϑ) dzds

= Qλ (y, t, ξ, ϑ) +

∫ t

ϑ

∫ ∞

0

∂GL (y, t, z, s)

∂t
Qλ (z, s, ξ, ϑ) dzds.
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(ii) There exists a constant C such that, for every y, ξ > 0 and 0 ≤ ϑ < t ≤ 1
the following inequalities are all valid:

∣∣∣∣
∂l

∂yl

∫ t

ϑ

∫ ∞

0

GL (y, t, z, s)Qλ (z, s, ξ, ϑ) dzds

∣∣∣∣

≤ C (t− ϑ)
1−l
2 exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
,

and
∣∣∣∣
∂

∂t

∫ t

ϑ

∫ ∞

0

GL (y, t, z, s)Qλ (z, s, ξ, ϑ) dzds

∣∣∣∣

≤ C (t− ϑ)
− 1

2 exp

(
−1

4
c0

(y − ξ)2

t− ϑ

)
.

(iii) There exists a constant C such that, for every (y, t, ξ, ϑ) ∈ Dκ and
l ∈ {0, 1, 2} the following inequalities are all valid:

∣∣∣∣
∂l

∂yl

∫ t

ϑ

(∫ ∞

0

GL (y, t, z, s)Qλ (z, s, ξ, ϑ) dz

−
∫ ∞

0

GL,κ (y, t, z, s)Qλ (z, s, ξ, ϑ) dz

)
ds

∣∣∣∣

≤ C (t− ϑ)
1−l
2 exp

(
−1

2
c0

(κ− y)
2

+ 1
2 (κ− ξ)2

t− ϑ

)
,

and
∣∣∣∣
∂

∂t

∫ t

ϑ

(∫ ∞

0

GL (y, t, z, s)Qλ (z, s, ξ, ϑ) dz

−
∫ ∞

0

GL,κ (y, t, z, s)Qλ (z, s, ξ, ϑ) dz

)
ds

∣∣∣∣

≤ C (t− ϑ)
− 1

2 exp

(
−1

2
c0

(κ− y)
2

+ 1
2 (κ− ξ)2

t− ϑ

)
.

Proof. This follows from the bounds given in Lemma 5.1.4 and Lemma 5.1.2
and similar calculations as in the proof of Lemma 4.1.5.

Definition 5.1.8. Let

QI,0 (y, t, ξ, ϑ) := λ

∫ y

0

GLλ (y − ζ, t, ξ, ϑ) dF (ζ) .

Let the sequence of functions

{QI,n (y, t, ξ, ϑ)}∞n=0

be defined inductively by

QI,n (y, t, ξ, ϑ) =

∫ t

ϑ

∫ ∞

0

QI,0 (y, t, z, s)QI,n−1 (z, s, ξ, ϑ) dzds,

n ∈ 1, 2, . . . .
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Let

QI (y, t, ξ, ϑ) =

∞∑

n=0

QI,n (y, t, ξ, ϑ) .

Let

GIλ,n (y, t, ξ, ϑ) :=

∫ t

ϑ

∫ ∞

0

GLλ (y, t, z, s)QI,n (z, s, ξ, ϑ) dzds,

and let

GIλ (y, t, ξ, ϑ) :=

∫ t

ϑ

∫ ∞

0

GLλ (y, t, z, s)QI (z, s, ξ, ϑ) dzds.

Lemma 5.1.6. Assume that σR = r = 0 and that the inequality (4.0.38) holds.

(i) There exists a sequence {kn}∞n=0 such that

lim
n→∞

kn+1

kn
= 0,

and such that, for every finite n ∈ 0, 1, . . . , every y, ξ > 0 and
0 ≤ ϑ < t ≤ 1,

|QI,n (y, t, ξ, ϑ)| ≤ kn (t− ϑ)
n− 1

2

×
∫ ∞

0

. . .

∫ ∞

0

exp


−1

4
c0

(
y − ξ −∑n

j=0 ζj

)2

t− ϑ




× dF (ζ0)dF (ζ1), . . . , dF (ζn),

(5.1.5)

∣∣∣∣QI,n (y, t, ξ, ϑ)−QI,n (y′, t, ξ, ϑ)

∣∣∣∣

≤ Ckn |y − y′| (t− ϑ)
n−1

×
(

exp


−1

4
c0

(
y − ξ −∑n

j=0 ζj

)2

t− ϑ




+ exp


−1

4
c0

(
y′ − ξ −∑n

j=0 ζj

)2

t− ϑ



)

× dF (ζ1), . . . , dF (ζn).

(5.1.6)

Also

|QI,n (y, t, ξ, ϑ)−QI,n (y, t′, ξ, ϑ)| ≤ Ckn |t− t′|
1
4
(
t̃− ϑ

)n− 3
4

× exp


−1

4
c0

(
y − ξ −∑n

j=0 ζj

)2

t− ϑ




× dF (ζ1), . . . , dF (ζn),

(5.1.7)
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(ii)

|QI (y, t, ξ, ϑ)| ≤ C (t− ϑ)
− 1

2 ,

|QI (y, t, ξ, ϑ)−QI (y′, t, ξ, ϑ)| ≤ C |y − y′| (t− ϑ)
−1
,

and
|QI (y, t, ξ, ϑ)−QI (y, t′, ξ, ϑ)| ≤ C |t− t′|

1
4 (t′ − ϑ)

− 3
4 .

(iii) For every (y, t, ξ, ϑ)

QI (y, t, ξ, ϑ) = λ

∫ y

0

GLλ (y − ζ, t, ξ, ϑ) dF (ζ)

+ λ

∫ y

0

GIλ (y − ζ, t, ξ, ϑ) dF (ζ) .

(5.1.8)

Proof. For part (i)-(ii): This follows from similar calculations as in
Lemma 4.1.12.

For part (iii): This follows from similar calculations as in the proof of
Lemma 5.1.4.

Lemma 5.1.7. Assume that σR = r = 0. There exists a constant C such
that for every (y, t, ξ, ϑ) ∈ Dκ and every (y′, t′) ∈ (y, κ) × (0, t) the following
inequalities are all valid:

|QI (y, t, ξ, ϑ)−QI,κ (y, t, ξ, ϑ)| ≤ C (t− ϑ)
− 1

2

× exp

(
−1

8
c0

(κ− y)
2

+ (κ− ξ)2

t− ϑ

)
,

(5.1.9)

|(QI (y, t, ξ, ϑ)−QI,κ (y, t, ξ, ϑ))− (QI (y′, t, ξ, ϑ)−QI,κ (y′, t, ξ, ϑ))|

≤ C (y′ − y)
1
2 (t− ϑ)

− 3
4 exp

(
−1

8
c0

(κ− y′)2
+ (κ− ξ)2

t− ϑ

)
,

(5.1.10)

and

|(QI (y, t, ξ, ϑ)−QI,κ (y, t, ξ, ϑ))− (QI (y, t′, ξ, ϑ)−QI,κ (y, t′, ξ, ϑ))|

≤ C (t− t′)
1
4 t′
− 3

4 exp

(
−1

8
c0

(κ− y)
2

+ (κ− ξ)2

t− ϑ

)
.

(5.1.11)

Proof. For (y, t, ξ, ϑ) ∈ Dκ and n ∈ 0, 1, . . . , let

∆QI,n (y, t, ξ, ϑ) := QI,n (y, t, ξ, ϑ)−QI,κ (y, t, ξ, ϑ) .

and let
∆QI (y, t, ξ, ϑ) := QI (y, t, ξ, ϑ)−QI,κ (y, t, ξ, ϑ) .

Because of the bounds given in Lemma 5.1.2 similar calculations as in Proposi-
tion 3.0.3 and Proposition 3.0.4 yield that

∆QI,0 (y, t, ξ, ϑ) ,
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∆QI,0 (y, t, ξ, ϑ)−∆QI,0 (y′, t, ξ, ϑ)

and
∆QI,0 (y, t, ξ, ϑ)−∆QI,0 (y, t′, ξ, ϑ)

obey bounds of the stated form (5.1.10). Similar calculations, based on induction
and uniform convergence, as in the proofs of Lemma4.1.4 and Lemma (5.1.4)
part (iii), yield that the stated regularity bounds for ∆QI (y, t, ξ, ϑ) all hold.

Lemma 5.1.8. Assume that σR = r = 0. There exists a sequence {kn}∞n=0

such that

lim
n→∞

kn+1

kn
= 0,

and such that, for every finite n ∈ 0, 1, . . . ,, every l ∈ {0, 1, 2}, y, ξ > 0 and
0 ≤ ϑ < t ≤ 1 the following identities and inequalities are valid:

(i)

∂lGIλ,n (y, t, ξ, ϑ)

∂yl
=

∫ t

ϑ

∫ ∞

0

∂lGLλ (y, t, z, s)

∂yl
QI,n (z, s, ξ, ϑ) dzds,

and

∂GIλ,n (y, t, ξ, ϑ)

∂t
= QI,n (y, t, ξ, ϑ)

+

∫ t

ϑ

∫ ∞

0

∂GLλ (y, t, z, s)

∂t
QI,n (z, s, ξ, ϑ) dzds.

(ii)

∣∣∣∣
∂lGIλ,n (y, t, ξ, ϑ)

∂yl

∣∣∣∣ ≤ kn (t− ϑ)
n+ 1−l

2

×
∫ ∞

0

. . .

∫ ∞

0

exp


−1

4
c0

(
y − ξ −∑n

j=0 ζj

)2

t− ϑ




× dF (ζ1), . . . , dF (ζn),

∣∣∣∣
∂GIλ,n (y, t, ξ, ϑ)

∂t

∣∣∣∣ ≤ kn (t− ϑ)
n− 1

2

×
∫ ∞

0

. . .

∫ ∞

0

exp


−1

4
c0

(
y − ξ −∑n

j=0 ζj

)2

t− ϑ




× dF (ζ1), . . . , dF (ζn)
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and

|GIλ,n (y, t, ξ, ϑ)| ≤ kny
1
2 (t− ϑ)

n+ 1
4

×
∫ ∞

0

. . .

∫ ∞

0

(
exp


−1

4
c0

(
y − ξ −∑n

j=0 ζj

)2

t− ϑ




+ exp


−1

4
c0

(
ξ +

∑n
j=0 ζj

)2

t− ϑ



)

× dF (ζ1), . . . , dF (ζn).

(iii)
∂lGIλ (y, t, ξ, ϑ)

∂yl
=

∫ t

ϑ

∫ ∞

0

∂lGLλ (y, t, z, s)

∂yl
QI,κ (z, s, ξ, ϑ) dzds

and

∂GIλ (y, t, ξ, ϑ)

∂t
= QI,κ (y, t, ξ, ϑ)

+

∫ t

ϑ

∫ ∞

0

∂GLλ (y, t, z, s)

∂t
QI,κ (z, s, ξ, ϑ) dzds.

Furthermore, there exists a constant C such that for every (y, t, ξ, ϑ), and
every l ∈ {0, 1, 2}

∣∣∣∣
∂lGIλ (y, t, ξ, ϑ)

∂yl

∣∣∣∣ ≤ C (t− ϑ)
1−l
2 ,

and ∣∣∣∣
∂GIλ (y, t, ξ, ϑ)

∂t

∣∣∣∣ ≤ C (t− ϑ)
− 1

2 .

(iv) For every (y, t, ξ, ϑ) ∈ Dκ and l ∈ {0, 1, 2}
∣∣∣∣∣
∂lGIλ (y, t, ξ, ϑ)

∂yl
− ∂lGIλ,κ (y, t, ξ, ϑ)

∂yl

∣∣∣∣∣

≤ C (t− ϑ)
1−l
2 exp

(
−1

8
c0

(κ− y)
2

+ (κ− ξ)2

t− ϑ

)
,

and
∣∣∣∣
∂GIλ (y, t, ξ, ϑ)

∂t
− ∂GIλ,κ (y, t, ξ, ϑ)

∂t

∣∣∣∣

≤ C (t− ϑ)
− 1

2 exp

(
−1

8
c0

(κ− y)
2

+ (κ− ξ)2

t− ϑ

)
.

Proof. This follows from the bounds given in Lemma 5.1.6 and Lemma 5.1.7
and similar calculations as in the proof of Lemma 4.1.13.
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Definition 5.1.9. For y, ξ > 0 and 0 ≤ ϑ < t ≤ 1 let

GA (y, t, ξ, ϑ) := GLλ (y, t, ξ, ϑ) +GIλ (y, t, ξ, ϑ)

and let

ψ3(y, t) =

∫ t

0

∫ ∞

0

GA (y, t, ξ, ϑ)H2 (ξ, ϑ) dξdϑ.

Theorem 5.1.2. Assume that σR = r = 0 and that the bound (4.0.38) on the
tail distribution function F̄ holds.

(i) Then ψ3(y, t) is a classical solution of the PIDE (5.0.25). Furthermore,
there exists a constant Cβ, depending on β, such that for every y > 0 and
t ∈ (0, 1] the following inequalities are all valid:

∣∣∣∣
∂lψ3(y, t)

∂yl

∣∣∣∣ ≤ Cβt
4−l
2 (1 + y)

−β
,

∣∣∣∣
∂ψ3(y, t)

∂t

∣∣∣∣ ≤ Cβt (1 + y)
−β

,

|ψ3(y, t)| ≤ Ct 7
4
√
y,

∣∣∣∣
∂lψ3(y, t)

∂yl

∣∣∣∣ ≤ Cβt
4−l
2 (1 + y)

−β
,

∣∣∣∣
∂ψ3(y, t)

∂t

∣∣∣∣ ≤ Cβt (1 + y)
−β

,

∣∣∣∣
∂lψ(y, t)

∂yl

∣∣∣∣ ≤ C
(
t−

l
2 exp

(
−1

4
c0T

y2

t

)
+ t

2−l
2 Cβ (1 + y)

−β
)

and

∣∣∣∣
∂ψ(y, t)

∂t

∣∣∣∣ ≤ C
(
t−1 exp

(
−1

4
c0T

y2

t

)
+ Cβ (1 + y)

−β
)
.

(ii) There exists a constant Cβ, depending on β, such that, for every y ∈(
0, 1

2κ
)
, t ∈ (0, 1] and l ∈ {0, 1, 2} the following bounds are all valid:

∣∣∣∣
∂lψ3(y, t)

∂yl
− ∂lψ3,κ

∂yl
(y, t)

∣∣∣∣ ≤ Cβt
4−l
2 (1 + κ)

−β
exp

(
− 1

128
c0

(κ− y)
2

t

)
,

∣∣∣∣
∂ψ3(y, t)

∂t
− ∂ψ3,κ

∂t
(y, t)

∣∣∣∣ ≤ Cβt (1 + κ)
−β

exp

(
− 1

128
c0

(κ− y)
2

t

)
.

Proof. This follows from the identities and bounds given in Lemma 5.1.5 and
Lemma 4.1.13, the bounds obeyed by H1 (y, t) given in Proposition 5.1.2 and
similar calculations as in the proof of Theorem 4.1.2. For part (ii) it is helpful
to consider separately the cases ξ ≤ κ+y

2 and ξ > κ+y
2 .
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5.2 Unbounded coefficients

In this section we will prove the existence of a classical solution of the
PDE (5.0.25) and the PIDE (5.0.26) under the assumption that σR > 0. Quite
similar to what we did in Section 4.2, the main idea is to consider a transformed
equation of equation (5.0.25), using the change of variables x = ln (1 + y), and

look for a solution ψ̂2(x, t) of the equations




ψ̂2(x, 0) = 0, x > 0

limx→∞ ψ̂2(x, t) = 0,

ψ̂2(0, t) = 0, t ∈ [0, 1] ,
∂ψ̂2(x,t)

∂t − L̂ψ̂2 (x, t) = H1 (ex − 1, t) x > 0, t ∈ (0, 1],

(5.2.1)

and




ψ̂3(x, 0) = 0, x > 0,

ψ̂3(0, t) = 0, t ∈ [0, 1] ,

limx→∞ ψ̂3 (x, t) = 0, t ∈ [0, 1] ,
∂ψ̂3(x,t)

∂t − Âψ̂3 (x, t) = H2 (ex − 1, t) , x > 0, t ∈ (0, 1],

(5.2.2)

where H2(y, t) is defined in Definition 5.1.5. As we did in Section 5.1 we will
also consider the convergence of the solutions as γ → ∞. For the PDE (5.2.1)
the first step is to establish bounds on a Green function ĜL̂ (x, t, ξ, ϑ) that is

very similar to the auxiliary Green function ĜL̂,κ̂ (x, t, ξ, ϑ) except that, instead
of satisfying

lim
x→κ̂

ĜL̂,κ̂ (x, t, ξ, ϑ) = 0,

ĜL̂ (x, t, ξ, ϑ) will satisfy the asymptotic condition

lim
x→∞

ĜL̂ (x, t, ξ, ϑ) = 0.

Definition 5.2.1. For ξ > 0 and t ∈ (0, 1] let P̂
(2)
g be the operator defined in

Definition 4.2.5. Let
V̂ξ,0 (t) := −2Γ̂L̂0

(0, t, ξ, 0) .

For n ∈ 1, 2, . . . , define V̂ξ,n (t) recursively as

V̂ξ,n (t) = −2P̂
(2)

V̂ξ,n−1
(t),

and let

Ûξ(t) :=
∞∑

n=0

V̂ξ,n (t) .

Lemma 5.2.1. Assume that σR > 0.

(i) There exists a constant C such that for every t ∈ (0, 1] and every ξ ∈ (0, κ̂)

∣∣∣Ûξ(t)− Û (2)
ξ,κ̂(t)

∣∣∣ ≤ C exp

(
−1

4
ĉ0
κ̂2

t

)
,

and ∣∣∣Û ′ξ(t)− Û (2)
ξ,κ̂
′(t)
∣∣∣ ≤ C exp

(
−1

4
ĉ0
κ̂2

t

)
.
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(ii) Ûξ(t) is differentiable on (0, 1]. Ûξ(t) is a solution of the integral equation

−1

2
Ûξ(t)− P̂ (2)

Uξ,n
= Γ̂L̂0

(0, t, ξ, 0) .

Let
ĝ∗
L̂0

(x, t, ξ) := −P (2)

Ûξ
(x, t).

Then ĝ∗
L̂0

(x, t, ξ) is a classical solution of the PDE





ĝ∗
L̂0

(x, 0, ξ) = 0, x > 0,

ĝ∗
L̂0

(0, t, ξ) = Γ̂L̂0
(0, t, ξ, 0) , t ∈ (0, 1],

limx→∞ ĝ∗
L̂0

(x, t, ξ) = 0, t ∈ (0, 1],
∂ĝ∗
L̂0

(x,t,ξ)

∂t = â1,1(x)
∂2ĝ∗

L̂0
(x,t,ξ)

∂x2 , (x, t) ∈ (0,∞)× (0, 1].

Proof. This follows from similar reasoning and calculation also making use of
the bounds given in Lemma 5.2.2, as in the proof of Lemma 5.1.1) below, .

Definition 5.2.2. Define

ĝL̂0
(x, t, ξ, ϑ) := ĝ∗

L̂0
(x, t− ϑ, ξ).

Lemma 5.2.2. Assume that σR > 0.

(i) There exists a constant C such that for every x, ξ > 0 and 0 ≤ ϑ < t ≤ 1
and l ∈ {0, 1, 2} the following inequalities are all valid:

∣∣∣∣∣
∂lĝL̂0

(x, t, ξ, ϑ)

∂xl

∣∣∣∣∣ ≤ C (t− ϑ)
− 1+l

2 exp

(
−1

2
ĉ0
x2 + 1

2ξ
2

t− ϑ

)

and ∣∣∣∣
∂ĝL̂0

(x, t, ξ, ϑ)

∂t

∣∣∣∣ ≤ C (t− ϑ)
− 3

2 exp

(
−1

2
ĉ0
x2 + 1

2ξ
2

t− ϑ

)
.

(ii) There exists a constant C such that for every (x, t, ξ, ϑ) ∈ Dκ̂ and
l ∈ {0, 1, 2} the following inequalities are all valid:

∣∣∣∣∣
∂lĝL̂0

(x, t, ξ, ϑ)

∂xl
+

∂l

∂xl
P̂

(2)

Û
(2)
ξ,κ̂

(x, t− ϑ)

∣∣∣∣∣ ≤ C exp

(
−1

8
ĉ0
κ̂2 + ξ2

t− ϑ

)
,

∣∣∣∣
∂ĝL̂0

(x, t, ξ, ϑ)

∂t
+
∂

∂t
P̂

(2)

Û
(2)
ξ,κ̂

(x, t− ϑ)

∣∣∣∣ ≤ C exp

(
−1

8
ĉ0
κ̂2 + ξ2

t− ϑ

)
,

∣∣∣∣∣
∂lĝL̂0

(x, t, ξ, ϑ)

∂xl
−
∂lĝL̂0,κ̂

(x, t, ξ, ϑ)

∂xl

∣∣∣∣∣

≤ Ct− 1+l
2 exp

(
−1

2
ĉ0

(κ̂− y)
2

+ 1
2 (κ̂− ξ)2

t− ϑ

)
,
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and
∣∣∣∣∣
∂ĝL̂0

(x, t, ξ, ϑ)

∂t
−
∂ĝL̂0,κ

(x, t, ξ, ϑ)

∂t

∣∣∣∣∣

≤ Ct− 3
2 exp

(
−1

2
ĉ0

(κ̂− y)
2

+ 1
2 (κ̂− ξ)2

t− ϑ

)
.

(iii) There exists a constant C such that for every y, ξ > 0 and 0 ≤ ϑ < t ≤ 1
the following inequalities are all valid:

∫ t

0

∫ ∞

κ̂

∣∣∣∣∣
∂2ĝL̂0

(x, t, ξ, ϑ)

∂y2

∣∣∣∣∣ dξdϑ ≤ Ct exp

(
−1

4
ĉ0
κ̂2

t

)
,

and ∫ t

0

∫ ∞

κ̂

∣∣∣∣
∂ĝL̂0

(x, t, ξ, ϑ)

∂t

∣∣∣∣ dξdϑ ≤ Ct exp

(
−1

4
ĉ0
κ̂2

t

)
.

(iv) There exists a constant C such that for every (x, t, ξ, ϑ) ∈ Dκ̂ and
l ∈ {0, 1, 2}

∣∣∣∣∣

∫ t

0

∫ ∞

0

(
∂lĝL̂0

(x, t, ξ, ϑ)

∂xl
−
∂lĝL̂0,κ̂

(x, t, ξ, ϑ)

∂xl

)
dξdϑ

∣∣∣∣∣

≤ Ct 2−l
2 exp

(
−1

2
ĉ0

(κ̂− y)
2

t

)
,

and such that
∣∣∣∣∣

∫ t

0

(∫ ∞

0

∂ĝL̂0
(x, t, ξ, ϑ)

∂t
dξ −

∫ κ̂

0

∂ĝL̂0,κ̂
(x, t, ξ, ϑ)

∂t
dξ

)
dϑ

∣∣∣∣∣

≤ C exp

(
−1

2
ĉ0

(κ̂− y)
2

t

)
.

Proof. Because of the bounds given in Lemma 5.2.1 this follows from similar
reasoning and calculations as in the proof of Lemma 5.1.2 and the proof of
Proposition 4.2.5.

In the coming results we will establish the existence of a function
ĜL̂ (x, t, ξ, ϑ) that has very similar properties on the entire unbounded domain

(y, t) ∈ (0,∞) × (0, 1] as the Green function ĜL̂,γ (x, t, ξ, ϑ), does on the trun-

cated domain. Moreover, we will show that the function ĜL̂,γ (x, t, ξ, ϑ) will

converge to ĜL̂ (x, t, ξ, ϑ) if we let γ tend towards infinity.

Definition 5.2.3. For x, ξ > 0 and 0 ≤ ϑ < t ≤ 1 let

ĜL̂0
(x, t, ξ, ϑ) := Γ̂L̂0

(x, t, ξ, ϑ)− ĝL̂0
(x, t, ξ, ϑ),

let

Q̂0 (x, t, ξ, ϑ) := â∗1 (x)
∂ĜL̂0

(x, t, ξ, ϑ)

∂x
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and let the sequence of functions
{
Q̂n

}∞
n=0

be defined inductively for

n ∈ 1, 2, . . . , by

Q̂n (x, t, ξ, ϑ) =

∫ t

ϑ

∫ ∞

0

Q̂0 (x, t, z, s) Q̂n−1 (z, s, ξ, ϑ) dzds,

and let

Q̂ (x, t, ξ, ϑ) =
∞∑

n=0

Q̂n (x, t, ξ, ϑ) .

Lemma 5.2.3. Assume that σR > 0 and let α ∈ (0, 1).

(i) Q̂ solves the integral equation

Q̂ (x, t, ξ, ϑ) = Q̂0 (x, t, ξ, ϑ) +

∫ t

ϑ

∫ ∞

0

Q̂0 (x, t, z, s) Q̂ (z, s, ξ, ϑ) dzds.

(5.2.3)

(ii) There exists a constant C such that, for every x, x′, ξ > 0 and every 0 ≤
ϑ < t′ < t ≤ 1 the following identities and inequalities are all valid:

Q̂ (x, t, ξ, ϑ) = Q̂ (x, t− ϑ, ξ, 0) ,

∣∣∣Q̂ (x, t, ξ, ϑ)
∣∣∣ ≤ C (t− ϑ)

−1
exp

(
−1

4
ĉ0

(x− ξ)2

t− ϑ

)
,

∣∣∣Q̂ (x, t, ξ, ϑ)− Q̂ (x′, t, ξ, ϑ)
∣∣∣ ≤ C |x− x′|

1
2 (t− ϑ)

− 5
4

× exp

(
−1

4
ĉ0

(x− ξ)2

t− ϑ

)
,

and
∣∣∣Q̂ (x, t, ξ, ϑ)− Q̂ (x, t′, ξ, ϑ)

∣∣∣ ≤ C |t− t′|
1
4 (t′ − ϑ)

− 5
4

× exp

(
−1

4
ĉ0

(x− ξ)2

t− ϑ

)
.

(iii) There exists a constant C such that, for every (x, t, ξ, ϑ) ∈ D̄κ̂, every
x′,∈ (0, κ̂),and every t′ ∈ (0, t, ) the following identities and inequalities
are all valid:
∣∣∣Q̂ (x, t, ξ, ϑ)− Q̂κ̂ (x, t, ξ, ϑ)

∣∣∣ ≤ C (t− ϑ)
−1

× exp

(
−1

4
ĉ0

(κ̂− x)
2

+ (κ̂− ξ)2

t− ϑ

)
,

∣∣∣Q̂ (x, t, ξ, ϑ)− Q̂ (x′, t, ξ, ϑ)−
(
Q̂κ̂ (x, t, ξ, ϑ)− Q̂κ̂ (x′, t, ξ, ϑ)

)∣∣∣

≤ C |x− x′|
1
2 (t− ϑ)

− 5
4 exp

(
−1

8
ĉ0

(κ̂− x)
2

+ (κ̂− ξ)2

t− ϑ

)
,
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and ∣∣∣Q̂ (x, t, ξ, ϑ)− Q̂ (x, t′, ξ, ϑ)−
(
Q̂κ̂ (x, t, ξ, ϑ)− Q̂κ̂ (x, t′, ξ, ϑ)

)∣∣∣

≤ C |t− t′|
1
4 (t− ϑ)

− 5
4 exp

(
−1

8
ĉ0

(κ̂− x)
2

+ (κ̂− ξ)2

t− ϑ

)
.

Proof. For (i)-(ii): This follows from similar calculations and reasoning as in
the proofs of Lemma 4.2.6 and Lemma 5.1.4.

For (iii): This follows from similar calculations as in the proof of
Lemma (5.1.4) part (iii), and Lemma 5.1.7.

Proposition 5.2.1. (i) For every x, ξ > 0 and 0 ≤ ϑ < t ≤ 1 and l ∈ {0, 1, 2}
∂l

∂xl

∫ t

ϑ

∫ ∞

0

ĜL̂0
(x, t, z, s) Q̂ (z, s, ξ, ϑ) dzds

=

∫ t

ϑ

∫ ∞

0

∂lĜL̂0
(x, t, z, s)

∂xl
Q̂ (z, s, ξ, ϑ) dzds,

and

∂

∂t

∫ t

ϑ

∫ ∞

0

ĜL̂0
(x, t, z, s) Q̂ (z, s, ξ, ϑ) dzds = Q̂ (x, t, ξ, ϑ)

+

∫ t

ϑ

∫ ∞

0

∂ĜL̂0
(x, t, z, s)

∂t
Q̂ (z, s, ξ, ϑ) dzds.

(ii) There exists a constant C such that for every x, ξ > 0, every
0 ≤ ϑ < t ≤ 1 and every and l ∈ {0, 1, 2}

∣∣∣∣
∂l

∂xl

∫ t

ϑ

∫ ∞

0

ĜL̂0
(x, t, z, s) Q̂ (z, s, ξ, ϑ) dzds

∣∣∣∣

≤ C (t− ϑ)
− l

2 exp

(
−1

4
c0

(x− ξ)2

t− ϑ

)
,

and
∣∣∣∣
∂

∂t

∫ t

ϑ

∫ ∞

0

ĜL̂0
(x, t, z, s) Q̂ (z, s, ξ, ϑ) dzds

∣∣∣∣

≤ C (t− ϑ)
−1

exp

(
−1

4
c0

(x− ξ)2

t− ϑ

)
.

(iii) There exists a constant C such that for every (x, t, ξ, ϑ) ∈ Dκ̂ and every
l ∈ {0, 1, 2}

∣∣∣∣
∂l

∂xl

∫ t

ϑ

(∫ ∞

0

ĜL̂0
(x, t, z, s) Q̂ (z, s, ξ, ϑ) dzds

−
∫ κ̂

0

ĜL̂0,κ̂
(x, t, z, s) Q̂κ̂ (z, s, ξ, ϑ) dz

)∣∣∣∣

≤ C (t− ϑ)
− l

2 exp

(
−1

8
ĉ0

(κ̂− x)
2

+ (κ̂− ξ)2

t− ϑ

)
,
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and
∣∣∣∣
∂

∂t

∫ t

ϑ

(∫ ∞

0

ĜL̂0
(x, t, z, s) Q̂ (z, s, ξ, ϑ) dz

−
∫ γ

0

ĜL̂0,γ
(x, t, z, s) Q̂κ̂ (z, s, ξ, ϑ) dz

)
ds

∣∣∣∣

≤ C (t− ϑ)
−1

exp

(
−1

8
ĉ0

(κ̂− x)
2

+ (κ̂− ξ)2

t− ϑ

)
.

Proof. For (i)-(ii): Because of the regularity bounds obeyed by Q̂ (x, t, ξ, ϑ),
given in Lemma 5.2.3, and the regularity bounds obeyed by ĜL̂0

, this follows
from similar calculations as in the proof of Lemma 4.1.5.

For part (iii): Because of the bounds given in Lemma 5.2.3 this follows from
similar calculations as in the proof of Lemma (5.1.4) part (iii).

Definition 5.2.4. Let

ĜL̂ (x, t, ξ, ϑ) := ĜL̂0
(x, t, ξ, ϑ)

+

∫ t

ϑ

∫ ∞

0

ĜL̂0
(x, t, z, s) Q̂ (z, s, ξ, ϑ) dzds.

and let

ψ̂2(x, t) :=

∫ t

0

∫ ∞

0

ĜL̂ (x, t, ξ, ϑ)H1,γ

(
eξ − 1, ϑ

)
dξdϑ.

Theorem 5.2.1. Assume that σR > 0 and that the tail distribution satisfies the
inequality (4.0.38).

(i) For every x > 0, t ∈ (0, 1] and l ∈ {1, 2}

∂lψ̂2(x, t)

∂xl
=

∫ t

0

∫ ∞

0

∂lĜL̂ (x, t, ξ, ϑ)

∂xl
H1,γ

(
eξ − 1, ϑ

)
dξdϑ,

and

∂ψ̂2(x, t)

∂t
= H1,γ (ex − 1, t)

+

∫ t

0

∫ ∞

0

∂ĜL̂ (x, t, ξ, ϑ)

∂t
H1,γ

(
eξ − 1, ϑ

)
dξdϑ.

(ii) There exists a constant Cβ, depending on β, such that for every
x > 0, t ∈ (0, 1] and every l ∈ {0, 1} the following bounds are valid:

∣∣∣∣∣
∂lψ̂2(x, t)

∂xl

∣∣∣∣∣ ≤ Cβt
2−l
2 exp (−βx) ,

∣∣∣∣∣
∂2ψ̂2(x, t)

∂x2

∣∣∣∣∣ ≤ Cβ exp

(
−1

2
βx

)
,

∣∣∣∣∣
∂ψ̂2(x, t)

∂t

∣∣∣∣∣ ≤ Cβ exp

(
−1

2
βx

)
,
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and ∣∣∣ψ̂2(x, t)
∣∣∣ ≤ Cβt

3
4 min

(
x

1
2 , t

1
4 exp (−βx)

)
.

(iii) ψ̂2(x, t) is a classical solution of the PDE (5.2.1) and

ψ2(y, t) := ψ̂2(ln (1 + y) , t)

is a classical solution of the PDE (5.0.25).

(iv) For every x′ > x, t′ ∈ (0, t) and α ∈
(
0, 1

2

)
the following bounds hold:

∣∣∣ψ̂2(x, t)− ψ̂2(x′, t)
∣∣∣ ≤ Cβ (x′ − x)

α
t
2−α
2 exp (−βx) and

∣∣∣ψ̂2(x, t)− ψ̂2(x, t′)
∣∣∣ ≤ Cβ (t− t′)α t1−α exp (−βx) .

(v) There exists a constant Cβ, depending on β, such that for every (x, t) ∈
(0, κ̂)× (0, 1] and every l ∈ {0, 1}
∣∣∣∣∣
∂lψ̂2(x, t)

∂xl
− ∂lψ̂2,κ̂(x, t)

∂xl

∣∣∣∣∣ ≤ Cβt
2−l
2 exp (−βκ̂) exp

(
−1

8
ĉ0

(κ̂− x)
2

t

)
,

∣∣∣∣∣
∂2ψ̂2(x, t)

∂x2
− ∂2ψ̂2,κ̂(x, t)

∂x2

∣∣∣∣∣ ≤ Cβ exp

(
−1

2
βκ̂

)
exp

(
−1

8
ĉ0

(κ̂− x)
2

t

)
,

and
∣∣∣∣∣
∂ψ̂2(x, t)

∂t
− ∂lψ̂2,κ̂(x, t)

∂t

∣∣∣∣∣ ≤ Cβ exp

(
−1

2
βκ̂

)
exp

(
−1

8
ĉ0

(κ̂− x)
2

t

)
.

(vi) There exists a constant Cβ, depending on β, such that for every
(y, t) ∈ (0, γ)× (0, 1] and every l ∈ {0, 1}

∣∣∣∣
∂lψ2(y, t)

∂yl
− ∂lψ2,γ(y, t)

∂yl

∣∣∣∣ ≤ Cβt
2−l
2 (1 + γ)

−β
)

× exp

(
−1

8
ĉ0

[
ln

(
1 + γ

1 + y

)]2
)
,

∣∣∣∣
∂2ψ2(y, t)

∂y2
− ∂2ψ2,γ(y, t)

∂y2

∣∣∣∣ ≤ Cβt
2−l
2 (1 + γ)

− 1
2β (1 + y)

−2

× exp

(
−1

8
ĉ0

[
ln

(
1 + γ

1 + y

)]2
)
,

and
∣∣∣∣
∂ψ2(y, t)

∂t
− ∂ψ2,γ(y, t)

∂t

∣∣∣∣ ≤ Cβt
2−l
2 (1 + γ)

− 1
2β

× exp

(
−1

8
ĉ0

[
ln

(
1 + γ

1 + y

)]2
)
.
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(vii) For every 0 < x < x′ < κ̂, every t′ ∈ (0, t) and α ∈ (0, 1
2 ] the following

bounds hold:
∣∣∣
(
ψ̂2(x, t)− ψ̂2,κ̂(x, t

)
−
(
ψ̂2(x′, t)− ψ̂2,κ̂(x′, t)

)∣∣∣

≤ Cβ (x′ − x)
α
t
2−α
2 exp (−βκ̂) exp

(
−1

8
ĉ0

(κ̂− x′)2

t

)
,

∣∣∣
(
ψ̂2(x, t)− ψ̂2,κ̂(x, t

)
−
(
ψ̂2(x, t′)− ψ̂2,κ̂(x, t′)

)∣∣∣

≤ Cβ (t− t′)α t1−α exp

(
−1

2
βκ̂

)
exp

(
−1

8
ĉ0

(κ̂− x′)2

t

)
.

Proof. This follows from similar considerations and calculations as in the proof
of Lemma 4.1.5 using the bound given in Lemma 4.2.8, Theorem 5.1.1 and
Proposition 5.2.1. We also need to use the chain rule and consider the change
of variable

y = ex − 1.

The bounds given in part (vii) follow from the bounds given in part (v), Propo-
sition 3.0.3, Proposition 3.0.4 and considering the function

∆ψ2,γ(x, t) = ψ2(x, t)− ψ2,γ(x, t).

Lemma 5.2.4. Assume that σR > 0 and that the tail distribution satisfies the
bound (4.0.38). Let the function H2 be as in Definition 5.1.5.

(i) There exists a constant Cβ, depending on β, such that the bounds stated
below all hold for every x′ > x > 0, and every 0 ≤ t′ < t ≤ 1 and every

α ∈ (0, min(β,1)
2 ]

|H2 (ex − 1, t)| ≤ Cβt exp (−βx) ,

|H2 (ex − 1, t)−H2 (ex − 1, t′)| ≤ Cβ (t− t′)α t1−α exp (−βx) ,

and
∣∣∣H2 (ex − 1, t)−H2

(
ex
′ − 1, t

)∣∣∣ ≤ Cβ (x′ − x)
α
t
2−α
2 exp (− (β − α)x) .

(ii) Let γ = eκ̂ − 1. There exists a constant Cβ, depending on β, such that
the bounds stated below all hold for every 0 < x < x′ < κ̂, and every

0 ≤ t′ < t ≤ 1 and every α ∈ (0, min(β,1)
2 ]

|H2 (ex − 1, t)−H2,γ (ex − 1, t)| ≤ Cβtγ−β exp (−βκ̂)

× exp

(
−1

8
ĉ0

(κ̂− x)
2

t

)
,

|(H2 (ex − 1, t)−H2,γ (ex − 1, t′))− (H2 (ex − 1, t)−H2,γ (ex − 1, t′))|

≤ Cβ (x′ − x)
α
t
2−α
2 exp

(
−1

2
βκ̂

)
exp

(
−1

8
ĉ0

(κ̂− x)
2

t

)
,
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and

|(H2 (ex − 1, t)−H2 (ex − 1, t′))− (H2,γ (ex − 1, t)−H2,γ (ex − 1, t′))|

≤ Cβ (t− t′)α t1−α exp

(
−1

2
βκ̂

)
exp

(
−1

8
ĉ0

(κ̂− x)
2

t

)
.

Proof. This follows from the bounds given in Theorem 5.2.1 and similar calcu-
lations as in Lemma 4.2.9.

The last part of this article will be a discussion on the PIDE (5.0.26) (trans-
formed to the PIDE (5.2.2)) for the case σR > 0. Most of this discussion will
be analogous to the discussions in Section 4.2.2.

Definition 5.2.5. For x, ξ > 0 and 0 ≤ ϑ < t ≤ 1 let

Q̂λ,0 (x, t, ξ, ϑ) = −λĜL̂ (x, t, ξ, ϑ) ,

and let the sequence of functions
{
Q̂λ,n

}∞
n=0

be defined inductively for

n ∈ 1, 2, . . . , by

Q̂λ,n (x, t, ξ, ϑ) =

∫ t

ϑ

∫ ∞

0

Q̂λ,0 (x, t, z, s) Q̂λ,n−1 (z, s, ξ, ϑ) dzds,

and let

Q̂λ (x, t, ξ, ϑ) =
∞∑

n=0

Q̂λ,n (x, t, ξ, ϑ) .

Lemma 5.2.5. Assume that σR > 0. Let α ∈ (0, 1).

(i) Q̂λ is a solution of the integral equation

Q̂λ (x, t, z, ϑ) =− λĜL̂ (x, t, ξ, ϑ)

− λ
∫ t

ϑ

∫ ∞

0

ĜL̂ (x, t, z, s) Q̂λ (z, s, ξ, ϑ) dzds.
(5.2.4)

(ii) Q̂λ (x, t, ξ, ϑ) is differentiable with respect to all four variables. Further-
more, there exists a constant C, such that, for every x, ξ > 0 and 0 ≤ ϑ <
t ≤ 1 the following identities and inequalities are all valid:

Q̂λ (x, t, ξ, ϑ) = Q̂λ (x, t− ϑ, ξ, 0) ,

∣∣∣∣∣
∂Q̂λ
∂x

(x, t, ξ, ϑ)

∣∣∣∣∣ ≤ C (t− ϑ)
−1

exp

(
−1

4
ĉ0

(x− ξ)2

t− ϑ

)
,

∣∣∣∣∣
∂Q̂λ
∂ξ

(x, t, ξ, ϑ)

∣∣∣∣∣ ≤ C (t− ϑ)
−1

exp

(
−1

4
ĉ0

(x− ξ)2

t− ϑ

)
,

and
∣∣∣∣∣
∂Q̂λ
∂t

(x, t, ξ, ϑ)

∣∣∣∣∣ ≤ C (t− ϑ)
− 2

3 exp

(
−1

4
ĉ0

(x− ξ)2

t− ϑ

)
.
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(iii) There exists a constant C such that for every (x, t, ξ, ϑ) ∈ Dκ̂ and every
l ∈ {0, 1} the following inequalities are all valid:

∣∣∣∣∣
∂lQ̂λ (x, t, ξ, ϑ)

∂xl
− ∂Q̂λ,κ̂ (x, t, ξ, ϑ)

∂xl

∣∣∣∣∣ ≤ C (t− ϑ)
− 1+l

3

× exp

(
−1

8
ĉ0

(κ̂− x)
2

t− ϑ

)

× exp

(
−1

8
ĉ0

(κ̂− ξ)2

t− ϑ

)
,

(5.2.5)

and
∣∣∣∣∣
∂Q̂λ (x, t, ξ, ϑ)

∂t
− ∂Q̂λ,κ̂ (x, t, ξ, ϑ)

∂t

∣∣∣∣∣ ≤ C (t− ϑ)
− 2

3

× exp

(
−1

8
ĉ0

(κ̂− x)
2

t− ϑ

)

× exp

(
−1

8
ĉ0

(κ̂− ξ)2

t− ϑ

)
.

(5.2.6)

Proof. For part (5.2.4) and part (ii): This follows from similar calculations as
in the proof of Lemma 5.2.5.

For part (iii): This follows from similar calculations as in the proof of
Lemma 5.1.4.

Definition 5.2.6. For x, ξ > 0 and 0 ≤ ϑ < t ≤ 1 let

ĜL̂λ (x, t, ξ, ϑ) := ĜL̂ (x, t, ξ, ϑ) +

∫ t

ϑ

∫ ∞

0

ĜL̂ (x, t, z, s) Q̂λ (z, s, ξ, ϑ) dzds.

Lemma 5.2.6. Assume that σR > 0.

(i) For every x, ξ > 0 and 0 ≤ ϑ < t ≤ 1 and l ∈ {1, 2}

∂l

∂xl

∫ t

ϑ

∫ ∞

0

ĜL̂ (x, t, z, s) Q̂λ (z, s, ξ, ϑ) dzds

=

∫ t

ϑ

∫ ∞

0

∂lĜL̂ (x, t, z, s)

∂xl
Q̂λ (z, s, ξ, ϑ) dzds,

and

∂

∂t

∫ t

ϑ

∫ ∞

0

ĜL̂ (x, t, z, s) Q̂λ (z, s, ξ, ϑ) dzds

= Q̂λ (x, t, ξ, ϑ) +

∫ t

ϑ

∫ ∞

0

∂ĜL̂ (x, t, z, s)

∂t
Q̂λ (z, s, ξ, ϑ) dzds.
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(ii) There exists a constant C such that, for every x, ξ > 0 and 0 ≤ ϑ < t ≤ 1
the following inequalities are all valid:

∣∣∣∣
∂l

∂xl

∫ t

ϑ

∫ ∞

0

ĜL̂ (x, t, z, s) Q̂λ (z, s, ξ, ϑ) dzds

∣∣∣∣

≤ C (t− ϑ)
1−l
3 exp

(
−1

4
ĉ0

(x− ξ)2

t− ϑ

)
,

and
∣∣∣∣
∂

∂t

∫ t

ϑ

∫ ∞

0

ĜL̂ (x, t, z, s) Q̂λ (z, s, ξ, ϑ) dzds

∣∣∣∣

≤ C (t− ϑ)
− 1

2 exp

(
−1

4
ĉ0

(x− ξ)2

t− ϑ

)
.

(iii) There exists a constant C such that, for every (x, t, ξ, ϑ) ∈ Dκ̂ and
l ∈ {0, 1, 2} the following inequalities are all valid:

∣∣∣∣
∂l

∂xl

∫ t

ϑ

(∫ ∞

0

ĜL̂ (x, t, z, s) Q̂λ (z, s, ξ, ϑ) dz

−
∫ ∞

0

ĜL̂,κ̂ (x, t, z, s) Q̂λ (z, s, ξ, ϑ) dz

)
ds

∣∣∣∣

≤ C (t− ϑ)
1−l
3 exp

(
−1

2
ĉ0

(κ̂− x)
2

+ 1
2 (κ̂− ξ)2

t− ϑ

)
,

and
∣∣∣∣
∂

∂t

∫ t

ϑ

(∫ ∞

0

ĜL̂ (x, t, z, s) Q̂λ (z, s, ξ, ϑ) dz

−
∫ ∞

0

ĜL̂,κ̂ (x, t, z, s) Q̂λ (z, s, ξ, ϑ) dz

)
ds

∣∣∣∣

≤ C (t− ϑ)
− 1

2 exp

(
−1

2
ĉ0

(κ̂− x)
2

+ 1
2 (κ̂− ξ)2

t− ϑ

)
.

Proof. Because of the bounds on ĜL̂ and on ĜL̂ − ĜL̂,κ̂ given in Lemma 5.2.5,
this follows from similar calculations as in the proof of Lemma 5.1.5.

Definition 5.2.7. For x, ξ > 0 and 0 ≤ ϑ < t ≤ 1 let

Q̂I,0 (x, t, ξ, ϑ) = λ

∫ ex−1

0

ĜL̂λ (ln (ex − ζ) , t, ξ, ϑ) dF (ζ) .

Let the sequence of functions {
Q̂I,n

}∞
n=0

be defined inductively by

Q̂I,n (x, t, ξ, ϑ) =

∫ t

ϑ

∫ ∞

0

Q̂I,0 (x, t, z, s) Q̂I,n−1 (z, s, ξ, ϑ) dzds,

n ∈ 1, 2, . . . .
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Let

Q̂I (x, t, ξ, ϑ) =

∞∑

n=0

Q̂I,n (x, t, ξ, ϑ) .

Let

ĜI (x, t, ξ, ϑ) =

∫ t

ϑ

∫ ∞

0

ĜL̂λ (x, t, z, s) Q̂I (z, s, ξ, ϑ) dzds. (5.2.7)

Lemma 5.2.7. Assume that σR > 0 and that the tail distribution F̄ obeys the
bound (4.0.38).

(i) There exists a constant Cβ, depending on β such that, for every
(x, t, ξ, ϑ) ∈ D and every (x′, t) ∈ (x,∞)× (ϑ, t)

∣∣∣Q̂I (x, t, ξ, ϑ)
∣∣∣ ≤ Cβ (t− ϑ)

− 1
2 exp (−β |x− ξ|) , (5.2.8)

∣∣∣Q̂I (x, t, ξ, ϑ)
∣∣∣ ≤ Cβ (t− ϑ)

− 1
2 ×

(
exp (−2β |x− ξ|)

+ exp (−βx)

)
,

(5.2.9)

∣∣∣Q̂I (x, t, ξ, ϑ)− Q̂I (x, t′, ξ, ϑ)
∣∣∣ ≤ Cβ (t− t′)

1
4 (t′ − ϑ)

− 3
4

×
(

exp (−2β |x− ξ|)

+ exp (−βx)

)
,

(5.2.10)

and
∣∣∣Q̂I (x, t, ξ, ϑ)− Q̂I (x′, t, ξ, ϑ)

∣∣∣ ≤ Cβ |x− x′|α (t− ϑ)
− 1+α

3

×
(

exp (−2β |x− ξ|)

+ exp (−2β |x′ − ξ|)

+ exp (− (β − α)x)

)
.

(5.2.11)

(ii) Q̂I is a solution of the integral equation

Q̂I (x, t, ξ, ϑ) =λ

∫ ex−1

0

ĜL̂λ (ln (ex − ζ) , t, ξ, ϑ) dF (ζ)

+ λ

∫ ex−1

0

ĜI (ln (ex − ζ) , t, ξ, ϑ) dF (ζ) .

(5.2.12)

(iii) For every (x, t, ξ, ϑ) ∈ D and every l ∈ {0, 1, 2} the following identities are
all valid:

∂lĜI (x, t, ξ, ϑ)

∂xl
=

∫

ϑ

∫ κ̂

0

∂lĜL̂λ (x, t, z, ϑ)

∂xl
Q̂I (z, s, ξ, ϑ) dzds,
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and

∂ĜI (x, t, ξ, ϑ)

∂t
= Q̂I (x, t, ξ, ϑ)

+

∫

ϑ

∫ κ̂

0

∂ĜL̂λ (x, t, z, ϑ)

∂t
Q̂I (z, s, ξ, ϑ) dzds.

(iv) There exists a constant Cβ depending on β such that for every
(x, t, ξ, ϑ) ∈ D and every l ∈ {0, 1} the following inequalities are all valid:

∣∣∣∣∣
∂lĜI (x, t, ξ, ϑ)

∂xl

∣∣∣∣∣ ≤ Cβ (t− ϑ)
1−l
3

(
exp (−2β |x− ξ|) + exp (−βx)

)
,

∣∣∣∣∣
∂2ĜI (x, t, ξ, ϑ)

∂x2

∣∣∣∣∣ ≤ Cβ (t− ϑ)
− 1

2

(
exp (−2β |x− ξ|) + exp

(
−1

2
βx

))
,

∣∣∣∣∣
∂ĜI (x, t, ξ, ϑ)

∂t

∣∣∣∣∣ ≤ Cβ (t− ϑ)
− 1

2

(
exp (−2β |x− ξ|) + exp

(
−1

2
βx

))
,

and

∣∣∣ĜI (x, t, ξ, ϑ)
∣∣∣ ≤ Cβ min (x, 1)

1
4 (t− ϑ)

1
4 ×

(
exp

(
−1

2
β |x− ξ|

)

+ exp

(
−1

2
βξ

))
.

Proof. This follows from similar calculations as in the proof of Lemma 4.2.13.

Lemma 5.2.8. Assume that σR > 0 and that the tail distribution F̄ satisfies the
bound (4.0.38). There exists a constant C such that for every (x, t, ξ, ϑ) ∈ Dκ̂,
and every (x′, t′) ∈ (x, κ̂)× (0, t) the following inequalities are all valid:

|QI (x, t, ξ, ϑ)−QI,κ (x, t, ξ, ϑ)| ≤ C (t− ϑ)
− 1

2

× exp

(
−1

8
ĉ0

(κ̂− y)
2

+ (κ̂− ξ)2

t− ϑ

)
,

(5.2.13)

|(QI (x, t, ξ, ϑ)−QI,κ (x, t, ξ, ϑ))− (QI (x′, t, ξ, ϑ)−QI,κ (x′, t, ξ, ϑ))|

≤ C (y′ − y)
1
2 (t− ϑ)

− 3
4 exp

(
−1

8
ĉ0

(κ̂− y′)2
+ (κ̂− ξ)2

t− ϑ

)
,

(5.2.14)

and

|(QI (x, t, ξ, ϑ)−QI,κ (x, t, ξ, ϑ))− (QI (x, t′, ξ, ϑ)−QI,κ (x, t′, ξ, ϑ))|

≤ C (t− t′)
1
4 t′
− 3

4 exp

(
−1

8
ĉ0

(κ̂− y)
2

+ (κ̂− ξ)2

t− ϑ

)
,

(5.2.15)
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Proof. Because of the bounds given in Lemma 5.2.7 this follows from similar
calculations as in the proof of Lemma 5.1.7

Definition 5.2.8. For x, ξ > 0 and 0 ≤ ϑ < t ≤ 1 define

ĜÂ (x, t, ξ, ϑ) := GL̂λ (x, t, ξ, ϑ) + ĜI (x, t, ξ, ϑ) ,

define

ψ̂3(x, t) =

∫ t

0

∫ ∞

0

ĜÂ (x, t, ξ, ϑ)H2

(
eξ − 1s, ϑ

)
dξdϑ,

and for y ≥ 0 define
ψ3(y, t) = ψ̂3 (ln(1 + y), t) .

Lemma 5.2.9. (i) For every x > 0 and t ∈ (0, 1] and l ∈ {1, 2}

∂lψ̂3(x, t)

∂xl
=

∫ t

0

∫ ∞

0

∂lĜÂ (x, t, ξ, ϑ)

∂xl
H2

(
eξ − 1s, ϑ

)
dξdϑ

and

∂ψ̂3(x, t)

∂t
= H2 (ex − 1, ϑ)

+

∫ t

0

∫ ∞

0

∂ĜÂ (x, t, ξ, ϑ)

∂t
H2

(
eξ − 1s, ϑ

)
dξdϑ.

(ii) There exists a constant Cβ, depending on β, such that, for every x > 0
and t ∈ (0, 1] and every l ∈ {0, 1} the following inequalities are all valid:

∣∣∣∣∣
∂lψ̂3(x, t)

∂xl

∣∣∣∣∣ ≤ Cβt
4−l
3 exp (−βx) ,

∣∣∣∣∣
∂2ψ̂3(x, t)

∂x2

∣∣∣∣∣ ≤ Cβt exp

(
−1

2
βx

)
,

∣∣∣∣∣
∂ψ̂3(x, t)

∂t

∣∣∣∣∣ ≤ Cβt exp

(
−1

2
βx

)
,

and ∣∣∣ψ̂3(x, t)
∣∣∣ ≤ Cβtmin (x, 1) .

(iii) There exists a constant Cβ, depending on β, such that, for every y > 0,
every t ∈ (0, 1] and every l ∈ {0, 1}

∣∣∣∣
∂lψ3 (y, t)

∂yl

∣∣∣∣ ≤ Cβt
4−l
3 (1 + y)

−(β+l)
,

∣∣∣∣
∂2ψ3 (y, t)

∂y2

∣∣∣∣ ≤ Cβt (1 + y)
−( 1

2β+2) ,

∣∣∣∣
∂ψ3 (y, t)

∂t

∣∣∣∣ ≤ Cβt (1 + y)
− 1

2β

and
|ψ3 (x, t)| ≤ Cβtmin (y, κ− y) .
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(iv) There exists a constant C and a constant Cβ, depending on β, such that,
for every (y, t, ) ∈ (0, κ)× (0, 1]

∣∣∣∣
∂lψ (y, t)

∂yl

∣∣∣∣ ≤ Ct−
l
3 exp

(
−1

4
ĉ0
y2

t

)
+ Cβt

2−l
3 (1 + y)

−(β+l)
,

∣∣∣∣
∂2ψ (y, t)

∂y2

∣∣∣∣ ≤ Ct−1 exp

(
−1

4
ĉ0
y2

t

)
+ Cβ (1 + y)

−( 1
2β+2) ,

and
∣∣∣∣
∂ψ (y, t)

∂t

∣∣∣∣ ≤ Ct−1 exp

(
−1

4
ĉ0
y2

t

)
+ Cβ (1 + y)

− 1
2β .

(v) There exists a constant Cβ, depending on β, such that for every (x, t) ∈
(0, κ̂)× (0, 1] and every l ∈ {0, 1}
∣∣∣∣∣
∂lψ̂3(x, t)

∂xl
− ∂lψ̂3,κ̂(x, t)

∂xl

∣∣∣∣∣ ≤ Cβt
2−l
3 exp (−βκ̂) exp

(
− 1

128
ĉ0

(κ̂− x)
2

t

)
,

∣∣∣∣∣
∂2ψ̂3(x, t)

∂x2
− ∂2ψ̂3,κ̂(x, t)

∂x2

∣∣∣∣∣ ≤ Cβ exp

(
−1

2
βκ̂

)
exp

(
− 1

128
ĉ0

(κ̂− x)
2

t

)

and
∣∣∣∣∣
∂ψ̂3(x, t)

∂t
− ∂lψ̂3,κ̂(x, t)

∂t

∣∣∣∣∣ ≤ Cβ exp

(
−1

2
βκ̂

)
exp

(
− 1

128
ĉ0

(κ̂− x)
2

t

)
.

(vi) There exists a constant Cβ, depending on β, such that for every
(y, t) ∈ (0, κ)× (0, 1] and every l ∈ {0, 1}

∣∣∣∣
∂lψ3(y, t)

∂yl
− ∂lψ3,κ(y, t)

∂yl

∣∣∣∣ ≤ Cβt
2−l
3 (1 + κ)

−β
)

× exp

(
− 1

128
ĉ0

[
ln

(
1 + κ

1 + y

)]2
)
,

∣∣∣∣
∂2ψ3(y, t)

∂y2
− ∂2ψ3,κ(y, t)

∂y2

∣∣∣∣ ≤ Cβt
2−l
3 (1 + κ)

− 1
2β (1 + y)

−2

× exp

(
− 1

128
ĉ0

[
ln

(
1 + κ

1 + y

)]2
)

and
∣∣∣∣
∂ψ3(y, t)

∂t
− ∂ψ3,κ(y, t)

∂t

∣∣∣∣ ≤ Cβt
2−l
3 (1 + κ)

− 1
2β

× exp

(
−1

8
ĉ0

[
ln

(
1 + κ

1 + y

)]2
)
.

Proof. This follows from similar calculations as in the proof of Theorem 4.2.3.
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We are now finally in position to establish existence on unbounded domain
for the main case σR > 0.

Theorem 5.2.2. Assume that σR > 0 and that the tail distribution F̄ satisfies
the bound (4.0.38). ψ̂3(x, t) is a classical solution of the PIDE (5.2.2) and
ψ3(y, t) is a classical solution of the PIDE (5.0.26).

Proof. It follows from the identities given in Lemma 5.2.6 and Lemma 5.2.9
that ψ̂3(x, t) satisfies the PIDE (5.2.2) on the inner domain, i.e for y > 0 and

t ∈ (0, 1]. Similar arguments as in the proof of Lemma 5.1.1 yield that ψ̂3(x, t)

satisfies the initial condition and the boundary conditions. Since ψ̂3(x, t) is a
classical solution of the PIDE (5.2.2) it follows from the chain rule that ψ3(y, t) =

ψ̂3(ln (1 + y) , t) is a solution of the PIDE (5.0.26).
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